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Abstract

Data centers are seeking more efficient cooling tech-
niques to reduce their operating expenses, because cool-
ing can account for 30-40% of the power consumption
of a data center. Recently, liquid cooling has emerged
as a promising alternative to traditional air cooling, be-
cause it can help eliminate undesired air recirculation.
Another emerging technology is free air cooling, which
saves chiller power by utilizing outside cold air for cool-
ing. Some existing data centers have already started
to adopt both liquid and free air cooling techniques for
significantly improved cooling efficiency and more data
centers are expected to follow.

In this paper, we propose SmartCool, a power op-
timization scheme that effectively coordinates differ-
ent cooling techniques and dynamically manages work-
load allocation for jointly optimized cooling and server
power. In sharp contrast to the existing work that ad-
dresses different cooling techniques in an isolated man-
ner, SmartCool systematically formulates the integration
of different cooling systems as a constrained optimiza-
tion problem. Furthermore, since geo-distributed data
centers have different ambient temperatures, SmartCool
dynamically dispatches the incoming requests among a
network of data centers with heterogeneous cooling sys-
tems to best leverage the high efficiency of free cool-
ing. A light-weight heuristic algorithm is proposed to
achieve a near-optimal solution with a low run-time over-
head. We evaluate SmartCool both in simulation and on a
hardware testbed. The results show that SmartCool out-
performs two state-of-the-art baselines by having a 38%
more power savings.

1 Introduction

In recent years, high power consumption has become
a serious concern in operating large-scale data centers.
For example, a report from Environmental Protection

Agency (EPA) estimated that the total energy consump-
tion from data centers in the US was over 100 billion
kWh in 2011. Among the total power consumed by
a data center, cooling power can account for 30-40%
[14][2]. As new high-density servers (e.g., blade servers)
are increasingly being deployed in data centers, it is im-
portant for the cooling systems to more effectively re-
move the heat. However, with the high-density servers
being installed, the traditional computer room air con-
ditioner (CRAC) system might not be efficient enough,
as its Power Usage Effectiveness (PUE) is around 2.0 or
higher. PUE is defined as the ratio of the total energy
consumption of a data center over energy consumed by
the IT equipment such as servers. With a high PUE, the
cooling power consumption of a data center can grow
tremendously as high-density servers being deployed,
which not only increases the operating cost, but also
causes negative environmental impact. Therefore, data
centers are in an urgent need to find higher-efficient cool-
ing techniques to reduce PUE.

Two new cooling techniques have recently been pro-
posed to increase the cooling efficiency and lower the
PUE of a data center. The first one is liquid cooling,
which conducts coolant through pipes to some heat ex-
change devices that are attached to the IT equipments,
such that the generated heat can be directly taken away
by the coolant. The second one, which is referred to as
free air cooling [7], exploits the relatively cold air out-
side the data center for cooling and thus saves the power
of chilling the hot air returned from the IT equipment.
Although both of the two cooling techniques highly in-
crease the cooling efficiency of data centers, each tech-
nique has its own limitations. The liquid cooling ap-
proach requires additional ancillary facilities (e.g., the
valves and pipes) and maintenance, which can increase
the capital investment when being deployed in a large
scale. The free air cooling technique requires a low out-
side air temperature, which might not be available all the
time in a year. In order to mitigate the problems, hy-
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brid cooling system, which is composed with the liquid
cooling, the free air cooling and the traditional CRAC
air cooling, can be used to lower the cooling cost and
ensure the cooling availability. Several hybrid-cooled
data centers have been put into production. For exam-
ple, the CERN data center located in Europe adopts a
hybrid cooling system with both liquid-cooling and tra-
ditional CRAC cooling systems, in which about 9% of
the servers are liquid-cooled [4].

However, efficiently operating such a hybrid cool-
ing system is not a trivial task. Currently, existing
data centers that adopt multiple cooling techniques com-
monly use some preset outside temperature thresholds
to switch between different cooling systems, regardless
of the time-varying workload. Such a simplistic solu-
tion can often lead to unnecessarily low cooling efficien-
cies. Although some previous studies [11][35] have pro-
posed to intelligently distribute the workload across the
servers and manage the cooling system according to the
real-time workload to avoid over-cooling, they address
only one certain cooling technology and thus the resulted
workload distribution might not be optimal for the hybrid
cooling system. To the best of our knowledge, no prior
research has been done for efficiently coordinating multi-
ple cooling techniques in a hybrid-cooled data center. In
addition, for a network of data centers that are geographi-
cally distributed, there exist some works focusing on bal-
ancing the workload or reducing the server power cost
[16][27], but none of them minimize the cooling power
consumption, especially when the data centers have het-
erogeneous cooling systems. In order to minimize the
power consumption of a hybrid-cooled data center, we
need to face several new challenges. First, the differ-
ent characteristics of these three cooling systems (liquid
cooling, free air cooling and the traditional CRAC air
cooling) demand for a systematic approach to coordinate
them effectively. Second, workload distribution in such
a hybrid-cooled data center needs to be carefully planned
in order to jointly minimize the cooling and server power
consumption. Third, due to the different local temper-
atures, a novel workload distribution and cooling man-
agement approach is needed for data centers that are ge-
ographically distributed at different locations, in order to
better utilize free air cooling in the hybrid cooling system
more efficiently.

In this paper, we propose SmartCool, a power opti-
mization scheme to optimize the total power consump-
tion of a hybrid-cooled data center by intelligently man-
aging the hybrid cooling system and distributing the
workload. We first formulate the power optimization
problem for a single data center, which can then be
solved with a widely adopted optimization technique.
We then extend the power optimization scheme to fit a
network of geo-distributed data centers. To reduce the

computational overhead, we propose a light-weight al-
gorithm to solve the optimization problem for the geo-
distributed data centers. Specifically, this paper has the
following major contributions:

e More and more data centers are on their way to
adopt high-efficient cooling techniques, but many
data centers heavily rely on simplistic solutions to
separately manage their cooling systems, which of-
ten lead to an unnecessarily low cooling efficiency.
In this paper, we propose to address an increas-
ingly important problem: Intelligent coordination
of cooling systems for jointly minimized cooling
and server power in a data center.

e We formulate the cooling management in a hybrid-
cooled data center with liquid cooling, free air cool-
ing, and traditional CRAC air cooling, as a con-
strained power optimization problem to minimize
the total power consumption. SmartCool features
a novel air recirculation model developed based on
computational fluid dynamics (CFD).

o To best leverage the high efficiency of free cooling
in geo-distributed data centers that have different
ambient temperatures, we extend our optimization
formulation to dynamically dispatch the incoming
requests among a network of data centers with het-
erogeneous cooling systems. A light-weight heuris-
tic algorithm is proposed to achieve a near-optimal
solution with a low run-time overhead.

e We evaluate SmartCool both in simulation and on
a hardware testbed with real-world workload and
temperature traces. The results show that Smart-
Cool outperforms two state-of-the-art baselines by
saving 38% more power consumption.

The rest of the paper is organized as follows. We re-
view the related work in Section 2, and introduce the
background of different cooling technologies in Section
3. Section 4 formulates power optimization problem for
a single hybrid-cooled data center, which is extended for
geo-distributed data centers in Section 5 with a light-
weight algorithm. We present our simulation results in
Section 6 and the hardware experiment results in Section
7. Finally, Section 8 concludes the paper.

2 Related Work

Minimizing the power consumption of data centers has
recently received much attention, such as [27, 11, 18,
29, 31, 32, 13, 28, 17]. In particular, a lot of work has
been done to optimize the traditional CRAC air cooling
in data centers. For example, Anto et al. [22] construct
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a model of a single CRAC unit which offers flexible se-
lection in different heat exchangers and coolants. Zhou
et al. [23] propose a computationally efficient multi-
variable model to capture the effects of CRAC fan speed
and supplied air temperature on the rack inlet tempera-
tures. Tang et al. [20] propose a workload scheduling
scheme to make the inlet temperatures of all servers as
even as possible. A holistic approach is proposed by
Chen et al. [30] that integrates the management of IT,
power and cooling infrastructures to improve the data
center efficiency. In our work, we adopt the modeling
process of traditional CRAC cooling system, but coor-
dinate its work with the liquid cooling and free cooling
systems as a hybrid-cooling system for the improvement
of data center cooling efficiency.

Free air cooling and liquid cooling have also attracted
wide research attentions. Christy et al. [9] study two pri-
mary free cooling systems, the air economizer and the
water economizer. Gebrehiwot et al. [3] study the ther-
mal performance of an air economizer for a modular data
center using computational fluid dynamics. Coskun et al.
[1] provide a 3D thermal model for liquid cooling, with
variable fluid injection rates. Hwang et al. [8] develop
an energy model for liquid-cooled data centers based on
the thermo-fluid first principles. Differently, our work
focuses on the power optimization of hybrid-cooled data
centers, by managing the cooling modes and workload
distribution.

For geo-distributed data centers, Adnan et al. [16] save
the cost of load balancing by utilizing the flexibility of
the Service Level Agreements. Related algorithms are
developed in [33][34][12] to minimize the total cost of
geo-distributed data centers and the environmental im-
pact. Our global workload dispatching strategy mini-
mizes the total power consumption of all the distributed
data center, by leveraging the temperature differences
among different locations and maximizing the usage of
free air cooling.

3 Different Cooling Technologies

Figure 1 illustrates the cooling system of a hybrid-cooled
data center, which includes traditional air cooling, liquid
cooling and free air cooling. The liquid cooling system
uses chiller and cooling tower to provide coolant. Either
the CRAC system or the free cooling system can be se-
lected for air cooling. The CRAC system also relies on
chiller and cooling tower to provide the coolant, which is
then used to absorb heat from the air in the data center.
The free cooling system draws outside air into the data
center through the Air Handling Unit (AHU) when the
outside temperature can meet the cooling requirement.
Traditional CRAC air cooling is the most widely
used cooling technology in existing data centers. This
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Figure 1: Cooling System of Hybrid-Cooled Data Cen-
ter. The cold plates used for liquid cooling are installed
inside the liquid-cooled servers. The air cooling mode is
decided based on the outside temperature.

system deploys several CRAC units in the computer
room to supply cold air. The cold air usually goes under
the raised floor before joining in the cold aisle through
perforated tiles to cool down the servers, as shown in
Figure 2. The hot air from the servers is output to the hot
aisle and returned to the CRAC system to be cooled and
reused. The deployment of cold aisle and hot aisle is used
to form isolation between cold and hot airs. However,
due to the existence of seams between servers and racks,
as well as the space close to the ceiling where there is no
isolation, cold air and hot air are often mixed to a certain
extent, which decreases the cooling efficiency. The PUE
of a data center using CRAC cooling is usually around
2.0 [6].

Liquid cooling technology usually uses coolant (e.g.,
water) to directly absorb heat from the servers. It can
be divided into three categories: direct liquid cooling
[19], rack-level liquid cooling [24] and submerge cool-
ing [26]. In direct liquid cooling, the microprocessor in a
server is directly attached with a cold plate that contains
the coolant to absorb heat of the microprocessor, while
the other components are still cooled by chilled air flow.
Direct liquid cooling improves the cooling efficiency by
enhancing the heat exchange process. Rack-level liquid
cooling and submerge cooling adopt some other heat ex-
change devices instead of the cold plate. In this paper,
we adopt the direct liquid cooling technology as an ex-
ample to demonstrate the effectiveness of our solution,
due to its low cost.

Free air cooling is a highly efficient cooling approach
that uses the cold air outside the data center and saves
power by shutting off the chiller system. It is usually uti-
lized within a range of outside temperature and humidity.
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Within this range, the outside air can be used for cooling
via an air handler fan. The traditional CRAC system is
employed by these data centers as the backup cooling
system.

4 Power Optimization for a Local Hybrid-
cooled Data Center

In this section, we introduce the power models and for-
mulate the total power optimization problem for a lo-
cal hybrid-cooled data center. We then present how we
solve the problem by using computational fluid dynamics
(CFD) modeling and optimization techniques.

4.1 Power Models of a Hybrid-cooled Data
Center

We use the following models to calculate the server and
cooling power consumption in the data center.

e Server Power Consumption Model

For a server i, we adopt a widely accepted server
power consumption model [11] as:

Piserver — VVl % Piwmllule +[;iidle (1)

where W; is the workload handled by server i, in terms
of CPU utilization. P""""¢ is the maximum computing
power when the workload is 100%. Pfdle represents the
static idle power consumed by the server. If the workload
is 0, the server can be shut down to save power and thus
the power consumption is 0. Therefore, the total server
power consumption of a data center with N server is

PSEFVEV — ipiserver (2)
i=1

e Air Cooling Power Model

In a hybrid-cooled data center, the components of a
liquid-cooled server except for the microprocessor, the
rest server components, such as disk and memory, are
cooled by the air cooling system, which contributes to
the hot air coming out of the server. To characterize this
relationship, we assume that in a liquid-cooled server, o
percent of the power is consumed by the microprocessor.
Therefore, assuming the first M servers among the total
N servers are liquid-cooled, we can calculate the total
power consumption of all the servers and components
that are cooled by the air cooling as:

N M
Paslgrrver — Z Piserver 4 Z(l _ (X) >|<Piserver (3)
i=M+1 i=1

The power consumption of the traditional CRAC air
cooling system depends on the heat generation (i.e.,
Py and the efficiency of the CRAC system:

Returned Air , Recirculated Air
/

3)

@ @| € |[server] [ =|[server] (=
crac | 2 | [Server] ¢m 2 w)| [Server] =) &
or | 5 ¢ (Semver] ¢ 2 | [Servr] | =
T <o [server] [¢= © ] [Server] | =

<«==-=- Supplied Air

Figure 2: Air circulation in an air-cooled data center.
Some hot air can be recirculated to the inlet and mixed
with the cold air, degrading the cooling efficiency.

o P
Ferac = G perac 4

According to [11], the COP (coefficient of perfor-
mance, characterizing the cooling efficiency) of a CRAC
system can be calculated according to the supplied air
temperature Ty, :

COP,ir = 0.0068 * Tfup +0.0008 * T, +0.458  (5)

To avoid overheating the servers, the inlet air temper-
ature of an air-cooled server needs to be bounded by a
threshold. Based on a temperature model from [21], we
use Equation 6 to first calculate the outlet air tempera-
ture, and then get the inlet air temperature with Equation
7

N 4 N '
KiTolu[ = hinjTojm + (Ki — Z hinj)Tsup _'_Piatr (6)
Jj=1 N j=1
T’;’ = Z hﬁ * (Tojut - Tsup) + Tsup (7)
=1

K; represents a multiplicative item, p f;C,, where C,
is the specific heat of air. p represents the air density,
and f; is the air flow rate to server i. h describes the air
recirculation. In Equation 6, the first term characterizes
the impact of the air recirculation from server j to server
i and the second term models the cooling effect of the
supplied air. The third term is the power consumption
of server i that heats up the passing cold air. Equation 7
shows that inlet server temperature is determined by the
supplied air temperature and the recirculation heat. We
explain how to derive /1 using CFD in Section 4.3.

When the free air cooling method is chosen for the
hybrid-cooled data center, the air cooling power is calcu-
lated in a different way, according to [7]

P, = (PUEfree — 1) % PSS ®)
In our experiment, the free cooling PUE is modeled to
be proportional to the ambient air temperature according
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to [10]. This is because when the outside air temperature
is relatively high, more air is needed to take away the
heat generated by the servers, and the fan speed of AHU
needs to be higher to draw more air.

In our paper, we assume that only one of the two air
cooling systems can run at one time in a hybrid-cooled
data center. Thus the total air cooling power consump-
tion can be expressed as:

P = BPEgc+ (1—B)Pfr, 9)

where f3 is a binary variable indicating which air cooling
system is activated.

e Liquid Cooling Power Model

With M liquid-cooled servers and the microprocessor
consuming ¢ percent of the server power, we have the
liquid cooling power consumption as

liquid y b

P = = ot (10
where COP!@"id i5 the COP of the chiller used in the
liquid cooling system. Due to the high cooling capac-
ity of liquid medium, the changes of the liquid temper-
ature and the flow rate hardly affect the COP value, and
thus COP!"@" can be viewed as a constant. To derive
a COP that can provide cooling guarantee for all the
liquid-cooled servers, we run simple experiments with
the worst-case setup by putting all servers to 100% uti-
lization, and adjust the chiller set point and flow rate of
the cold plate to ensure the microprocessor temperature
is below the threshold. We then use the COP gained in
this situation as a constant.

4.2 Power Minimization

We now formulate the power minimization problem of
the hybrid-cooled data center. N servers are deployed
in the data center and M of them are liquid-cooled. As-
suming that the total workload is W;;,;, we minimize the
total power consumption as:

min{Pserver + Puir +Pliquid} (11)
Subject to:
N
Wi = Wiotai (12)
i=1
" <T)” 1<i<M (13)
T"<Tj M+1<i<N (14)

Equation 12 guarantees that all the workload W, is
handled by the servers. Equation 13 enforces that the
microprocessors’ temperatures of these M liquid-cooled
servers are below the required threshold 7;;". Equation
14 enforces that the inlet temperatures of the (N — M)
air-cooled servers are below the required threshold TtZ’

Temperature (° C)

Figure 3: Data center model used in evaluation

4.3 CFD-based Recirculation Matrix and
Optimization Solution

We now explain how to get the CFD-based recirculation
matrix H. In Equation 6, /;; is an element of the matrix H,
indicating the percentage of heat flow recirculated from
server i to server j. To simulate the thermal environment
of the data center, we use Fluent [5], which is a CFD soft-
ware package. Figure 3 shows both the layout of the data
center model used in this paper and an example of the
thermal environment when all the servers are air-cooled.
We set the CRAC supply temperature in CFD and use it
to get the outlet temperature of each server, in different
workload distribution scenarios. After getting the power
consumption (P"), the outlet temperature of each server
(T}, T4, and the CRAC supply temperature (7,,) in all
the scenarios, we use them to solve the linear equation
shown in Equation 6 and get the recirculation matrix H.

To solve the optimization problems, we use LINGO
[15], a comprehensive optimization tool. LINGO em-
ploys branch-and-cut methods to break a non-linear pro-
gramming model down into a list of sub problems to en-
hance the computation efficiency. It is important to note
that our scheme performs offline optimization to deter-
mine workload distribution, server on/off and the cool-
ing mode of the data center at different outside temper-
atures. To dynamically determine those configurations,
our scheme can conduct the optimization for different
loading levels in an offline fashion and then apply the re-
sults online based on the current loading and the current
outside temperature.

S Power Optimization for Geo-Distributed
Hybrid-cooled Data Centers

Some big IT companies may have multiple data centers
around the world. Although the power minimization for
a single hybrid-cooled data center is helpful, it might not
be efficient enough for geo-distributed data centers. It is
because data centers at different locations have different
outside temperatures which lead to different cooling ef-
ficiencies. Therefore, it is important to manage the geo-
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Figure 4: System diagram for geo-distributed data cen-
ters. The local optimizer optimizes the cooling configu-
ration and workload distribution locally. The global op-
timizer optimizes the global workload distribution based
on the data center power models.

distributed data centers together. In this section, we ex-
tend the total power optimization problem for a single
data center to fit geo-distributed data centers. We de-
velop a two-layer light-weight optimization algorithm to
lower the computation time.

5.1 Global Optimization

At first, we formulate a global optimization problem
for minimizing the total power consumption of geo-
distributed data centers, which is very similar to the opti-
mization problem for a single data center. To simplify
the notations, we assume that each data center has N
servers, which is not a hard requirement for the formu-
lation. We minimize the total power consumption of the
data center system that contains K data centers to handle

geo .
W, . workload as:

K
min }" PP¢ (15)
j=1
Subject to:
K N
eo
Y Y Wi =W (16)
j=li=1
Tl.f’]’.”<Tt;”1’ 1<i<M 1<j<K (17)
T"<Ty M+1<i<N 1<j<K (18)

PPC is the total power consumption of data center j.
TI";P is the microprocessor temperature of liquid-cooled
server and Tl’;”’ represents the inlet temperature of air-
cooled server in a data center. W; ; is the workload dis-
tributed to server i in data center j. Equation 16 guaran-
tees that all the workload for geo-distributed data centers

can be handled. Equation 17 and Equation 18 are the
temperature constraints of liquid-cooled and air-cooled
servers.

5.2 Two-layer Light-weight Optimization

To solve the global optimization problem for geo-
distributed hybrid-cooled data centers, a straightforward
solution is to use LINGO directly, as the solution for the
single data center power optimization in Section 4. How-
ever, as LINGO utilizes the branch-and-bound technique
to solve the problem, the computational complexity in-
creases significantly when LINGO solves the problem
with geo-distributed data centers. Therefore, we design
a two-layer light-weight optimization algorithm to lower
the computation complexity.
We first define cPUE for a single data center as

pserver | Pcool ing

cPUE = pcompute (W)

19)
where PCo"PUe ig the total dynamic computing power
consumed by the servers to handle a given workload W.
As shown in Figure 4, the local optimizer uses the power
optimization process of a single data center (discussed
in Section 4) to derive an optimal cPUE for a data cen-
ter with a given workload W and an outside temperature
Tousside S CPUEaptimul(T;)utxide;W)a

CPUEoplimal = f(Toutside>W)

In fact, with different amounts of workload and differ-
ent outside temperatures, cPUE,imq has different val-
ues. To get the cPUE,pjmq model for each data center,
we need to obtain a set of sample values of the optimal
power consumption with different workloads and outside
temperatures. We change the workload from 0% to 100%
with a 10% increment step each time, and also change
the outside temperature from 0 °C to 20 °C with an in-
crement of 1 °C. We get the power optimization solution
of each single data center with different workload and
outside temperature combinations. The obtained results
are a set of sampled triplets as (cPUE,psimat, W, Tourside)-
We then use the Levenberg Marquardt (LM) algorithm
to conduct the linear fitting to find out the cPUE,ptima
model:

(20)

ey

The coefficients a, b, ¢ are determined by the data center
cooling configuration (e.g., the number of liquid-cooled
servers). We choose to do linear model fitting due to
the consideration of calculation complexity. Its accuracy
is adequate within the acceptable range as we will dis-
cuss in Section 6.4. With the cPUE,, e model, we can
model the optimal power consumption of a single data
center by combining Equations 19 and 21 as:

CPUEoplimal = a* Tousige +b*W +c
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Cool)

PPC = POPU(W) s cPU Egprimat (Tousiae; W) (22)

Given a specific moment, the air temperature outside
a data center is a constant, and thus PPC only depends
on W. As shown in Figure 4, the local optimizer sends
the PPC(W) model to the global optimizer, which opti-
mizes the total power consumption by manipulating the
workload assigned to each data center. This optimization
problem is also solved using LINGO.

Our algorithm successfully decouples the global
power optimization problem to a global workload dis-
tribution problem and a power optimization problem of
each local data center, and thus reduces the optimization
overhead significantly.

5.3 Maintaining Response Time

When the workload dispatching is managed by the global
optimizer in Figure 4, the request response time needs
to be maintained below a threshold. We consider two
components of response time: the queuing delay within
the data center, and the network delay outside the data
center.

A data center can be modeled as a GI/G/m queue [11].
Using the Allen-Cullen approximation for the GI/G/m
model, the queuing delay and the number of servers
needed to satisfy a given workload demand are related
as follows:

Bn

_ 1. CGi+Ch
po u(l—p)

2m

R

( ) (23)

where R is the average queuing delay. ﬁ is the aver-
age processing time of a request. p is the average server
utilization. m is the number of servers. P, = meH for
p<0.7. P,= p’"2+p for p > 0.7 and Cﬁ and Cl% repre-
sent the squared coefficients of the variation of request
inter-arrival times and request sizes, respectively. The
network delay d;; between the source i and the data cen-
ter j is taken to be proportional to the geographical dis-
tances between them.

When dispatching workload among data centers, we

have the constraint that
W+dij <T;

(24)

where T;; is the response time threshold of the requests
dispatched from source i to data center j.

6 Simulation Results

In this section, we present our evaluation results from the
simulation.

6.1 Evaluation Setup

To evaluate different power optimization schemes in a
single hybrid-cooled data center, we use a data center
model that employs the standard configuration of alter-
nating hot and cold aisles, which is consistent with those
used in the previous studies [11]. Figure 3 shows both
the data center layout and a thermal environment exam-
ple when all the servers are air-cooled. The data center
consists of four rows of servers, where the first row is
composed of liquid-cooled servers. Each row has eight
racks, where each rack has 40 servers, adding up to 1,280
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servers in the entire data center. The server in our data
center model has a 100W idle power consumption and
a 300W maximum power consumption when fully uti-
lized. The volumetric flow rate of the intake air of each
server is 0.0068m> /s. Each of the four CRAC units in the
data center pushes chilled air into a raised floor plenum
at a rate of 9000 ft3 /min [11]. There also exists a free
cooling economizer system that uses outside air when
suitable to meet the cooling requirements.

For the liquid-cooled servers we use the rack CDU
(coolant distribution unit), in which the CPU of every
server is cooled by cold plate and the other components
are cooled by the chilled air. We have two chiller sys-
tems, of which one is to supply cold water for the cold
plates and the other one is to supply the coolant to the
CRAC units.

To evaluate different power optimization schemes
among different data centers, we consider about three
data centers with different cooling configuration, a air-
cooled data center ( all the four rows of servers are
air-cooled), a hybrid-cooled data center ( one row of
servers are liquid-cooled as discussed in the previous
paragraphes ) and a liquid-cooled data center ( all the
servers are liquid-cooled ). The only difference between
these three data centers are the number of liquid-cooled
servers. Other settings of the data centers are the same.

6.2 Comparison of Cooling Schemes

In this section, we compare our SmartCool scheme with
two baselines: Load-Unaware and Liquid-First.

Load-Unaware determines the cooling mode by com-
paring the outside temperature to a fixed temperature
threshold, which is equal to the highest CRAC supply
temperature that can safely cool the servers when they
are all fully utilized. When the outside temperature is be-
low the threshold free air cooling is used, otherwise the
traditional air cooling system with chillers and pumps is
selected. Load-Unaware prefers to distribute the work-
load to the liquid-cooled servers. If they are fully uti-
lized, the remaining workload is then distributed to the
air-cooled servers. The servers in the middle of each row
and at the bottom of each rack are prior, as servers lo-
cated at those places have less recirculation impact and
lower inlet temperature [11].

In contrast, Liquid-First dynamically adjusts the tem-
perature threshold for free air cooling, based on the real-
time workload. It first distributes workload to the servers
in the same way as Load-Unaware, and then uses the
highest CRAC supply temperature that can safely cool
the servers as the temperature threshold.

Figure 5 shows the total power consumption of the
three different schemes at different loadings with differ-
ent outside temperature. We can see from the results that
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Figure 7: Power consumption and required time compar-
ison between Global Optimal and SmartCool

all the three cooling schemes achieve a low power con-
sumption when the outside temperature is low, because
all of them can use free air cooling. Compared with
Load-Unaware and Liquid-First, SmartCool shows the
lowest power consumption because it considers the heat
recirculation among air-cooled servers when distributing
workload.

When the outside temperature increases, we can see
that Load-Unaware is the first to have a jump in the
power consumption curve among the three schemes.
This is because Load-Unaware uses a fixed temperature
threshold to decide whether to use free air cooling or
not. The temperature threshold of Load-Unaware is de-
termined with the data center running a 100% percent
workload. Therefore, it is unnecessarily low for less
workload such as 30%. Liquid-First is the second one to
have a power consumption jump due to switching from
free air cooling to CRAC cooling. It can use free air cool-
ing more than Load-Unaware when the outside tempera-
ture is higher, because its temperature threshold is deter-
mined based on the real-time workload (e.g., 30%, 50%
or 70%) rather than the maximum workload (100%).
Hence Liquid-First saves power compared with Load-
Unaware. SmartCool scheme is the last one to have the
power consumption jump, because SmartCool optimizes
the workload distribution among liquid-cooled and air-
cooled servers, while the two baselines concentrate the
workload on a small number of air-cooled servers and
result in some hot spots when air cooling is necessary.
Those hot spots require a lower temperature of the sup-
plied air for cooling and thus increase the power con-
sumption. Therefore, SmartCool is the most power effi-
cient scheme.

6.3 Power Breakdown of Cooling Schemes

In Figure 6, we break the cooling power consumption
of the three schemes (including Load-Unaware,Liquid-
First and SmartCool) into Air Free (free cooling power
consumption), Air Chiller (traditional air cooling power
consumption) and Liguid Cooling (liquid cooling power
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Figure 8: Total Power Consumption comparison of different workload dispatching schemes
consumption). We choose three outside temperature servers in each block.

points, 0 °C, 10 °C and 20 °C to discuss the impact of
outside temperature.

Figure 6 (a) shows the cooling power under differ-
ent outside temperatures at 30% loading. We can see
that when the outside temperature is 0 (Celsius), Load-
Unaware and Liquid-First consume the same amount of
cooling power. SmartCool consumes less cooling power
than the two baselines because it distributes all the work-
load to the air-cooled servers, which are cooled by the
more efficient free air, while the baselines prefer to use
liquid-cooled servers.

When the outside temperature raises to 10 °C, Load-
Unaware switches to the traditional air cooling mode,
which starts to use the chiller system and leads to the
increase of the cooling power consumption. Differently,
the other two schemes show similar results as those at 0
°C. When the outside temperature is 20 °C, all the three
schemes switch to traditional air cooling mode. How-
ever, SmartCool still consumes less cooling power be-
cause it considers the impact of air recirculation and op-
timizes the workload distribution.

Figures 6 (b) and 6 (c) show the breakdown of cooling
power consumption when the data center is at 50% and
70% loading. They show the same trends as 6 (a) though
the total cooling power increases due to the increase of
the workload.

6.4 Comparison between SmartCool and
Global Optimal Solution

In this section, we evaluate our two-layer power opti-
mization algorithm in the geo-distributed data center set-
tings and compare it with the global optimization scheme
in terms of optimization performance, including the op-
timized total power consumption and the time overhead.
The global optimal scheme solves the geo-distributed
power optimization problem as a whole including decid-
ing the global and local workload distribution as well
as the cooling mode management of each data center.
SmartCool uses a two-layer optimization algorithm as
discussed in Section 5. Due to the long computation
time of the global optimization scheme, we use three
smaller scale data centers in this set of experiments. Each
data center has two rows of racks. Each row contains 4
racks and each rack contains four blocks. There exists 10

Figure 7(a) shows the total power consumption of
the two schemes at different loadings. We can see
that SmartCool has very close optimization result to the
global optimal solution. The performance difference is
due to the model fitting error introduced from the cPUE
modeling process as discussed in Section 5. However,
our SmartCool consumes much less time than the Global
Optimal solution according to Figure 7(b).

6.5 Results with Real Workload and Tem-
perature Traces

We now evaluate different power management schemes
on three geo-distributed data centers with real workload
and temperature traces. Each data center contains 1,280
servers. To show the diversity of different data centers,
we configure them with different cooling system, which
are air cooling, liquid cooling and hybrid cooling, re-
spectively. The outside temperatures are shown in Fig-
ure 8 (a) which are one week temperature traces of three
different locations, Geneva, Hamina and Chicago [25].

We compare the total power consumption under three
workload dispatching schemes: Liquid-First, Low-Temp-
First and SmartCool. Liquid-First dispatches workload
to the three data centers according to their cooling effi-
ciencies, which are ranked from high to low as the liquid-
cooled data center, the hybrid-cooled data center and the
air- cooled data center. Thus workload is first dispatched
to the liquid-cooled data center and if it can not handle
all the workload, the rest part is dispatched to the hybrid-
cooled data center and then the air-cooled data center.
For Low-Temp-First, workload is first distributed to the
data center with the lowest outside temperature since it
has the highest possibility to use free cooling system
which will consume the least cooling power. For Smart-
Cool, workload is distributed according to the approach
discussed in Section 5.

Figure 8 (b) shows a one week trace of the average
CPU utilization from an IBM production data center
[29]. We use this trace to generate the total workload
in our experiment. Figure 8 (c) shows the power con-
sumption of the three different schemes. We can see
that our SmartCool consumes the least power because
it considers the impacts of both the outside tempera-
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Figure 9: Hardware results under different ambient temperatures at different loadings (x-axis: a is Load-Unaware, b

is Liquid-First, ¢ is SmartCool)

ture and the workload on the data center PUE. Liguid
First consumes more power than SmartCool but less than
the Low-Temp-First solution, because it first concentrates
workload on liquid-cooled data center, which has rela-
tively high cooling efficiency. Low-Temp-First consumes
the most power among the three schemes because when
the outside temperature is not low enough or the work-
load is relatively high, Low-Temp-First first dispatches
all the workload to the data center with the lowest out-
side temperature and then traditional air cooling system
with chiller and pump must be used to cool down the
servers, which will cause high cooling power.

7 Hardware Experiment

In addition to the simulations, we also conduct exper-
iments on our hardware testbed to evaluate SmartCool
by comparing it with the baselines, i.e., Load-Unaware
and Liquid-First. The testbed includes one liquid-cooled
server and three air-cooled servers. A heater is used to
set the ambient temperature to be 22°C, 26°C and 30°C.

To compare the total power consumptions of the three
schemes, we use power meters to measure the power con-
sumed by the servers and the cold plate used for liquid
cooling. For the reason that we do not have an air han-
dler and just use the ambient air to take away heat gener-
ated by the server, we assume that the air cooling power
is zero under free cooling mode and use Equation 4 and
5 to estimate the power consumption of traditional air
cooling.

Figure 9 shows the power consumption of different
schemes with different ambient temperatures and load-
ings. We can see that when the ambient temperature
is 22°C, the air cooling power of all the three schemes
are zero at different loadings, because they can all adopt
free air cooling. SmartCool consumes less cooling power
than Load-Unaware and Liquid-First, for it does not con-
sume liquid cooling power when the ambient tempera-
ture is at 22°C as all the workload is distributed to the
air-cooled servers. In contrast, the two baselines prefer
to distribute workload to the liquid-cooled servers, no
matter how cold the ambient air is. When the ambient
temperature is 22°C and the workload is at 30% or 50%,
Load-Unaware consumes the most cooling power, be-

cause it begins to use traditional air cooling since the am-
bient temperature exceeds its fixed temperature threshold
for cooling mode decision, and thus cause more cooling
power. Liquid-First still uses free cooling at 30% and
50% loadings, and begins to use traditional air cooling
when the workload is 70%. At 26°C SmartCool still con-
sumes less cooling power than the other two schemes.
The results show the same trend when the outside tem-
perature is 30°C.

8 Conclusion

In this paper, we have presented SmartCool, a power
optimization scheme that effectively coordinates differ-
ent cooling techniques and dynamically manages work-
load allocation for jointly optimized cooling and server
power. In sharp contrast to the existing work that ad-
dresses different cooling techniques in an isolated man-
ner, SmartCool systematically formulates the integration
of different cooling systems as a constrained optimiza-
tion problem. Furthermore, since geo-distributed data
centers have different ambient temperatures, SmartCool
dynamically dispatches the incoming requests among a
network of data centers with heterogeneous cooling sys-
tems to best leverage the high efficiency of free cool-
ing. A light-weight heuristic algorithm is proposed to
achieve a near-optimal solution with a low time over-
head. SmartCool has been evaluated both in simulation
and on a hardware testbed with real-world workload and
temperature traces. The results show that SmartCool out-
performs two state-of-the-art baselines by having a 38%
more power savings.
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