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Abstract—This paper discusses the utilization of distributed
energy resources on the distribution side of the power grid @
provide a number of ancillary services. While the individud
capability of these resources to provide grid support mightbe
very small, their presence in large numbers in many distribdion
networks implies that, under proper control, they can colletively
become an asset for providing ancillary services. An examelis
the power electronics interface of a photovoltaic array moated
in a residential building roof. While its primary function i s to
control active power flow, when properly controlled, it can dso

be used to provide reactive power. This paper develops and

analyzes distributed control strategies to enable the utitation of
these distributed resources for provision of grid support rvices.
We provide a careful analysis of the applicability capabilties
and limitations of each of these strategies. Several simulan
examples are provided to illustrate the proposed approactse

I. INTRODUCTION

that are available on the distribution side at any given time
This centralized approach has been proposed in [2] to peovid
reactive power support in distribution feeders by coortiirta
distributed reactive power resources, assuming the existe

of two-way communication between every pair of nodes that
posses reactive power resources. Once a node detectssthat it
voltage exceeds some limits, it requests all other nodes to
increase (or decrease) the amount of reactive power they are
providing until the voltage returns to normal values. Wiailey
node with communication capabilities can initiate a ret|fms
reactive power, the coordination of all resources is céngd

in the sense that every other node communicates directly wit
the one that initiated the request. The problem of distefut
resources coordination for reactive power support is also
addressed in [3], which proposes a centralized strategghéor
utilization of the power electronics interfaces in photitaic

On the distribution side of a power system, it has been asystems. The commercial product described in [5] also adopt
knowledged that there exist many distributed energy ressur a centralized control strategy to utilize solar systems mbea
that can be potentially used to provide ancillary serviaes bn utility poles for providing reactive power support.
the grid they are connected to [1], [2], [3]. An example is In this paper we propose an alternative approach that
the utilization of power electronics grid interfaces conmiyo utilizes distributed strategies for control and coordimatof
used in distributed generation resources to provide neactdistributed energy resources in power grids. These stemteg
power support. While the primary function of these powesffer several advantages, including the following: i) thee
electronics-based systems is to control active power fldwerw more economical because they do not require communication
properly controlled, they can also be used to provide reactibetween a centralized controller and the various devidgs, i
power control to the grid they are connected to. Anotheéhiey do not require complete knowledge of the distributed

example is the utilization of plug-in-hybrid vehicles (PHE

resources available, and iii) they can be more resilienatdt$

for providing active power for up and down regulation. Foand/or unpredictable behavioral patterns by the disteitbut
instance, such resources could be utilized for energy peas&sources. The proposed approaches rely on a distributed

shaving during peak hours and load-leveling at night [4].

control strategy where each distributed resource can exgha

Proper coordination and control of these distributed r&formation with a number of other “close-by” resourcesg an
sources is key for enabling their utilization for ancillarysubsequently make a local control decision based on this
services. One solution to this problem can be achieved girowavailable information. Collectively, the local controla&ons
a centralized control strategy where each distributedureso made by the resources should have the same effect as the
is commanded from a central controller located, for exampleentralized control strategy. Such a solution could rely on
at the substation that interconnects the distribution agtw inexpensive and simple communication protocols, e.g B&g
and the transmission/subtransmission network. This akentrechnology [6], that would provide the required local exoia
controller issues a command to each distributed resoumfeinformation for the distributed control approach to work
so that collectively they account for the necessary amoune pursue this distributed approach, providing algorittiimag
of, for example, active or reactive power demanded by tlmable utilization of distributed resources for grid suppo
central controller. To achieve this goal in this centralize Our approach has been inspired by consensus and coordi-
fashion however, it is necessary to overlay a communicatioation problems, which have a rich history in both computer

network connecting the central controller with each disttéd

science (see, e.g., [7]), and control theory (see, e.g,, [8]

resource, and requires knowledge of the distributed ressur[9], [10], [11]). In networked systems that consist of seler



entities (also referred to as agents, or nodes), consessus i [1. PRELIMINARIES
defined as having the nodes reach an agreement regarding,o exchange of information between nodes where re-

some quantity of interest that depends on some initial stal§,rces are located can be described by a directed graph
(value) of each node in the network. A typical example of ap _ (V,€}, whereV = {1,2,...,n} is the vertex set (each
application of consensus is a network of sensors measur{igex éorr’esponds to a 7no’de)’ afdC V x V is the set
the same variable, e.g., the temperature in a room; inftiall¢ yirected edges, whergj,i) € & if node j can receive

the sensors readings might be different (due to measuremeRt mation from node. The graph is undirected if and only
noise or other peculiarities at each node), and it is delsiraly whenever (j,7) € &, then also(i,j) € &, i.e., if node;

to exchange information with neighboring sensors to reach g, receive information from node then nodei can also
agreement on the room temperature, for example, by caiculglejve information from nodg. All nodes that can transmit

ing the average temperature of all measurements. An example .mation to nodej are said to be neighbors of nogeand
of coordination is the movement of a flock of birds, wherg represented by the séf = {i € V : (j.i) € £}. The
each bird coordinates its movement based on the movemets,per of neighbors of is called the in-'degree of and
of close-by birds such that the flock moves in a directioongteq byD; . The number of nodes that hayes neighbor,

determined by one of the birds called the leader [12]. i.e., j can transmit information to these nodes, is called the
In our setup, the distributed resources can be thought (ﬂft-degree off and is denoted b+
ir

as nodes in a network, where each node can exchange infor- o 7;[k] be the amount of aciive or reactive power de-

mation with neighboring nodes such that, through an itegati 3 jeq from the distributed resource located in npdéthe
process, each distributed resource in the network will aep .. .5.,nd of information exchange between nodes. Then, the

the amount of active or reactive power that it needs to p@Vidyigyrihyted algorithms we propose to determine the amount
such that the resources col_lectlvely prqwde the predeteth _of resource that will be contributed by nogeperform linear
(requested) amount of active or reactive power. We provige -+ons of the form

algorithms that solve this coordination/cooperation jeob
when i) there is no limit on the amount of active or reactive ik + 1] = pj;[k]m;[k] + Z pjilk]mik], 1)
power that each resource can provide (though some notion of =

fair distribution of the contribution of active or reactipewer , . . .
. . i . . where thep;;[k]'s are a set of (potentially time-varying)
among resources might be imposed); and ii) the maximum :

. . vc\jelghté. Each node updates its demanded amount to be
amount of active or reactive power each resource can provi & N .

N R o . a linear combination of its own demanded amount and the
is limited, which is a more realistic case. For the uncormst

case, the algorithms provided follow from well-known resul demanded amount of its neighbors. As we will see, the choice
in consensus problems [8], [10Pn the other hand, the of p;;[k]'s will depend on the problem constraints. We discuss

distributed algorithms provided for the unconstrained case are first the case Wh_erg there are no constraints on the node
. ) o . capacity. While this is not realistic, the approach to sdahe
new and the main theoretical contribution of this paper.

. o roblem provides the foundations for subsequently adiorgss
We believe that the proposed distributed control stratg- pre q y
e constrained case.

gies for provision of ancillary services address two fesgur
identified as key to achieving th&8mart Grid vision. First, 1. DISTRIBUTED CONTROL STRATEGIES WITHOUT
they enable the active participation of consumers via deiman CONSTRAINTS ONNODE CAPACITY

response. In this regard, consumers have the choice toeenab
resources, such as solar installations in buildings and\BHE

to provide reactive (and active) power support, for whicéyth collectively provided by the remaining nodes. This leader

can be paid for by the corresponding utility. Second, itvado : . o
T . . .~ can communicate witH > 1 nodes, and initially sends a
asset optimization and efficient operation. One exampleés t : : . :
o . . command demanding,/! units of active or reactive power
utilization of distributed resources for reactive powentol.

In this regard, even if banks of switched capacitors or othferPm each of them. Unlesp, changes, the leader will not

- . . ubsequently communicate with the nodes.
existing means that provide reactive power control caneot B q y

- . Since the nodes do not have constraints on the amount of
completely replaced by distributed reactive power resesirc _ . . : . o
o ) o . active or reactive power they can provide, a simple soluion
it is possible to reduce their size. Furthermore, by geireyat

. . . that each of thé nodes that the leader initially communicated
reactive power closer to the points where it is consumedel®s

in transmission and distribution systems can be reduced. with provides exactlypy/I of active or reactive power and

. i ; . the remainingn — [ nodes do not provide any active or
The remainder of this paper is organized as follows. Sec-_ .. o ) ) .
. . reactive power. However, it is obvious that in the constdin
tion 1l provides some background on graph theory and pro-

vides the general form of the iterative distributed aldoris to case this strate_gy will not work if t.hé nodes the 'eadef
: : : : initially communicates to cannot provide the amount of\acti
be discussed. Section IIl describes strategies for casesewh

there are no constraints on node capacity. Section IV di SOr reactive power demanded by the leader. Before this pmoble

Stratleg'es for cqses whgre constraints are |mposed on nOdﬁ] this paper we discuss strategies with time-invariantgisip; ;, but we
maximum capacity. Section V presents concluding remarkshave also studied strategies with time-varying weights.

k/\/e assume there is a leading node that knows the total
amount of active or reactive powes; that needs to be



is addressed (in the next section), we provide an iterative
algorithm that allows all the nodes to participate in prawvid

an amount of active or reactive power, so that collectiviegyt
account for the total amount needed.

Let m;[k] be the active or reactive power demanded
from node j; at step k, and define the correspond-
ing active or reactive power demand vector af:] =
[m[k], m2k], ... ,7j[k],..., m[k]]'. Define the collective ac-
tive or reactive power demand @] = >°7_ 7;[k], and let
pa be the collective active or reactive power demanded from (a) Network topology.
the leader. The objective is to design a distributed iteeati
algorithm that, at step, updates the active or reactive power ' ‘ ‘_,r‘l[k]iﬂz[k] 7;3[,€]7m[k]‘
demand from nodg based on i) its current active or reactive 0.4 1
power demandr;[k], and ii) the current active or reactive
power demanded from neighbors pfnodes that can transmit
information toj), such that aftern steps the collective active 0.2
or reactive power demand equals the total active or reactive

0.1-
demanded by the leadesfm| = >°7_, 7;[m] = pa.
o) . . .
A. Splitting Strategy 0 5 1o 15 20
The simplest solution, which results in constant weighis (b) Node demanded capacity evolution.
is for each nodg to equally split its current value among itself _ _ _ N
and the nodes that hayeas neighbor, i.e., the nodes that Fig. 1. Four-node network implementing even splitting tes.

can transmit information to [10]. Thus, for each node

1 1
milk+1] = e mlk] + Y ——=mlk]  (2)
1+D; iEN; 1+D; of vectory must be all equal. Without loss of generality, let
y=1[1,1,...,1), and sincer’y = 1, the entries ofc must add

where D" the number of nodes that can transmit infor- 1, 15 gne. Then the steady-state solution of (3) (and thezefo
mation to (the out-degree of nodg. Algorithm (2) does o steady-state solution of (2)) is given by
not necessarily split the total active or reactive power de-

mand p; evenly among all the nodes, but it ensures that N
ijzle[k] = pd4, Yk > 0. Furthermore, provided the 75 = gy'my = (ij[o])x. (4)
directed graph describing the exchanges between nodes has =1
a single recurrent class, which necessarily makes it agerio
by construction due to the fact that=— # 0, the steady since>>Y | 7;[0] = p, and the entries of are nonnegative
state solution provided by (2) is uniqué. To see this, we camd add up to one, it follows that entriesof are nonnegative
rewrite (2) in matrix form as and add up tey; therefore, the nodes collectively provide the
total active or reactive power demand.
mlk +1] = Per[k], Example 1: Consider the network of nodes of Fig. 1(a). Let
7[0] = mo, ()  ps =1 and assume that the node initial values are zero. The

wheremo = [m1[0], 72[0], ... ;[0], ... mu[0]) With m:[0] = Iea_derr] islfindgxed by 0_ and, a; explainded be;ore,finliltiall_'ysp
pa/l it i is a neighbor of the leader node amd0] = 0 pa in half and passes it to nodes 1 and 2. Then, following (2),

otherwise. By construction, matri®, is column stochastic?, each node updates its value as follows

i.e., the sum of the entries of each column adds up to one,
P milk + 1] = L (ma[k] + malk] + ms[k]),

and also primitive [13]. SinceP. is a column stochastic 1

and primitive matrix, the Perron-Frobenius theorem for-non molk +1] = § (m1[k] + m2[k]) + F7alk],

negative matrices states th&t has a unique eigenvalue with mslk 4+ 1] = %(771 [k] + 73 [k:]),

largest modulus at; = 1 (see e.g., [14], [13]). Letx be malk+1) = %(m[k] +7r3[k]) + %7?4[16], (5)

a right eigenvector ofP. associated with\; and lety be a
left eigenvector off associated withl, such thatry = 1. with (0] = (0] = 1/2, and ms[0] = m.[0] = 0. Letiing
gain, from the fact thaf, is column stochastic, the entnesﬁ[o] — [m[0], 72[0], 75[0], 74[0], we have

2The structure ofP, is such that columry has entriey;; = for

1
1+D} _
i € N; U {i}, and0 otherwise. ThusP. is easily verified to be column W[k * 1] Pcﬂ[k]’
stochastic. 0] =[1/2, 1/2, 0, 0, (6)



where 0.5

1/3 1/3 1/3 0 04
1/3 1/3 0 1/2
/3 0 1/3 0
0 1/3 1/3 1/2 02

[—m1[k] —ma[k] —ms[k] —ma[K]]

P, =

Fig. 1(b) shows the evolution of the node active or reactive 0.1
power demands until they reach the steady-state soluti{®) to

given byr*s = [0.23, 0.35, 0.11, 0.31]’. Note that nodes do 0 5 i 15 20
not contribute equally because the matfxis only column- Fig. 2. ‘Node demanded capacity evolution for four-node ogtwvith an
stochastic but not row-stochastic. [0 even splitting strategy.

B. Even Splitting Strategy

A solution to reach even splitting can be easily obtain@gnstruction, the matri¥ is doubly stochastic?, i.e., the sum

Wheanji _ Zpij —1forall j =1,2,....n, ie., the of entries of each row and each column adds up to one [13].
P = From the fact thatP is doubly stochastic, and as a result of

sum of the weights that each nogleises to update its currentthe Perron-Frobenius theorem, the steady-state solufi¢®) o
value is equal to the sum of the weights used by ngde is given by 7** = x3'm, with 2’y = 1, and wherez is a
split its own value among itself and the nodes that haas right eigenvector associated with the eigenvalye= 1 (the
neighbor [10]. The simplest realization of such algoritten iunique eigenvalue oP with largest modulus), angl is a left
obtained when the graph describing the exchanges of infeigenvector associated withy. Since P is doubly stochastic,
mation is undirected, i.e., if nodg can receive information all entries ofy must be equal, all entries of must be equal,
from node:, then node; can also receive information fromand we can choose without loss of generality: [1,1,...,1]
node j, which results in equal in- and out-degrees for eadndy = %[1, 1,...,1]". Then the steady-state solution of (8)
node, i.e.,D; = D;r =Dy, Vj =1,...,n. If we define (and therefore the steady-state solution of (7)) is given by
the maximum degree of the network &= max{D,}, one

N
way even splitting can be achieved is by ha\J/ing each node T = (i ij [0])[1,1,...,1]". 9
update its value as follows: N j=1

IV 1 Example 2: Consider again the network of Fig. 1(a). By
milk +1] = (1 - 1+D)7Tj[k] + > H—Dm[k]’ (") following (7), it is easy to see that, the entries Bfin (8)

€N are the same as the entries Bf in Example 1 except for
atfew ones that are modified as followsis, = 1/3, pss =
/3, pss = 2/3, andpys = 0 (note that there is no longer
communication between 3 and 4), and the rows also add up to
one, so that matrix’ becomes doubly stochastic. Fig. 2 shows

iznesrt(()a;)(;hglilv)wsvse(lgsfgﬁ e\:jen SFIESS?E?T glsir? (b;;)achleﬁ/edthe evolution of node demands, where it can be seen that the
) y upp = ' steady-state solution is** = [0.25, 0.25, 0.25, 0.25]". [

Note that the approach in (7), apart from requiring bi-
directional information exchange between nodes, it also re IV. DISTRIBUTED CONTROL STRATEGIES WITH
quires each node to know an upper bodicon the maximum CONSTRAINTS ONNODE CAPACITY
QegreeD of the network, Whlch n pracnce can be easily Armed with the analysis in the previous section, we now
implemented in the design by imposing that each node ca

where |N;| = D;.“ denotes the number of elements in the s
Nj, i.e, the number of nodes that nogeommunicates with;
and;[0] = pq/l if the leader is a neighbor of nodg and

| icate with a limited b f nod Provid Qdress the case where nodes have limits on the amounts
only communicate with a imited num»ber of NOCES. Frovid€e o qive or reactive power they can provide. Lt e, for
the directed graph describing the exchanges between nades

. . ) - EEES_ 1,2,...,n, be the maximum active or reactive power
a single recu.rrent class (which necessarily makes it aqiuenothat nodej can provide (its maximum capacity), and define
by clcj)\??tructlon 9'“6 to the fact that the diagonal elelmeme corresponding maximum active or reactive power capacit
-5 # 0, v? = .1,2,...,71), the steady staFe solution, o ctor agrmar — [xmas gmaz  cmar]’ As before, we let
provided by (7) is unique and equal for all nodgsTo see plk] = >_"_, m;[k] be the collective active or reactive power
this, rewrite (7) in matrix form as )=

capacity demanded from the nodes at instarandp, be the
lk + 1] = Prlk], collective active or reactive power demand. We assume that

< 7}_ gmaz . ymax.
(0] = mo, @ (15T

. 3The structure ofP is such that it is symmetric with;; = p;; = —5=
— /! _ 1] J1 D
Whel’.ewol— [Wl [O]’ 2 [0]’ s T [0]’ w5 [O]] with ; [0] — if j € N; (i.e.,i € Nj), and0 otherwise; each diagonal entpy; is cﬁarsen
pa/l if i is a neighbor of the leader node ang0] = 0. By so that the sum of the entries of each row/column is one.



The objective is to design a distributed iterative algamth 0. : : :
that, at stepk, updates the active or reactive power demande: [—m[k] —ma[k] —ms[k] —ma[k]

from node; based on i) its current active or reactive power 0.4
demandm,[k], and ii) the current active or reactive power &
demanded by neighboring nodes that communicatg 8uch 0.3

that afterm steps:

1) m;[m] reaches a steady state value angdm| < 02
7, j; and o | ‘ ‘

2) the collective active or reactive power provided by all 0 5 11<0 15 20
the nodes equals the tgtal active or reactive demandﬁb‘. 3. Evolution of the algorithm run by each node to compute
by the leaderp[m| = Z_j:l mi[m] = pa < X" J_, m"eT /4 (average of node maximum capacities).

A. Fair Splitting with Constraints on Network Topology

A simple solution to the constrained problem can be ob-
tained if each node could compute (or knows) the maximum.4, 0.2, 0.4, 0.1] so thatx™*® = 1.1 > pg. Each
active or reactive power capacity™*® that the nodes in node runs twice (in parallel) the algorithm in (7). For the
the network can collectively provide, and the total active dirst one, the initial conditions for nodes 1 and 2 are 0.5
reactive power demangd,;. Once each node has computednd 0 for nodes 3 and 4. For the second one, the initial
7™ and pg, the total active or reactive power demandonditions of each node are set to the corresponding emtiies
can be collectively provided by having each noderovide z™e* —[0.4, 0.2, 0.4, 0.1]. The first step of the algorithm is
mj[m] = L& e < me®. The problem with this approachequivalent to the unconstrained case of Example 1, displaye
is that by using distributed algorithms of the form givein Fig. 2, where it can be seen that the node converge to 0.25
in (1), each individual node can neither compyt&“* nor (the total amount requested divided by the number of nodes),
pd, because each node does not necessarily know the exgigéreas the evolution of the second run is displayed in Fig. 3
number of nodes in the network. At best, by assuming thatvihere it can be see that each nodes converges to the average
each pair of nodes in the network can exchange informatighthe entries ofr™, j.e., Z‘;:l TR /4 = 0.275. O
bidirectionally and, ii) there is a limiD on the number of '
nodes that a given node can exchange information with (Br Fair Splitting without Constraints on Network Topology

an upper bound’ on this maximum number of neighbors), A solution can also be achieved without assuming bi-

each node could compute the quantitieg— and &, where gjrectional communication between nodes and without at limi

N is the total (but unknown) number of nodes in the networl, the number of nodes a given node can communicate with.
This can be achieved if the nodes use the algorithm in (ifj this case, the algorithm consists of three steps:

twice; first to exchange the initially demanded capacityrfro 1) Each nodej uses the simple splitting solution of (2)
them and, second to exchange the maximum capacities they where 755 = [r3%, 58 =53] is the unique non-’
can provide. To summarize, if we set the initial conditions negative vector \llvi’tth’r{t'ri.és ?hat sum tothat satisfy

of (7) to bep,/l if j is one of thel nodes the leader can

88 __ S8 1 1
communicate to and zero otherwise, the steady-state soluti 7" = Fer®?, where P, was def|ned7}LrC1m(3).

of (7) will be 2¢,¥j = 1,...,n; whereas, if we set the initial 2) Each nodej computesy = mjin{ 7st-5 }, which can
CZ‘JnthJSnS of W(IQ to ber***, the steady solution of (7) is be done in finite time (bounded by the diameter of the
s = 25%—,Vj = 1,...,n. Then, by dividing these network') via the following algorithm:

two quantities, we obtain tha;(tfﬁa/m—.NN = —£4_ and the total b 1] = mi Kl i i
demanded capacity, can be satisfied by having each node [k + 1] = min{p;[k], gg}\%{ﬂi[ 13},
set its contribution to imas

pi[0] = ———. (11)

T = Xﬁ‘iﬁ% TR = BT, (10) ’ T

Note that the nodes do not need to kndin(the total number _ min{7y"* /75"}
of nodes in the network) and can calcula¥g— and 52 3) Each nodej computes; = a1
simultaneously by separately performing two local averggi (note that0 < ¢; < 1) and adjusts the weights in (2) as
operations at each iteration. It is important to keep in mind 1
that the algorithm in (7) requires symmetric communication milk+1] = (1 —0;(1 — ﬁ))ﬁj (k] +
between nodes and an upper bod{bn the number of nodes 1 +Dj
a given node can communicate to (i.e., it requires an upper ZieNj 61-@7@[1{]. (12)

bound on the maximum degrée of the network).
. Examplg 3: Consider again the network and even Spllt- 4The diameter of the network is defined to be the maximum ssiopath
ting algorithm of Example 2. Take; = 1 and 7™ = between any pair of nodes in the network [15].



To see the steady-state solution reached by (12), we caitgewr (=1 [K] —ma[k] —ms[k] —ma[k]]

(12) in matrix form as 0.6 1
. 0.4 |
mlk +1] = [P.A + (I — A)|x[k] := Pr[k], (13)
02 ]
with 7[0] = mg = [m1[0], m2[0], ..., m;[0],...,m,[0])’, I being o ‘ ‘ ‘ ‘ ‘
the identity matrix, andA = diag(d1,ds,...,d,) being a 0 10 20 ° 40 50 60

diagonal matrix with0 < 6; < 1, Vj = 1,2,...,n. SINC€ Fig. 4. Fair splitting algorithm evolution after nodes mieti their weights.
i) P.is a column stochastic matrix with a unique eigenvector

corresponding to the eigenvalue of largest modulus= 1;
and ii) the non-zero diagonal entries of the matFixare the V. CONCLUDING REMARKS AND FUTURE WORK

same as the non-zero diagonal entries of the mattixit  \e have studied distributed control strategies that can be
follows that the matrix”> = P.A + (I — A) is also a column ysed to determine (in a distributed fashion) the amount of ac
stochastic matrix with a unique eigenvector corresponding tive or reactive power that needs to be provided by disteitut
the eigenvalue of largest moduls = 1 (see, e.g., [14]). Let active and reactive power resources. These strategiestihave
7 be the solution tor** = P.r** as discussed in step 1)potential to enable assets already present in distribuyen
above, and let** be the steady-state solution to (13). TheRems as active and reactive power support resources. Furthe
we haveP#** = (P.A + (I — A))#** = #°%, from where it \ork will investigate the existence of faster algorithms fo
follows that PLA®** = A7™*. the constrained case. It is also important to investigate th

The Perron-Frobenius theorem ensures the uniques of #igorithms performance in the presence of faults, e.gkdiro
solution of (3) up to a positive constant. Thidst*s = a7®s  communication links, and nodes not updating their value.

n
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