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ABSTRACT High penetration of selfish Home Energy Management Systems (HEMSs) causes adverse

effects such as rebound peaks, instabilities, and contingencies in different regions of distribution grid. To

avoid these effects and relieve power grid stress, the concept of HEMSs coordination has been suggested.

Particularly, this concept can be employed to fulfill important grid objectives in neighborhood areas such as

flattening aggregated load profile, decreasing electricity bills, facilitating energy trading, diminishing reverse

power flow, managing distributed energy resources, and modifying consumers’ consumption/generation

patterns. This paper reviews the latest investigations into coordinated HEMSs. The required steps to

implement these systems, accounting for coordination topologies and techniques, are thoroughly explored.

This exploration is mainly reported through classifying coordination approaches according to their utilization

of decomposition algorithms. Furthermore, major features, advantages, and disadvantages of the methods are

examined. Specifically, coordination process characteristics, its mathematical issues and essential prerequi-

sites, as well as players concerns are analyzed. Subsequently, specific applications of coordination designs

are discussed and categorized. Through a comprehensive investigation, this work elaborates significant

remarks on critical gaps in existing studies toward a useful coordination structure for practical HEMSs

implementations. Unlike other reviews, the present survey focuses on effective frameworks to determine

future opportunities that make the concept of coordinated HEMSs feasible. Indeed, providing effective

studies on HEMSs coordination concept is beneficial to both consumers and service providers since as

reported, these systems can lead to 5% to 30% reduction in electricity bills.

INDEX TERMS Coordination, decomposition, home energy management, neighborhood coordination,

smart grids, demand response.

I. INTRODUCTION

A. MOTIVATION

Electric power systems play a significant role in generating

CO2 emissions [1]. This has caused an increased interest

in utilizing renewable energy resources along with energy

storage systems [2]–[4]. Consequently, developing innova-

tive energy management methods in neighborhood areas of

The associate editor coordinating the review of this manuscript and
approving it for publication was Lei Wang.

distribution grid is critical to enable Home Energy Manage-

ment Systems (HEMSs) with ability to integrate distributed

generations (DGs), and ESSs in neighborhood areas. In this

regard, coordination between smart HEMSs can be defined

as an appropriate solution for designing novel EMSs for

neighborhoods, comprising DGs, EVs, and ESSs. Coordi-

nation is the unification, integration, and synchronization of

group members’ efforts to yield unity of actions to pursue

common goals [5]. In the smart grid, coordination is the

process of organizing entities to properly work together to
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achieve joint purposes. These entities can be smart homes

(SHs), coordinators, aggregators, producers, and utilities in

terms of rational and autonomous players [6], [7]. Recently,

the coordination concept has been applied for improving

demand side management (DSM) [8], demand response

(DR) [9], EV scheduling [10], renewable energy manage-

ment [11], storage systems exploitation [12], and optimal

power flow (OPF) exercises [13]. [14]–[16] have coordi-

nated entities at the neighborhood level and reported con-

sumers’ electricity bill reductions by 26.63%, 18%, and

9.4%, respectively. From a feasible standpoint, technologies

and platforms such as pando by lo3energy [17], Brooklyn

Microgrid [18], Hilo by Hydro-Québec [19], virtual power

plants [20], OpenADR [21], and VOLTTRON [22] have been

developed to facilitate the implementation of coordinated

EMS. These frameworks utilizes information and communi-

cation technologies, cloud computing, and Internet of things

for data sharing and communication [23]. On the other hand,

selfish HEMSs account for SHs that only exchange data

with utility, avoid participating in coordination with their

neighbors, andmake decisions independently without consid-

ering the others. The penetration of such systems can bring

different challenges to neighborhood areas such as rebound

peaks, instabilities, and contingencies [6]. Besides, they can

challenge aggregated load profile flattening and consumers’

electricity cost savings. Coordinated HEMSs has several

advantages over the selfish ones. In coordinated HEMSs,

SHs share data and collaborate with each other to satisfy

consumers’ preferences, individual objectives, and neighbor-

hood goals. SHs coordination concurrently leads to optimize

energy efficiency, utilize flexibility potentials, and reduce

electricity bills. The coordination by exploiting consumers’

flexibility can be intended to design innovative solutions to

mitigate power system stress and address neighborhood chal-

lenges without considerable investments and infrastructure

development [24]. HEMSs coordination can provide facilities

that not only encourages SHs participation, but also serves

distribution networks by solving neighborhood challenges,

flattening load profile, promoting energy trading, manag-

ing distributed energy resources, modifying consumers’ con-

sumption/generation patterns, and diminishing reverse power

flow. Furthermore, it can indirectly assist with other benefits

such as increasing load factor, decreasing network losses,

improving service reliability, deferring network development,

and reducing environmental pollutants. Coordinated HEMSs

that regularly use a distributed decision-making framework

can decrease computations, increase processing speed, deal

with data exchanges and interactions between consumers, and

stimulating coordination against competition or selfishness.

However, conventional DSM approaches cannot offer the

benefits provided by coordinated HEMSs [6]. As a result,

HEMSs coordination has become a research hot-spot.

B. SUMMARY OF RELATED SURVEYS

Several studies have reviewed the recent research on

coordination mechanisms for power system applications with

different focuses. Table 1 summarizes the existing related

review papers in the literature and compares our review

paper’s main contributions with other surveys. [25]–[28] dis-

cussed existing EMSs without considering the interaction

between entities. [29] compared three different approaches

to coordinating a heterogeneous group of utilities in order to

speed up the related OPF in a huge inter-connected power

grid. Molzahn et al. [30] reviewed distributed optimization

and control algorithms to coordinate agents for exercising

offline and online OPF in power systems. [31] surveyed coor-

dination algorithms for power system operation applications

such as OPF, unit commitment, economic dispatch, and other

distributed practices. Kargarian et al. [13] summarized coor-

dination mechanisms to coordinate OPF of multiple control

entities in different physical regions. Al-Sumaiti et al. [32]
studied existing DSM approaches and their research gaps.

Furthermore, they presented an approach to facilitating elec-

tricity access in developing countries considering the impact

of weather conditions. However, the authors have not consid-

ered distributed EMSs, the interactions between consumers,

and coordination mechanisms for leading consumers to sat-

isfy neighborhood objectives. [33] reviewed EMS based on

a limited number of algorithms consisting of game theory,

multi-agents, and optimization. Nevertheless, it did not suf-

ficiently discuss decentralized algorithms and their use of

decomposition methods. In fact, in [33], the authors focused

on existing EMS and control methods for harnessing flexibil-

ity. However, interactions between multiple entities were not

considered. Hu et al. [34] classified various types of negotia-
tion behaviors inMGs. They used the same categories as [33],

and did not discuss challenges, research gaps, and players’

concerns. Mbungu et al. [35] studied technological aspects of
MGs coordination such as communications, smart metering,

and data management. Guerrero et al. [36] studied virtual

power plants, OPF, and energy trading from the perspec-

tive of transactive energy systems on DGs integration. [37]

reviewed and compared HEMSs in the literature by focusing

on their models. Particularly, DRmodel of devices, consumer

comfort, multi-objectivity, uncertainties, and required com-

munications were analyzed in [37]. Although some reviews

have been conducted on coordination for power system appli-

cations, a multifaceted literature is required to investigate

other essential matters that have been lacked especially in

HEMSs coordination application. Indeed, the analysis of the

lacking subjects can assist with defining research gaps and

subsequently, providing useful solutions. These elements that

have been deduced from previous surveys, discussed above,

are pointed out as follows.

• There is a lack of comprehensive literature review on the

concept of HEMSs coordination.

• Some surveys have analyzed coordination mechanisms

for power system applications but not for HEMSs.

• A few works have analyzed the coordination concept

in neighborhood network areas, but they have not fairly

studied coordination techniques and topologies as well

as their related challenges.
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TABLE 1. Comparison between the presented review paper and other existing related surveys.

• The previousworks have not introduced innovative ideas

to address neighborhood challenges in order to ease its

practical implementation.

• Generally, future opportunities, research gaps, play-

ers’ concerns, coordination prerequisites, mathematical

issues, and implementation concerns have not been thor-

oughly analyzed in the literature.

• Moreover, the best compatible coordination techniques

and topologies for existing neighborhood structures

have not been introduced.

C. CONTRIBUTIONS

This comprehensive review is aimed at addressing the afore-

mentioned limitations and filling the gaps in previous studies.

It should be noted that due to the broad subject of coordina-

tion, this study focuses on coordinated HEMSs, which have

undeniable applications for power grid services. This survey

intends to analyze,

• The need for considering coordination between SHs in

the future smart neighborhoods.

• The requisite steps for performing coordinated HEMSs,

including coordination topologies and coordination

mechanisms.

• The state of the art studies about coordinated and selfish

(the opposite concept) HEMSs.

These analyses assist with a better understanding of opportu-

nities and challenges of coordinated HEMS and lead to the

following contributions.

• Identifying research gaps and future opportunities from

the perspectives of HEMSs coordination process, play-

ers concerns, implementation prerequisites, and mathe-

matical challenges.

• Providing innovative ideas to tackle issues that challenge

actual implementation of SHs coordination systems.

• Defining themost suitableHEMS coordination topology

for implementing in existing neighborhoods based on

sensible classifications.

• Presenting most compatible coordination techniques for

HEMSs implementation in existing neighborhood areas

through mainly analyzing decomposition methods con-

sisting of Dual Decomposition, Alternating Direction

Method of Multipliers (six ADMM-based techniques),

Augmented Lagrangian Alternating Direction Inex-

act Newton (ALADIN), Analytical Target Cascading

(ATC), Optimality Condition Decomposition (OCD),

Auxiliary Problem Principle (APP), Consensus + Inno-

vations (C+I), and Proximal Message Passing (PMP).

Table 1 compares the subjects that have been concerned in

this survey with that of other related reviews.

D. ORGANIZATION OF PAPER

The rest of this paper is organized as follows: Section II

presents the concept of HEMSs coordination. Section III

discusses the coordination steps. Coordination topologies are

classified and explained in section IV. Section V explains

coordination techniques. Research gaps and future opportu-

nities for coordinated HEMSs are described in Section VI,

which is followed by the conclusion in Section VII.

II. HEMSs COORDINATION

Different methods and topologies have been employed to

implement coordination. Figure 1 exemplifies a neighbor-

hood area network with coordinated HEMSs. Each HEMS

can control different elements such as residential loads, local

resources, and ESSs. Each aggregator supplies several neigh-

borhoods at the secondary level of the distribution trans-

former. Aggregators are responsible for exchanging data with

the utility and neighborhoods. According to the type of coor-

dination topology, each neighborhood can be connected to
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FIGURE 1. An example of coordinated residential building architecture.

a coordinator as an independent entity. The coordinator is

responsible for coordinating SHs by exchanging their data

with the aggregator. It communicates with SHs to lead their

actions and guarantee neighborhood objectives. Depending

on the coordination topology and mechanism, the decision-

maker can be either HEMSs, the coordinator, the aggrega-

tor, or the utility. The neighborhood consists of homes with

different levels of flexibility, distinct preferences, various

types of loads, DGs, and ESSs. The main idea is to address

local grid challenges by using coordination in the targeted

neighborhood. The coordination algorithm should be sim-

ply applicable to not only existing distribution systems but

also consumers who desire to participate with no difficulty.

Besides, the coordination strategy should be pertinent to own-

ers of regular dwellings who decide to upgrade their homes

to smart ones. HEMSs should collaborate like members of a

team to achieve both individual and team objectives. To clar-

ify the coordinated HEMSs idea, two examples are provided.

In [38], a coordination process has been presented in which

HEMSs receive the electricity price from the aggregator,

optimize their assets schedules, and send the results back

to the aggregator. Consequently, the aggregator calculates

the aggregated load profile and sends it back to consumers

with other required information. Afterward, consumers opti-

mize their profile again to flatten the total load demand and

save their previous cost results. In this example, an external

coordinator has not been considered and thus; the aggregator

directly coordinates SHs. Besides, by coordination between

homes, it is possible to decrease peaks and avoid rebound

effects. These effects can be created where HEMSs work

selfishly to shift their controllable loads to periods with the

lowest prices. This fact has been demonstrated in [6] where a

decentralized optimal residential load management has been

suggested that compares a neighborhood aggregated load

profile under conditions i) without any DSM, ii) with a selfish

DSM, and iii) with a coordinated DSM. Figure 2 compares

the coordinatedHEMSswith the selfishHEMSs in this neigh-

borhood area. Based on the comparison, depicted by Fig. 2,

FIGURE 2. Neighborhood load profiles associated with all cases: Without
EMS, Selfish HEMSs, and Coordinated HEMSs‘‘ [6]’’.

the peak has occurred around 18h without any DSMwhile the

rebound peak has taken place around 2h in the selfish DSM.

It can be observed that coordinated DSM has resulted in a

flatter load profile.

The implementation and applications of HEMSs coordina-

tion mechanisms are different among countries due to their

regulations, pricing policies, weather conditions, availabil-

ity of renewable energies, consumption patterns, and power

system structures [46], [47]. HEMSs coordination applica-

tions are various. The coordination concept can help to mit-

igate adverse effects such as rebound peaks, instabilities,

and contingencies without significant investments or devel-

opments. It leads to fulfill the neighborhood’s objectives and

solve local challenges. The coordination concept can be used

to flatten neighborhood aggregated load profile, decrease

consumers’ electricity bills, facilitate energy trading among

SHs, diminish reverse power flow, manage distributed energy

resources, and modify consumers’ consumption/generation

patterns. Indeed, these benefits have been the intention of

numerous research studies, conducted on selfish and coordi-

nated EMS in the smart grid. Table 2 presents an overview

of these studies. Additionally, numerous works on HEMSs

have reflected important matters related to different energy

sources, diverse uncertainty parameters, various schedul-

ing methods, consumer comfort, load models, and multi-

objectivity. Figure 3 has provided an overview of existing

HEMS models by exemplifying them according to six major

classes. It should be noted that due to the broad subject of

coordination, the main focus of this literature is coordinated

HEMS, which can bring valuable benefits to neighborhood

area networks. Notwithstanding, existing selfish HEMSs,

as the opposite concept, has been reviewed to further clar-

ify the opportunities and challenges of coordinated ones.

Coordination mechanisms have been elaborately discussed

in section V.

III. COORDINATION STEPS

The required steps for coordination between SHs are sum-

marized in Fig. 4. Coordination topology defines how agents

communicate with each other, how they share data in
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TABLE 2. Overview of researches on coordinated and selfish EMSs.

FIGURE 3. Overview of existing residential EMS models considering different energy sources, diverse uncertainty parameter models, various scheduling
methods, consumer comfort models, different loads models, and multi-objectivity feature.

a community, and who is responsible for making decisions.

The coordination technique explains how agents are coor-

dinated and achieve both team and individual goals at the

same time. The optimization phase searches for an optimal

way to coordinate SHs. DSM targets techniques for energy

efficiency improvement in SHs. DR aims to change the load

profile from the viewpoint of the aggregator in order to

balance demand and supply [25]–[28], [82].

IV. COORDINATION TOPOLOGIES

In order to coordinate SHs, the primary step is to choose a

coordination topology. The coordination topology clarifies
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FIGURE 4. Required steps to coordinate SHs in neighborhoods.
Coordination techniques and topologies can be used to improve
common HEMSs to coordinated ones.

the communication between players (HEMSs, coordinator,

aggregator, and utility) in a neighborhood area. Furthermore,

it determines a centralized or decentralized control system

in terms of the decision-maker. A coordination topology

should be compatible with utility regulations and neighbor-

hood architecture. Coordination topologies can be classified

into seven classes, accounting for:

• Centralized

• Distributed or Star-Connection (with coordinator)

• Decentralized or Fully-Distributed (w/o coordinator)

• Partially-Distributed (with coordinator)

• Ring-connection

• Random-connection

• Desired-connection

Figure 5 illustrates the architecture of these topologies

and their both connections and decision-makers. It should

be noted that the choice of topology can affect the uti-

lized coordination technique, for example, its convergence

rate [31], [83]. Generally, the topologies are divided into

centralized and decentralized. Figure 6 explains common

coordination topologies that are detailed in what follows.

A. CENTRALIZED

The centralized topology has been shown in Fig. 5 (a).

In this topology, a central entity is the decision-maker that

can be the utility, the aggregator, or the coordinator [14],

[59], [84]–[92]. All consumers send their information about

energy consumption profile, generation, and preferences to

the central entity. SHs cannot directly communicate with

each other. After data collection, the central entity solves

the coordination problem in order to coordinate SHs and

schedule controllable loads. Besides, it suggests the best trade

possible between prosumers and consumers. Actually, this

trade explains energy exchange between prosumers who have

surplus power from their RESs and consumers who need to

buy more power in a neighborhood. In [14], coordination

between several SHs has been studied. The authors have

considered day-ahead scheduling of controllable appliances

and electricity trade between homes. They have compared

the aggregated load profile under four different conditions

based on baseline algorithm (without using any EMS),

selfish EMS, distributed coordinated EMS, and centralized

coordinated EMS. [59] has used a centralized topology to

coordinate HEMSs and minimize the aggregated power con-

sumption regarding the transformer constraints. The neigh-

borhood has consisted of EVs, RESs, ESSs, and controllable

loads. Moreover, SHs have been managed to trade electricity

either between themselves or with utility. Solanki et al. [84]
have proposed a centralized coordinated DR by using the

model predictive control method for an isolated MG with

RESs, ESSs, and controllable loads. Consequently, the MG

central operator has transmitted the scheduling plans to all

agents. In [85], 56642 controllable assets have been optimally

scheduled in 5555 SHs through a centralized topology. A cen-

tral entity has collected all information and sent the schedul-

ing decisions to SHs. Ouammi [86] has proposed a centralized

HEMSs coordination in a neighborhood to schedule con-

trollable assets and control power exchanges between SHs.

A centralized coordinated DR for a neighborhood has been

suggested by [87]. The proposed DR program has improved

network voltage and consumer satisfaction. Moreover, it has

reduced aggregated power consumption during peak period.

[88] has proposed a centralized coordinated DSM in an elec-

tricity network. The results have shown that the proposed

approach has reduced peak demand and losses. In [89], a cen-

tralized topology has been used to manage energy usage in

a smart MG by coordinated scheduling of EVs and control-

lable appliances with presence of RESs. [90] has suggested

a control center for scheduling controllable appliances on a

coordinated day-ahead basis. The effect of load scheduling

on cost efficiency, considering three consumption patterns

has been studied. In [92], a central entity has optimized and

coordinated power generation and electricity consumption in

an off-grid hybrid MG, supplied by RESs. According to the

results, the total electricity cost has been decreased by 27.0%.

B. DISTRIBUTED (STAR-CONNECTION) TOPOLOGY WITH

COORDINATOR

This topology has been illustrated in Fig. 5 (b). The

star-connection topology uses a coordinator rather than a

central entity for decision making. The coordinator can be

either the aggregator, an independent agent, or one of the SHs

in the neighborhood. The coordinator collects all consumers’

data. In this topology, HEMSs cannot directly communicate

with each other. Each HEMS handles its own local problem in

order to schedule its controllable loads and find the best trade

possible with other HEMSs from the same neighborhood.

Afterward, each HEMS sends the results to the coordinator.

Subsequently, the coordinator returns data to agents and leads

them to achieve coordination. This type of topology presents

the most compatible coordination of neighborhood in power

distribution system since the neighborhood layout is similar

to a star-connection. In this topology, an agent at the trans-

former level can be considered as the coordinator. Moreover,

the distributed topology is robust because its coordination

system can operate at an optimal point after losing several

homes (agents). Consensus ADMM and ALADIN based
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FIGURE 5. The architecture of different coordination topologies that illustrates connections between agents and determines the decision-makers.

FIGURE 6. The most common coordination topologies: Centralized and
Decentralized.

techniques are the best options for handling a coordination

problem in the distributed topology, which are described in

Section V. Applications of the distributed topology have been

studied in different researches. Celik et al. [38] have used the
distributed topology to coordinate HEMSs in a neighborhood.

A day-ahead DSM has been investigated through decentral-

ized coordination between SHs with electricity trade, RESs,

and ESSs. A multi-agent system (MAS) has been employed

to model SHs, the aggregator (coordinator), and the utility

as agents. Results have shown the cost reduction by 3.35%.

In [45], a star-connection has been employed tomodel a smart

grid with SHs, ESSs, RESs, and EVs. An ADMM-based

algorithm has been applied to coordinate SHs in order to flat-

ten the aggregated load profile. All SHs have sent their data

only to the coordinator due to privacy concerns. Afterward,

the coordinator has shared new global variables with all SHs.

Nguyen et al. [93] have exploited the distributed topology

and the ADMM method to coordinate local generators in

MGs and minimize the electricity generation cost. In [94],

the distributed topology and the fast ADMM decomposition

approach have been considered to provide a coordinated

day-ahead scheduling for an integrated electricity and natural

gas system.

C. DECENTRALIZED (FULLY-DISTRIBUTED) TOPOLOGY

WITHOUT COORDINATOR

This topology has been depicted in Fig. 5 (c). The

fully-distributed topology employs neither a central entity

nor a coordinator. Therefore, all SHs directly communicate

with each other and share their information with other neigh-

bors. In addition, each SH locally manages schedulable loads

and trades energy. This topology can be inappropriate for

some neighborhoods in power distribution systems because

of privacy regulations and direct connections between homes.

The fully-distributed topology is robust as it can maintain

an optimal operation in the case of losing several homes.

Furthermore, this topology does not employ any coordinator

that increases the robustness. For implementing the HEMSs

coordination through the fully-distributed topology, APP,

PMP, C+I, and OCD based algorithms are recommended.

These algorithms are explained in Section V. In [74], risk
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aversion EMS for a distribution system with several MGs has

been proposed. The MGs can exchange data and energy with

each other. The fully-distributed topology without any coor-

dinator has been chosen for the HEMSs coordination. The

authors have used the APPmethod to handle the coordination

problem. In the proposed approach, MGs have exchanged

a limited amount of data to coordinate with each other.

Customers’ privacy, RESs, load consumption uncertainties,

and computer hardware limitations have also been consid-

ered. The effectiveness of the suggested coordinated EMS

approach for both islanded and grid-connected modes has

been tested based on the IEEE 33-bus distribution system.

In [95], the transition from conventional top-down hierarchi-

cal topology to a new peer-to-peer market has been analyzed.

The proposed topology has been useful for the utilization

of distributed RESs at the distribution level. The peer-to-

peer market has been based on a multi-bilateral economic

dispatch and allowed prosumers and regular customers to

trade electricity regarding their preferences. For solving the

related coordination problem, a relaxed consensus plus inno-

vation method has been utilized. The solution has been con-

verged by sharing a limited amount of information between

prosumers and regular customers. [96] has proposed tran-

sient stability-constrained optimal power flow (TSCOPF).

The proposed approach is a tool to connect steady-state OPF

with transient and dynamic processes under a set of simulated

contingencies. The exact optimality condition (OC) approach

has been used to implement the coordinated TSCOPF. Due

to complexity issues, the proposed method has decomposed

the main problem into several sub-problems. The method

has been evaluated by applying NE 39-Bus, IEEE 300-Bus,

703-Bus, and 1047-Bus systems. The proposed method can

handle problems that simple or sequential OPF methods can-

not deal with. The convergence rate of TSCOPF is higher

than the sequential OPF. In [97], a completely decentral-

ized coordination approach for OPF in a power network

has been suggested. The proposed method is robust and

feasible for real-time operation of the network. The sug-

gested OPF has coordinated agents in the network through

the fully-distributed topology. PMP has been used to handle

the coordination problem. The agents in the network have

exchanged a limited amount of data. For evaluating the pro-

posed method, a smart grid with 8000 elements has been

employed that exchanges power at 3000 nodes. The devel-

oped framework has resulted in a huge coordination problem

with more than one million variables. But, the error and the

convergence rate are quite acceptable.

D. PARTIALLY-DISTRIBUTED TOPOLOGY WITH

COORDINATOR

Figure 5 (d) illustrates a partially-distributed coordination

topology. This topology does not utilize any central entity to

make decisions. However, it can take advantage of a coordi-

nator. An external entity or one of the agents can be used as

the coordinator. This type of topology is a combination of the

fully-distributed and the star-connection layouts. Peer-to-peer

communication between SHs is used in this layout. Besides,

all SHs directly communicate with the coordinator. The EMS

of each SH (scheduling and trading) is executed locally.

In this topology, the coordination problem can be imple-

mented by using coordination methods based on as ADMM,

ALADIN, APP, PMP, C+I, and OCD. HEMSs transmit their

decisions to other neighbors and the coordinator. This topol-

ogy can be inappropriate for some neighborhoods in the

power distribution system because of privacy regulations and

direct connection between homes. However, the partially-

distributed topology is robust since it can retain an optimal

operation after losing several homes (agents). [98] has stud-

ied a coordinated residential energy consumption scheduling

by using the partially-distributed coordination topology. The

proposed approach has used dual decomposition to decom-

pose the problem, find the Nash equilibrium for each sub-

problem, and coordinate agents. In the suggestedmethod, one

of the users acts as the coordinator and exchanges neighbor-

hood data with the utility. In [99], a coordinated HEMS has

been used to avoid rebound peaks that can occur in selfish

EMS structures. A novel model of schedulable loads like

plug-in hybrid EVs has been recommended. A decentralized

approach has been utilized that allows HEMSs to locally opti-

mize their solutions to their assets scheduling. Each HEMS

shares data and exchanges messages with other neighbors

through the partially-distributed coordination topology. The

simulation results have demonstrated that the suggested coor-

dination approach can effectively improve real-time power

balancing.

E. RING-CONNECTION TOPOLOGY

Figure 5 (e) shows the ring-connection topology. This topol-

ogy does not use an external coordinator and instead, two

adjacent neighbors exchange information with each other.

The local optimization problems are solved in each HEMS

by using the information, provided by the communication

line. One SH failure in communication leads to a non-optimal

operation condition. [31], [83].

F. RANDOM-CONNECTION TOPOLOGY

This topology has been depicted in Fig. 5 (f). In the

random topology, the connection/communication between

agents varies by the time [31], [83]. This topology can be used

for applications that require a time-varying communication

line.

G. DESIRED-CONNECTION TOPOLOGY

Figure 5 (g) illustrates the desired-connection topology.

In this layout, the connection and the decision-maker are

designed based on the neighborhood requirements and archi-

tecture. According to the above discussion, a centralized

topology is not appropriate for the coordination of HEMSs

in the future smart neighborhoods. The distributed HEMSs

coordination have several advantages over the centralized

ones. In the distributed topology, agents share a limited

amount of data with others and entities (such as either

the coordinator or the aggregator). This, in turn, reduces
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TABLE 3. The pros and cons of the coordination topologies.

the expenses of the required communication infrastructures.

Besides, it simplifies computations and increases the pro-

cessing speed. Consequently, it can result in addressing a

larger problem. A distributed topology can lead to a robust

coordination betweenHEMSs since individual agents’ failure

can be recovered by remaining ones to guarantee a correct

and optimal operation. Indeed, in the centralized case, if the

central entity fails, the neighborhood optimal operation can

be jeopardized. The distributed coordinated HEMSs satisfy

data privacy requirements and cyber-security standards [30].

Achieving the aforementioned distributed topology features

is feasible since several processors can be used in parallel to

handle the coordination problem. The pros and cons of the

coordination topologies are summarized in Table 3.

V. COORDINATION TECHNIQUES

This section reviews the coordination between SHs based

on the approaches that have been proposed in the literature.

These methods can be separated according to their utilization

of decomposition techniques. The classification of the coor-

dination manners has been shown in Fig. 7.

A. COORDINATION METHODS BASED ON

DECOMPOSITION

HEMSs coordination methods can employ the decomposi-

tion concept and thus, decompose their big and complex

problem into several sub-problems. Each sub-problem can

be locally solved by an agent. In fact, these methods realize

the coordination between agents by calculating coupling and

global variables. The former variable is used for the decom-

position while the latter one is utilized for the coordination.

The required data can be shared by either the coordinator,

a direct peer-to-peer communication, or a proper communica-

tion topology between agents. This survey presents an exten-

sive overview of decomposition-based coordination methods,

which can be used to coordinate SHs.

1) DUAL DECOMPOSITION

A large HEMSs coordination problem can be decomposed

into several sub-problems by Dual Decomposition. This can

be achieved by regionalization of the main system and min-

imization of the interaction between regions. Consequently,

more independent zones can be obtained that increase the

algorithm convergence rate. For decomposition, two factors

are necessary. The decomposition process should concur-

rently decrease variables in the overlap region between SHs

and increase their coupling relaxation [100]. For HEMSs

coordination problem with separable cost functions, it is

possible to calculate the Lagrangian function by using dual

decomposition [101]. Consider the convex coordination prob-

lem with separable objective functions f and the equality
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FIGURE 7. Coordination techniques classification: Decomposition Based
and Non-Decomposition Based.

constraint in (1a) [101].

min
x

N
∑

i=1

fi (xi), s.t. :

N
∑

i=1

Aixi = b (1a)

The Lagrangian function is calculated by,

N
∑

i=1

Li (xi, y) :=

N
∑

i=1

(

fi (xi)+ y
TAixi − (1/N ) y

T b
)

(1b)

that f presents the objective function of an agent (HEMS),

L (x, y) is separable in x, and the x minimization can split

to several separate sub-problems, which can be solved in a

parallel manner. (1c) and (1d) functions update the decision

(xi) and dual variables (Lagrange multiplier) of each agent,

respectively.

xk+1i := argmin
xi

Li

(

xi, y
k
)

(1c)

yk+1 := yk + αk

(

N
∑

i=1

(

Aix
k+1
i

)

− b

)

(1d)

where k defines the number of iterations, N presents the

number of agents, xi ∈ RN are decision variables, y ∈ RM

stands for the dual variable, A ∈ RM×N and b represent

local and global parameters, respectively, α is the conver-

gence rate, and Aix
k+1
i − b expresses the dual residual. (1c)

shows that agents can handle the related local problem in

parallel regarding a distributed coordination implementation.

The (1b)-(1d) processes are iterative. Each iteration employs

two main steps of data broadcasting and data gathering.

In the dual variable update step, i.e. (1d), the term Aix
k+1
i

calculates the dual residual. Subsequently, the dual variable

is broadcasting to each agent via (1c). The main advantage

of coordination approaches based on dual decomposition is

the decomposability feature. However, they are slow and

have poor convergence properties [102]. The convergence of

dual decomposition is not guaranteed since it depends on the

convergence rate and the problem specifications. Defining

a coordinator is essential for the implementation of dual

decomposition in coordinated HEMSs. [103] has proposed

a decentralized scheduling scheme to coordinate the charg-

ing of heterogeneous plug-in EVs. The dual decomposition

method has been used to design a charging algorithm that

is iterative, incentive-based, and decentralized. The proposed

coordination approach is efficient because an uncoordinated

charging can cause the aggregated power to exceed the capac-

ity of the distribution substation transformer.

2) ADMM

The ADMM algorithm, executed in [45], [101], [104]–[110],

takes advantage of both the decomposability of dual-ascent

method [111] and the convergence characteristics of the mul-

tipliers technique [112]. Similar to the dual decomposition,

the ADMM algorithm includes decision variables minimiza-

tion and dual variables update. However, ADMM exploits an

additional term known as augmented Lagrangian function.

The ADMM algorithm can be used to solve a convex HEMSs

coordination problem in the form of (2a) [101].

min
x,z

f (x)+ g(z), s.t. : Ax + Bz = c (2a)

that f (x) and g(z) are convex objective functions. z and x
present decision variables. Considering some assumptions,

ADMM-based coordination converges even under general

circumstances for example where f and g are not strictly

convex and differentiable. The assumptions imply that f and
g in (2a) are closed, proper, and convex [101]. The augmented

Lagrangian function can be calculated by (2b).

Lρ(x, y, z) := f (x)+ g(z)+ yT (Ax + Bz− c) (2b)

+ (
ρ

2
)||Ax + Bz− c||22 (2c)

where the augmented term is the squared-norm of the

Primal-residual. ADMM-based HEMSs coordination algo-

rithms include three iterative steps of x-minimization (2d),

z-minimization (2e), and dual variable update (2f).

xk+1 := argmin
x

Lρ

(

x, zk , yk
)

(2d)

zk+1 := argmin
z

Lρ

(

xk+1, z, yk
)

(2e)

yk+1 := yk + ρ
(

Axk+1 + Bzk+1 − c
)

(2f)

that k is the number of iterations. x ∈ RN and z ∈ RM are

decision variables. y presents the dual variable or Lagrange

multiplier. A ∈ RP×N and B ∈ RP×M present local param-

eters. C ∈ RP stands for global parameters. ρ is the con-

vergence rate or the penalty parameter with a positive value.

The choice of ρ can greatly influence the convergence of the
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ADMM-based HEMSs coordination. Larger (smaller) values

of ρ lead to a faster (slower) convergence with lower (higher)

accuracy. In (2d) and (2e), the price y is fixed and does

not change. First, the primary agent fixes z and minimizes

objectives over x in (2d). Afterward, the other agent fixes

x and minimizes objectives over z in (2e). In the basic ver-

sion of ADMM, we need xk+1 to calculate zk+1. Therefore,
the process is sequential. Nevertheless, it is possible to prac-

tice a parallel operation based on the C-ADMM approach,

explained below. In ADMM, z and x are updated in a sequen-
tial manner. When f and g are separable, the problem division

over x and z yields to decomposition. To minimize over z,
the first agent only needs B (it does not need to know f ).
Likewise, to minimize over x, the other agent only needs A
(it does not need to know g). Therefore, two separate pro-

cessors can be considered to optimize f and g. Subsequently,
the coordinator can exchange their global values to coordinate

them. The local processors as agents carry out the algorithm

until either the dual residual becomes zero or the maximum

predefined iteration number is reached. The main advantages

of ADMM are decomposability and powerful convergence

properties. However, the drawback of ADMM can be its

sequential process. The classic form of ADMM considers

only two agents however, it can be developed for coordination

between more agents. [45] has presented a coordinated DR

for SHs with EVs and RESs. A dynamic electricity price

has been proposed to decrease the peak. Consumers can

sell their surplus energy to utility or other neighbors. The

coordinated DR has been implemented by using ADMM. The

proposed method has satisfied privacy requirements because

each consumer sends data of their power consumption only

to the utility company. The results have shown that the

suggested ADMM-based coordination is able to flatten the

aggregated load profile despite its uncertainties. [104] has

studied a ADMM-based coordination of distributed power

generators for secure and economical operation. The method

performance has been tested by using amodified IEEE 33-bus

power system. [105] has examined ADMM-based distributed

OPF, and [106] has studied ADMM-based distributed eco-

nomic dispatch in islanded MGs. [107] has intended online

EMS based on the online ADMM approach for MG net-

works by using the past power generation data. [108] has

presented a coordinated EMS model for prosumer communi-

ties by considering uncontrolled/controlled consumption and

generation. [109] investigated a distributed, asynchronous,

and incremental implementation of ADMM to solve a non-

smooth nonconvex optimization problem. [110] has explored

an offline ADMM-based coordination in order to schedule

residential electro-thermal heating units through a day-ahead

scheduling to fulfill space heating demand and power

balance.

3) C-ADMM

C-ADMM is a version of ADMM, in which all local agents

have a consensus. It forms a convex coordination problem in

terms of (3a) [101].

min

N
∑

i=1

fi (xi) , s.t. : xi − z = 0 (3a)

HEMSs objective functions fi and decisions xi are convex.
The C-ADMM based HEMSs coordination can be executed

by (3b)-(3d).

xk+1i := argmin
xi

(fi(xi)+y
kT
i (xi−z

k )+(
ρ

2
)||xi−z

k ||22) (3b)

zk+1 := (1/N )

N
∑

i=1

(

xk+1i + (1/ρ) yki

)

(3c)

yk+1i := yki + ρ
(

xk+1i − zk+1
)

(3d)

where k is the number of iterations, x presents agents

(HEMSs) decision variables, N defines the number of

agents, y stands for the dual variables, ρ is the conver-

gence rate (penalty) with a positive value, and Z represents

global variables. The first step of the coordination algorithm,

expressed by (3b), is carried out independently and in a

parallel manner by each agent (HEMS) to minimize its objec-

tives. Likewise, the last step of the algorithm, explained by

(3d), is processed to update the dual variables. The global

variables, zk+1, are computed by the coordinator and con-

sequently shared with all HEMSs to make a consensus.

Therefore, each HEMS handles the related local problem

in coordination with other agents. The computation process

stops where the value of dual residual becomes zero or the

maximum predefined iteration number is met. Each HEMS

handles its own local objectives, constraints, and quadratic

terms. The linear part of the quadratic term is updated in

every iteration in order to force local variables to converge to

a common value as the optimal solution of the whole system.

The C-ADMM algorithm can be simplified. The reduced

C-ADMM is an unscaled form of GS-ADMM, in which

agents update the local and dual variables in a parallel man-

ner [113]. The objective and dual variable convergence is

guaranteed when ρ > 0. C-ADMM is a proper choice to

implement coordinated HEMSs because it matches the neigh-

borhood structure and facilitates locating the coordinator at

the residential transformer level. C-ADMM has powerful

convergence properties. Furthermore, it is fast and enables

a parallel coordination between agents. [114] has compared

three different C-ADMM based algorithms for coordinated

dynamic DC-OPF in the context of a DR program. Each

agent has executed the local DC-OPF individually in paral-

lel with other agents. The studied coordination algorithms

have been C-ADMM with a coordinator, fully distributed

C-ADMM without a coordinator, and finally accelerated

C-ADMM. The calculation of required coupling and global

variables respectively for decomposition and coordination

processes has been provided as well. [115] has proposed an

inexact C-ADMM based coordination algorithm, in which

agents perform one proximal gradient update at each itera-

tion. The proximal gradients are usually easy to calculate.
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Convergence conditions for the inexact C-ADMM algorithm

have been analyzed as well. Numerical results have illustrated

that the inexact C-ADMM algorithm reduces computational

complexity; however, it converges slower than the original

C-ADMM algorithm.

4) VS-ADMM

VS-ADMM based HEMSs coordination algorithms substan-

tially increase the number of variables and constraints in

the neighborhood coordination problem, especially when the

number of SHs is large [116], [117]. The VS-ADMM based

coordination can be executed by (4a)-(4d) [116].

min
{xi},{zi}

N
∑

i=1

fi(xi), s.t. : Aixi − zi =
c

N
&

N
∑

i=1

zi = 0 (4a)

zk+1i := (Aix
k
i −

c

N
−
λki

ρ
)−

1

N

N
∑

j=1

(Ajx
k
j −

c

N
−
λkj

ρ
) (4b)

xk+1i :=argmin
xi

(fi(xi)+(
ρ

2
)||Aixi−z

k+1
i −

c

N
−
λki

ρ
||22) (4c)

λk+1i := λki − ρ
(

Aix
k+1
i − zk+1i −

c

N

)

, ρ > 0 (4d)

where x presents x-subproblem, Z states Z-subproblem,

λ stands for dual variables, f defines agent objectives,

ρ expresses the convergence rate, k is the number of itera-

tions, and N defines the number of agents. [117] has com-

pared two coordinated DR programs based on VS-ADMM

and PJ-ADMM. The authors have considered distribution

system uncertainties and constraints. The VS-ADMM based

HEMSs algorithm that has a low speed is not suitable for big

coordination problems.

5) GS-ADMM

Gauss-Seidel ADMM is an extension of the general form of

ADMM [101], [113]. GS-ADMM can increase the number

of blocks (agents) in the ADMM algorithm without signif-

icant changes. The GS-ADMM based HEMSs coordination

techniques can be designed by the basic form of GS-ADMM

presented in [113] through (5a)-(5b).

xk+1i := argmin
xi

(fi(xi)

+ (
ρ

2
)||

N
∑

j<i

Ajx
k+1
j + Ajxj

N
∑

j>i

Ajx
k
j − c−

λk

ρ
||22)

(5a)

λk+1 := λk − ρ

(

N
∑

i=1

Aix
k+1
i − c

)

, ρ > 0 (5b)

that x defines agents (HEMSs) decision variables, λ stands

for dual variables, f expresses agent objectives, ρ is the

convergence rate, k represents the number of iterations, and

N is the number of agents. The HEMSs coordination

approaches based on GS-ADMM suffer from poor conver-

gence properties. Besides, the coordination process is sequen-

tial. [113] has shown the efficiency of GS-ADMM based

approaches to coordinate agents in the electrical network.

However, these methods are not the best choice for coordi-

nation applications. The GS-ADMM algorithm has two main

disadvantages [116]. The first is that if the number of agents

is more than three, the convergence cannot be guaranteed.

The second is that the blocks are updated in a sequential way

rather than in a parallel manner. Consequently, this method

is not proper for parallel operations in HEMSs coordination

practices.

6) J-ADMM

Jacobian ADMM (J-ADMM) based HEMSs coordination

can be formulated by developing theADMMalgorithm [113],

[116]. Unlike theGS-ADMMsequential operation, J-ADMM

can permit the parallel update of the blocks. However, this

method is more subject to divergence than GS-ADMM

technique considering the same convergence rate (ρ).

The J-ADMM algorithm formulation has been presented

by (6a)-(6b) [116].

xk+1i := argmin
xi

Lρ(x
k
i , λ

k )

= argmin
xi

(fi(xi)+ (
ρ

2
)||Aixi +

∑

j 6=i

Ajx
k
j − c−

λk

ρ
||22)

(6a)

λk+1 := λk − ρ

(

N
∑

i=1

Aix
k+1
i − c

)

(6b)

where x expresses agents (HEMSs) decision variables,

f defines agent objectives, λ stands for dual variables, ρ is

the convergence rate, k represents the number of iterations,

and N states the number of agents. In fact, J-ADMM can

face convergence issues even for coordination problems with

two blocks. In order to guarantee J-ADMM convergence,

additional modifications and assumptions should be added to

the algorithm [116]. A J-ADMM based coordinated OPF has

been proposed by [113] that can be used to coordinate SHs.

7) PJ-ADMM

PJ-ADMM based HEMSs coordination can be implemented

by adding a proximal term ( 1
2
||xi − xki ||

2
Pi
) and a damping

parameter (γ ) to the J-ADMM algorithm [116]–[119]. The

PJ-ADMM algorithm can be formulated as,

xk+1i := argmin
xi

(fi(xi)+ (
ρ

2
)||Aixi

+
∑

j 6=i

Ajx
k
j − b−

λk

ρ
||22 +

1

2
||xi − x

k
i ||

2
Pi
) (7a)

λk+1 := λk − ργ

(

N
∑

i=1

Aix
k+1
i − b

)

, γ > 0 (7b)
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where x states agents decision variables, f defines agent

objectives, λ stands for dual variables, ρ is the convergence

rate, k represents the number of iterations, and N states the

number of agents. Pi ≥ 0 expresses a symmetric matrix

that is positive semi-definite. The damping parameter is

always positive during the dual variables updating process.

The proximal term can be calculated regarding ||xi||
2
Pi
:=

xTi Pixi. PJ-ADMM based coordination techniques have sev-

eral advantages. The added proximal term can act as a convex

relaxation for sub-problems, which are not strictly convex.

Moreover, good choices of Pi and γ can ease the algo-

rithm convergence. [113] has described how to coordinate

agents by PJ-ADMM based algorithms for power system

applications such as AC or DC OPF. Triplex-area DC-OPF

and duplex-area AC-OPF have been studied in [113] based

on 2-blocks ADMM, N-block ADMM, C-ADMM, and PJ-

ADMM. Two scenarios of distributed with a coordinator and

fully decentralized without a coordinator have been used

for data exchange in the implementation of PJ-ADMM and

C-ADMMalgorithms. The proposed approach can be applied

to the coordinated HEMSs problem. [117] has compared

VS-ADMM and PJ-ADMM based DR programs. [118] has

intended a decentralized PJ-ADMMbased renewable produc-

tion management and DR in power systems. [119] has pro-

posed a distributed PJ-ADMM technique to solve a linearly

constrained optimization problem for a network of agents.

8) ALADIN

The ALADIN algorithm is a developed version of ADMM

that can convert non-convex coordination problems to convex

ones and thus, guarantee convergence [44], [120], [121].

Furthermore, this algorithm can simultaneously decrease the

number of iterations for a faster coordination and maintain

higher accuracy [44]. ALADIN based coordination can be

used to coordinate a large number of HEMSs. The coordi-

nation problem can be modeled as,

min
x

∑

i∈N

fi (xi) , s.t. :
∑

i∈N

Aixi = 0|λ hi(xi)

= 0| ζi & xi ≤ xi ≤ xi| ξi (8a)

where λ, ζ , and ξ stand for dual variables of related con-

straints. fi represents i
th objective function. xi expresses i

th

agent decision. hi states additional local equality constraints,
and N indicates the number of agents. A coordination prob-

lem in the form of (8a) can be reformulated to the general

form of the ALADIN algorithm as,

argmin
xi∈[xi,xi]

fi(xi)+ λ
kTAixi +

ρk

2
||xi − z

k
i ||

2
∑

i
(8b)

that
∑

i∈N Ai(xi) = 0|λ and hi(xi) = 0|ζ ki are constraints.

ρ stands for penalty parameter. fi and hi are assumed to be

twice continuously differentiable but not necessarily convex.
∑

i ≥ 0 and ρ ≥ 0 are other required assumptions [120].

The coordination technique consists of five main steps. In the

first step, the decomposed non-linear coordination problem

is solved in a parallel manner through (8b). This process

can be implemented either exactly or approximately. In the

former case, global and fast local convergence are guaranteed.

However, in the latter case, only the second condition (fast

local convergence) is assured. Consequently, in the second

step, the termination criterion is defined by ||
∑N

i∈N Aix
k
i || ≤

ǫ and ||xk − zk || ≤ ǫ. Afterward, a local solution for

the coordination is realized. If the termination criterion is

not satisfying, gradient gki , Hessian approximation Bki , and
constraint Jacobian Ck

i are computed by means of gki =
∇fi(x

k
i ), C

k
i = ∇hi(x

k
i ), and Bki ≈ ∇

2(fi(x
k
i )+ ζ

T
i hi(x

k
i ))

in the third phase. Subsequently, the Quadratic Programming

consensus (coordination) problem is carried out by (8c) sub-

ject to
∑

i∈N Ai(x
k
i + 1xi) = 9|λQP, Ck

i 1xi = 0, and

(1xi)j = 0 (j ∈ Aki & ∀i ∈ N ). Since the quadratic problem

does not employ any inequality constraint, it is equivalent

to solve a linear system of equations. Finally, the λk and zk

variables, as well as ρk and µk parameters are updated by

using (8d)-(8f) [44], [120].

min
1x,9

∑

i∈N

(

1

2
1xTi B

k
i1xi + g

kT

i 1xi

)

+ λk
T
9 +

µk

2
||9||22

(8c)

zk+1← zk + ωk1

(

xk − zk
)

+ ωk21x
k (8d)

λk+1← λk + ωk3

(

λQP − λk
)

(8e)

ρk+1 (µk+1) =

{

rρρ
k (rµµ

k ) if ρk<ρ (µk<µ)

ρk (µk ) otherwise

}

(8f)

where ωk1 ,ω
k
2 , and ω

k
3 are predefined parameters. Coordinated

HEMSs can be implemented by the ALADIN algorithm.

This method has powerful convergence properties and proper

accuracy. Additionally, it is faster than classical forms of

ADMM. [44] has used the ALADIN algorithm to coordi-

nate agents in a non-convex non-linear AC-OPF. Unlike the

general form of ADMM, ALADIN has been able to locally

maintain the quadratic convergence of the AC-OPF problem.

The simulation results have shown that the number of iter-

ations in the ALADIN algorithm is less than ADMM. This

advantage is usually gained by increasing communication

and computation efforts at each iteration. However, [44] has

introduced a variant of the ALADIN approach that employs

the inexact Hessian method to decrease the required commu-

nications. Moreover, ALADIN-based algorithms have been

comparedwithADMM techniques from different viewpoints.

This comparison has been provided by using IEEE 5-bus,

30-bus, 57-bus, 118-bus, and 300-bus case studies. The sug-

gested algorithm is useful for SHs coordination. [121] has

proposed a coordinated AC-DC OPF in a hybrid AC-DC grid

through ADMM and ALADIN approaches. The coordinated

OPF techniques have been applied to IEEE 5-bus and 66-bus

systems. The simulation results have demonstrated that for

both approaches, the optimality gaps are less than 0.01%.

Nevertheless, the ALADIN algorithm has converged faster

than the ADMM method. Moreover, two different decom-

position strategies for the hybrid AC-DC grid, consisting
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of shared-DC decomposition approach (where subsystems

are hybrid AC-DC regions) and joint-DC decomposition

method (where subsystems are AC or DC regions) have been

suggested.

9) ATC

ATC can be used to coordinate agents (HEMSs) in a

hierarchical iterative process [122]–[128]. ATC transfers a

problem into sub-problems through a hierarchical structure.

Sub-problems should be convex to ensure convergence. The

ATC needs a coordinator to correlate the agents’ decisions.

In a multi-level ATC structure, upper-levels are parents and

lower-levels are children. Parents and children share data by

using coupling variables. The coupling variables, created by

penalty functions, are updated in every iteration [122]. In the

ATC, parents determine targets for children. Consequently,

children try to satisfy tasks, assigned by parents, based

on local constraints. Parents can coordinate children either

explicitly with shared values or implicitly with the integration

of the analysis into the parent level. The penalty of each agent,

the ATC-based coordination process, and the formulation

have been described in [122]. For the implementation of

ATC-based HEMSs coordination, a coordinator is required.

In the coordination, all problems are solved independently.

In fact, during the problem execution, all inputs are consid-

ered fixed. One interesting way of treating such a problem is

to utilize the two-level approach. In this approach, the top-

level problem is solved first. Subsequently, all lower-level

problems are processed and updated to be exploited in the top

level. This procedure is repeated until the top-level penalty

term is fixed. ATC can be used to design coordinated HEMSs.

[123] has suggested an ATC-based coordinated day-ahead

load scheduling in a distribution system. The authors have

considered controllable loads, DGs, RESs, as well as ESSs.

[124] has coordinated long-term operations of regions in an

interconnected multi-regional power network by using ATC.

A parallel process has been suggested that utilizes neither a

coordinator nor a hierarchical structure for the ATC-based

coordination. The suggestion has improved the robustness

and speed of the operation as well as the data integrity.

Furthermore, it has created an opportunity to implement

ATC-based HEMSs coordination either with or without a

coordinator. [125] has presented a coordinated decentral-

ized OPF approach in a distribution system. The proposed

ATC-based coordination algorithm has transferred the pri-

mary problem into a multi-level hierarchical one. The trans-

mission system operator has calculated the OPF for the upper

level of the hierarchy while the distribution system operator

has computed that for the lower level. The local problems

have been solved in parallel without any coordinator. Besides,

the ATC algorithm has been compared with the APP and

ADMM methods. The recommended approach can be used

for the coordination of SHs. [126] has analyzed a decentral-

ized method to implement coordinated network-constrained

unit commitment in a multi-regional power system. Fur-

thermore, it has developed ATC by eliminating the central

coordinator to solve the problem in parallel. The upper-level

has handled the problem of the control entity while the

lower-level one has coordinated this entity with neighbors.

The proposed method has increased the reliability of the

coordination problem by eliminating the coordinator. [127]

has practiced the same problem as [126] with almost the same

method. However, the solution to the problem in [127] has

necessitated the utilization of a central coordinator. In [128],

all required steps for the implementation of ATC-based coor-

dination have been explored.

10) APP

APP-based coordination approaches can be used to coordi-

nate HEMSs [29], [43], [74], [100], [129]. Each agent han-

dles the related local problem and shares information with

other agents [129]. The APP uses the augmented Lagrangian

method to guarantee convergence and consistency among

agents (HEMSs). The HEMSs coordination can be modeled

through a decomposed convex problem as (9a) [29].

argmin
(x,ya)∈A
(yb,z)∈B

fa(x) + fb(z)+
γ

2
||ya − yb||

2, s.t. : ya − yb = 0

(9a)

where x and z denote decisions of agents a and b. y presents

common variables between the agents. γ is a predefined

parameter. fa and fb are agents’ convex objective functions.

The main disadvantage of the augment Lagrangian [101] is

eliminating the separability between x and z in the augmented

term. In the augmented term, x and z are inseparable because

of term
γ
2
||Ax-Z||2. APP solves this problem considering

both vectors of agents decisions (x and z) and one vector of

common variables (y). The augmented term does not contain

any inseparable term between x and z.Moreover, equality and

inequality constraints involve one of the combinations of y

and x or y and z. Thus, the augmented term does not include

any term with a combination of x and z or x, z, and y. In APP,

the augmented term (||ya − yb||
2) does not have any effect

on the solution because the constraint ya − yb = 0 forces

the augmented term to be zero in any solution. However,

during the coordination, it guarantees the convergence. The

algorithm can be executed by,

(xk+1, yk+1a ) := argmin
(x,ya)∈A

{fa(x) +
β

2
||ya − y

k
a||

2

+ γ yTa · (y
k
a − y

k
b)+ (λk )T (ya)} (9b)

(zk+1, yk+1b ) := argmin
(yb,z)∈B

{fb(z) +
β

2
||yb − y

k
b||

2

− γ yTb · (y
k
a − y

k
b)− (λk )T (yb)} (9c)

λk+1 := λk+ω
(

yk+1a −y
k+1
b

)

, ω>0, β>0 (9d)

where
(

λk
)T

is the Lagrange multipliers transposition. β and

ω are predefined parameters. The convergence is always guar-

anteed if sub-problems are convex. The APP-based HEMSs

coordination techniques do not need a coordinator. More-

over, the two-norm in the augmented Lagrangian has been

36430 VOLUME 9, 2021



F. Etedadi Aliabadi et al.: Coordination of Smart HEMSs in Neighborhood Areas: A Systematic Review

linearized. However, in ATC and ADMM-based algorithms,

this term has been directly modeled. In APP, the auxiliary

problem principle is utilized to linearize the two-norm. This

method decomposes the overall coordination problem into

a set of local sub-problems without any coordinator [100].

Therefore, APP is useful for implementing HEMSs coordi-

nation through a decentralized topology. [74] has suggested

the EMS of interconnected MGs and distribution networks

considering the uncertainty of their sources. MGs trading

has been suggested to improve the coordination performance.

The stochastic linear programming has been used to carry

out the EMS scheme. The APP method has been exploited

for the coordinated EMS in a decentralized structure. The

performance of the proposed scheme has been verified based

on IEEE 33-bus system. [29] has presented a method for

coordination of agents in an OPF problem. The approach has

been proposed to coordinate a heterogeneous collection of

utilities by means of APP and ADMM. [43] has proposed

a distributed coordination scheme for an economic dispatch

by using APP. A lengthy time interval has been divided

into several coupled ones to solve each one separately. The

performance of the proposed method has been tested on IEEE

118-bus system through a week-ahead economic dispatch

problem. [129] has suggested a decentralized generating unit

scheduling in a multi-layer power system with uncertainties

related to wind sources. The proposed design has been dealt

with by APP without any central entity for decision-making.

11) PMP

The PMP approach is amodification of the ADMMalgorithm

to a simpler version [97], [130], [131]. PMP-based HEMSs

coordination allow to decompose a coordination problem in a

network with several agents into one with several nets (N) and

their associated agents (A). In the decomposed structure,

the same terminal is considered for each net and its related

agents. The algorithm is iterative. Each agent handles its

local problem at each step regarding messages, received from

its neighbors. The messages are modeled as an augmented

term in the objective function of each agent. The algorithm

converges to an optimal solution if objectives and constraints

of agents are convex. The PMP-based coordination tech-

niques are entirely decentralizedwith no external coordinator.

However, agents should be synchronized at each iteration

and solve their local problems in parallel. The PMP-based

coordination can be formulated as [130],

min
∑

a∈A

fa (xa)+
∑

n∈N

gn (zn) , s.t. : x = z (10a)

where for N nets and A agents, gn (zn) represents n
th net

indicator function. fa (xa) and xa stand for a
th agent objective

function and decision variable, respectively. u = y
ρ
explains

the scaled dual variable and ρ presents the convergence rate.

The term ||x − z + u||22 can be formulated across agents or

nets in terms of ||x − z + u||22 =
∑

a∈A ||xa − za + ua||
2
2 =

∑

n∈N ||xn−zn+un||
2
2. The resulting algorithm can be written

as, (10b)-(10d).

xk+1a := argmin
xa

(fa(xa)+ (
ρ

2
)||xa − z

k
a + u

k
a||

2
2), a ∈ A

(10b)

zk+1n := argmin
zn

(gn(zn)+ (
ρ

2
)(||zn − u

k
n − x

k+1
n ||

2
2), n ∈ N

(10c)

uk+1n := ukn + (xk+1n − zk+1n ) , n ∈ N (10d)

that (10b) is calculated by all agents in parallel. The equa-

tions (10c) and (10d) are computed by all nets in parallel.

The equation (10d) can be rewritten as zk+1n := ukn + x
k+1
n −

ukn− x
k+1
n . The resulting algorithm can be simplified through

(10e).

Prox. updates : (xk+1a ) := prox
fa,ρ

(xka − x
k
a − u

k
a), a ∈ A

(10e)

Definition : prox(X )
g,ρ

= argmin
Y

(g(Y )+ (
ρ

2
)||X-Y||22)

(10f)

Accordingly, the scaled price updates are expressed by

uk+1n := ukn + x
k+1
n , n ∈ N . The name of the PMP algorithm

has been taken from the proximal function and the message

passing process. At each iteration, every agent computes the

proximal function in order to estimate the objective function

whose argument depends on messages, received by its neigh-

bors nets. Subsequently, each agent transfers its new decision

xk+1a to the associated net terminal. Each net computes its

proximal function, calculates the new average (xk+1n ), updates

its dual variables (uk+1n ), and broadcasts the updated values

across its terminal. PMP convergence characteristics are the

same as ADMM. ρ is the convergence rate in PMP and

ADMM. Contrarily to other forms of ADMM, ρ in PMP can

be updated online without entailing further computation. The

main disadvantages of PMP are a large amount of message

passing between agents and its low speed. Besides, it needs

a decentralized communication between agents and a direct

communication between SHs. [130] has developed a coordi-

nated EMS method based on PMP for a network with fixed

and schedulable loads, generators, as well as ESSs. In the pro-

posed method, each agent has exchanged a simple message

with neighbors and handled its local problem considering its

received messages. The local optimization problem has com-

prised two terms. The first has been the main objective and

the second has been determined by exchanged messages. The

results have shown that the centralized form of the problem

has 30 million variables and takes 5 minutes to converge.

However, the proposed distributed method has converged in

less than one second. Accordingly, the suggested approach

can ease online coordinated EMS implementations. [131] has

proposed a coordination algorithm based on PMP to solve

a security-constrained OPF problem in a power network.

The PMP algorithm has been employed to handle reliability

constraints and expedite the problem-solving process. The

proposed approach is scalable considering the network size.
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In HEMSs applications, this feature helps to coordinate SHs

in different levels of a distribution system.

12) OCD

In HEMSs coordination based on the OCD approach, specific

primal and dual variables are allocated to each agent [45],

[96], [123], [132], [133]. In other words, each agent optimizes

its assigned variables based on a local problem, inwhich other

agents’ variables are considered fixed [30], [132]. A linear

penalty is added to the cost function in order to explain

variables coupling, assigned to other agents. Lagrangian mul-

tipliers, obtained from other agents, are used to model the

coefficients of the linear penalty. Each agent iteratively solves

the local problem and shares the results (dual and primal

variables) with other agents. Agents execute one step of

the Newton-Raphson technique considering Karush-Kuhn-

Tucker (KKT) conditions [134]. The general form of OCD

can be expressed by (11a)-(11b) [135].

minimize ψk (x1, .., xk , ..xN )

s.t. : H c
k,j(x1, .., xk , ..xN ) = 0

M c
k,j(x1, .., xk , ..xN ) ≤ 0

H l
k (xk ) = 0, & M l

k (xk ) ≤ 0 (11a)

ψk (x1, ., xk , .xN ) = fk (xk )

+

N
∑

j=1,j 6=k

ηTj H
c
j,k (x1, ., xk , .xN )

+

N
∑

j=1,j 6=k

γ Tj M
c
j,k (x1, ., xk , .xN ) (11b)

where xk indicates optimization variables of each sub-

problem. The variables with bar (x i) states that the corre-

sponding value is preset by the subproblem other than sub-

problem k . The complicating equality and inequality con-

straints between two sub-problems (k and j) are H c
j,k and

M c
j,k , respectively. H

l
k and M l

k express local equality and

inequality constraints of each subproblem, respectively. Vec-

tors ηTj and γ Tj are defined by subproblem j and express

the Lagrange multipliers of constraints M c
j,k and H

c
j,k . In the

OCD-based HEMSs coordination techniques, it is necessary

the objective as well as inequality and equality constraints

to be differentiable so as to satisfy the KKT conditions. The

complicated verification process of these conditions and the

difficulty of convergence proof are the main drawbacks of

OCD. The main advantage of the OCD method is no need

for a coordinator. Indeed, in this case, agents communicate

with each other in a decentralized manner. [45] has presented

a coordinated DSM system for SHs with EVs and RESs. The

suggested coordinated EMS algorithm has been implemented

by using the ADMM and OCD techniques. The results have

demonstrated that the algorithm converges faster by means

of ADMM in comparison with OCD. [133] has employed

the approximate Newton directions to coordinate agents with

different assets such as ESSs and RESs. The coordination

of ESSs in the power network has led to an efficient EMS.

The coordination has been performed by exchanging data

between agents and using both OCD and MPC methods. [96]

has proposed a transient stability constrained OPF scheme

based on OCD.

13) CONSENSUS + INNOVATIONS

In the C+I algorithm, each agent has access to local infor-

mation and communicates with other agents to optimize the

global decision-making task [83], [95], [136]. This technique

is known as C+I since the update process includes consen-

sus and innovation steps. In the consensus step, each agent

updates its state by weight averaging its data and its neigh-

bors’ states. In the innovation step, each agent processes its

current local observations. In C+I, for a systemwith J agents,
a restricted agreement exists. This agreement is a consensus

on common value z between J agents that are subject to

equality and inequality constraints. The C+I algorithm can

be written as [136],

g (z) =

J
∑

j=1

hj (z) =

J
∑

j=1

∑

n∈�j

dn (z) = 0 (12a)

dn ≤ dn (z) ≤ dn, n ∈ �j, j = 1, 2, .., J (12b)

z
(i+1)
j := z

(i)
j − βi

∑

l∈ωj

(

z
(i)
j − z

(i)
l

)

− αi
∑

n∈�j

d̂
(i)
j

d̂ (i)n = Fn

[

dn

(

z
(i)
j

)]

, n ∈ �j

d̂n (λ) = Fn (λ) = Fn

[

λ− bn

an

]

(12c)

λ
(i+1)
j := λ

(i)
j − βi

∑

l∈ωj

(

λ
(i)
j − λ

(i)
l

)

− αi
∑

n∈�j

F (i)n (12d)

F (i+1)
n = Fn[

λ(i+1) − bn

an
]

.
= argmin

Fmin
n ≤Fn≤F

max
n

‖Fn −
λ(i+1) − bn

an
‖2 (12e)

where g(z) and dn are equality and inequality constraints,

respectively. Indeed, the main goal of agents is to agree

on the average value, ( 1J )
∑J

j=0 xj, in which xj stands for

each agent decision and j represents the number of agents.

In C+I, each agent keeps a local copy, z
(i)
j of the common

variable z, which is updated in each iteration. i states the num-

ber of iterations, �j stands for the components of the related

system, and ωj defines the communication topology between

agents. αi and βi are weight parameters. In C+I algorithm,

agents successively update the copy of z and d̂
(i+1)
n . Finally,

agents exchange the local value of z
(i+1)
j with other neigh-

bors (agents) in ωj. The algorithm converges when z
(i)
j is very

close to the value of z [136]. The main difference between

C+I and other primal-dual approaches is direct tracking of

the consensus. In fact, other methods need additional indi-

rect sets of Lagrangian-multipliers to achieve the consensus.

Local innovation terms (12d) are commonly used for C+I and

other primal-dual techniques. The C+I method is robust in
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the presence of different perturbations. The common value

(z) depends on themarginal cost, λwithin a specific time-step

that the constraints, g (z), are fulfilled. The local component,

d̂n (λ) is a function of λ that is updated by agents through

(12c). [136] has presented an intelligent coordinated EMS

to balance supply and demand. The C+I algorithm has been

utilized to coordinate agents for managing DGs, schedulable

loads, and ESSs. Each agent has determined the demand and

the cost functions of generators and consumers. Addition-

ally, agents have been managed to communicate with each

other. The communication system has been aimed at creating

a consensus on the incremental price of power supply in

order to balance generation and consumption. The proposed

C+I based coordination algorithm has provided robust and

fully-distributed coordination of MGs agents. Furthermore,

the authors have combined the C+I approach with model

predictive control that can be useful for online applications

and system information update. Table 4 summarizes the main

characteristics of HEMSs coordination approaches based on

decomposition algorithms.

B. NON-DECOMPOSITION BASED COORDINATION

METHODS

This section focuses on the coordination of agents without

utilizing the decomposition concept for improving either

individual or social benefits in a neighborhood. In the liter-

ature, some papers have proposed non-decomposition based

coordination approaches that can be used in HEMSs coor-

dination. For example, Fan et al. [7] have presented coor-

dinated economic scheduling for a community with multi-

ple energy hubs that possess RESs, ESSs, and loads. The

coordinated EMS has been modeled in terms of a coor-

dinated bargaining game. Each energy hub has bargained

with other energy hubs about the exchanging energy and

the related price. A Pareto optimal balance has been used to

achieve a fair negotiation between all energy hubs. Fairness

is one of the major advantages of the suggested method.

The total cost has been declined by 5.5%. [137] has pre-

sented a game theory-based EMS for future residential dis-

tribution systems with high penetration of DGs. In the pro-

posed system, consumers have formed coalitions to increase

individual payoffs and overall profit. However, teams com-

pete with each other and thus, fairness is not guaranteed.

[138] has presented a transactive EMS for demand coor-

dination in a rural community-based energy system. The

coordination approach has considered the neighborhood and

consumers’ energy budget constraints. [38] has proposed a

day-ahead multi-agent coordinated HEMSs for a neighbor-

hood. The design of a dynamic price that has resulted in

HEMSs coordination can be considered as the advantage

of the proposed approach. However, the convergence abil-

ity of the algorithm has not been proved. The proposed

technique has reduced the cost and peak by 3.35% and

12.41%, respectively. [14] has studied a coordinated HEMSs

to exploit local sources potentials, offered by consumers’

flexibility, PVs, and batteries. An incentive-basedmechanism

has been employed to trade energy between neighbors

according to exchanging information about aggregated load

profile. Additionally, centralized, decentralized, baseline, and

selfish control methods have been compared. The results have

shown that the coordination between SHs can provide bene-

fits for consumers and the community. The suggested tech-

nique has reduced neighborhood consumption by 26.63%.

[139] has studied a coordinated EMS algorithm by using

both TOU pricing and feed-in-tariff with a constant incen-

tive policy to increase self-consumption in a neighborhood.

[58] has proposed single/multi objective-based models for

coordinated/uncoordinated day-ahead and real-time appli-

ances scheduling. The scheduling mechanism has intended

to reduce consumer electricity bill, decrease the interruption

time, and minimize the peak-to-average rate (PAR). The

results have shown cost and PAR reduction by up to 77%

and 27%, respectively. [140] has studied both decentralized

and centralized coordination between SHs in a community

to manage loads and reduce power losses. The results have

demonstrated a reduction of 4.2% in overall losses. [16]

has suggested a two-level hierarchical HEMS in a neighbor-

hood area. The upper-level has created coordination between

SHs, and the lower-level has guaranteed the load supplying

and minimizing the consumers’ energy costs. The coordi-

nated EMS has managed energy consumption, energy trad-

ing between SHs, energy storing, and energy generation.

The coordination approach has decreased the total energy

costs by 9.4% and has increased the SHs’ total profit by

4.55%. [141] has intended a load profile flattening through

a coordinated EMS in a neighborhood. Each agent has

decided about scheduling loads, buying, selling, or stor-

ing the electricity. The suggested trading process between

SHs is the most notable benefit of the utilized technique.

Wang et al. [142] have presented a coordination method to

coordinate battery storage units in a MG. The coordination

remarkably decreases the size of required energy storage

for large-scale integration of renewable energy resources.

The proposed technique has increased the storage units’

average utility by 130.2%. [6] has analyzed a decentralized

coordinated residential EMS to avoid rebound peak. The

aggregated load profile has been compared through three

cases, accounting for baseline (without EMS), selfish DSM

(without coordination), and coordinated DSM (with coordi-

nation). The results have illustrated load factor increment by

21% in coordinated DSM compare to the selfish one. [39]

has assessed the environmental and economic consequences

of power to gas (P2G) technology and DR program in the

coordination between power and gas systems. The results

have shown that the P2G technology and DR program have

reduced the total cost by 2.42% and 1.78%, respectively. [81]

has explored coordinated scheduling of residential distributed

energy resources in order to compromise between SHs and

net benefits. Sixteen scenarios have been studied to validate

the proposed approach which have shown a maximum cost

reduction by 49.7%. A bi-level multi-house EMS framework

has been proposed in [9] to coordinate HEMSs in a group
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TABLE 4. The summary of the main features of decomposition-based HEMSs coordination approaches.

of heterogeneous SHs. [143] has discussed an EMS for two

cooperative MGs with RESs and ESS. Furthermore, the pro-

posed method has been extended for the coordination of

several MGs. The results have explained that the coordina-

tion can reduce the required capacity of ESSs. It should be

noted that the proposed approach in [143] can be also imple-

mented for the coordination of HEMSs. A dynamic charg-

ing coordination mechanism has been introduced by [10]

for large plug-in electric vehicles (PEVs) populations in the

neighborhood areas. The proposed approach takes advan-

tage of a two-level hierarchical optimization framework to

collect the individual PEVs charging flexibility to decrease

the optimization’s computational complexity. [15] has uti-

lized a decentralized energy trading framework to coordinate

entities and optimize both the cost of aggregators and the

profit of generators. In order to analyze the uncertainty of

RESs, risk measurement has been employed. The results

have demonstrated that aggregators can increase their benefit

by 17.1% and reduce consumers’ electricity bills by 18%.

[144] has presented a multi-objective optimization to sched-

ule EVs charging and discharging. The introduced technique

has decreased the consumers’ energy cost, grid utilization,

CO2 emissions, and battery degradation by 88.2%, 90%,

34%, and 67%. [145] has developed a coordinated EMS to

minimize electricity bills of multiple houses. The case study

has encompassed RESs, ESSs, and different types of loads.

Uncertainties have been considered to model generations and

demands. [146] has studied a transactive energy coordina-

tion approach in multi-dwelling residential apartments. The

suggested coordination mechanism coordinates the energy

sharing among apartments and manages the trading of excess

energy between apartments. [147] has proposed a hierarchi-

cal coordinated day-ahead DSM for a neighborhood with

RESs. The case study has considered the utility in the upper

level, the DR aggregator in the middle level, and customers

in the lower level. The utility has minimized the operation

cost and given the relevant revenue to the DR aggregator

as a reward. Subsequently, the DR aggregator has shared

the reward between customers who has changed their profile

to decrease utility cost and peaks. The DR aggregator and

customers have maximized total benefit and social welfare,

respectively. Pareto optimality has been utilized to ensure

fairness between costumers. Considering fairness in reward

sharing is one of the benefits of the recommended manner.

[148] has designed a coordinated EMS by using dynamic

pricing that has led to individual (SH) and social optimal-

ity, simultaneously. [60] has illustrated that selfish HEMSs

may cause ineffectiveness in multiple home MGs system.
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The authors have proposed coordination between home MGs

by coordinating energy consumptions and generations. The

suggested coordination approach has quantified each player’s

importance in the coordination, which is one of the advan-

tages of the proposed coordination approach. [149] has pre-

sented a coordinated HEMSs that coordinates the ESS of

all SHs in a neighborhood. The HEMSs coordination has

minimized the total cost for the neighborhood.

VI. HEMSs COORDINATION: RESEARCH GAPS AND

FUTURE OPPORTUNITIES

In the previous sections, this survey has detailed the current

knowledge on coordinated HEMSs. It has provided a thor-

ough investigation into the coordination concept in neighbor-

hood area networks based on various categorizations. Such

an extensive analysis has led to uncover multiple challenges

and provide suggestions that are discussed in the following.

A. CONCERNS OVER HEMSs COORDINATION PROCESS

1) COORDINATION TOPOLOGY AND TECHNIQUE

Our review demonstrates that coordination techniques based

on star-connection (distributed) topology are the best fit

for the current architecture of neighborhood areas regarding

actual implementations of HEMS coordination. These coor-

dination techniques are suitable choices, particularly in the

lowest level of distribution systems where a group of resi-

dences is connected to one residential transformer. Indeed,

in coordination techniques based on distributed topology,

the coordinator can be located in the residential transformer

level. From our standpoint, algorithms such as C-ADMMand

ALADIN are competent to design a coordinated HEMS with

star-connection topology. Implementation of HEMSs coordi-

nation based on these algorithms can be considered as future

works for researchers. The C-ADMM algorithm can share

team objectives between HEMSs in the neighborhood. Team

objectives can be defined to handle neighborhood challenges

such as flattening the aggregated load profile. This algorithm

not only is fast but also has powerful convergence properties.

Moreover, HEMSs coordination through distributed topology

has several advantages over centralized ones. A distributed

coordinated HEMSs has the potential for reducing required

communication infrastructure expenses, facilitating paral-

lel computations, increasing computation speed and maxi-

mum problem scale, improving robustness, and satisfying

cyber-security standards. Additionally, it can satisfy end-

users’ privacy concerns. The proposed HEMSs coordination

structure has been shown in Fig. 8.

2) OPTIMIZATION LEVELS IN COORDINATED

NEIGHBORHOOD AREAS

In coordinated HEMSs via star-connection topology, the opti-

mization problems are formed either between aggregator and

coordinator, between coordinator and HEMSs, or inside each

HEMS. Accordingly, three different levels of optimization

can be realized that have been depicted in Fig. 9. In the first

level, the coordinator and the aggregator negotiate penalty

and reward prices. This negotiation should be fair on both

FIGURE 8. HEMSs coordination based on the distributed topology in a
neighborhood.

FIGURE 9. Optimization levels in coordinated HEMSs.

sides like a win-win game or Pareto optimality. The sec-

ond level coordinates HEMSs in order to reach team goals

and share benefits in a fair manner between agents. This

can be implemented by coordination techniques based on

C-ADMM. Finally, the last level provides the optimization

inside each HEMS, which has already been studied in the

literature. However, the optimizations between either aggre-

gator and coordinator, or coordinator and HEMSs need more

investigation.

3) COOPERATIVE LEARNING

HEMSs coordination is a research hot-spot in the smart grid.

SHs can communicate with each other in future smart neigh-

borhoods. Accordingly, their actions can affect each other.

In such a framework, the coordinator should concentrate on

neighborhood challenges rather than individual SHs’ ben-

efits. Furthermore, it should take into account the control

objective of each SH with respect to other SHs. Therefore,
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it is necessary to consider advanced cooperative learning in

coordinated HEMSs. Cooperative learning can be used for

modeling neighborhood areas, designing price policies, and

handling neighborhood challenges. However, few researches

have studied cooperative learning for HEMSs coordination.

4) ROBUST COORDINATION

Coordination algorithms based on fully-distributed topology

are recommended for maximizing the operation robustness in

neighborhood areas. Fully-distributed topology uses neither a

central entity nor a coordinator, which increases robustness,

especially in cases with HEMSs or communications failures.

Decomposition techniques based on APP, PMP, C+I, and

OCD are suitable for creating a coordinated HEMS with

fully-distributed topology. The effect of these techniques on

the robustness of coordinated HEMSs can be investigated in

future researches.

5) FEDERATED REINFORCEMENT LEARNING

HEMSs coordination can be developed by using machine

learning approaches such as reinforcement learning (RL) to

manipulate time-varying operation conditions in the neigh-

borhood region [150]. However, this development requires

a large amount of data to train SHs energy consumption

models and increase HEMSs computation capabilities. From

our perspective, a distributed machine learning structure

based on federated reinforcement learning (FRL) [151], [152]

approach can deal with such a situation. In FRL-based HEMS

coordination techniques, a global server creates a global

model based on SHs local models. Each SH creates its model

and sends it to the global server. Afterward, the global server

collects the local models, updates the global model, and

broadcasts it across SHs. In this iterative process, SHs use

the new global model to recreate their local models until they

obtain the desired model. In this approach, the global server

does not need local data sharing, which ensures consumers

data privacy. Fig. 10 illustrates the suggested FRL-based

HEMS coordination structure. The FRL-based HEMS coor-

dination may constitute the object of future studies.

6) NEW ASSETS IN NEIGHBORHOOD AREAS

Analyzing the coordination problem in neighborhood areas

with integrated RESs, EVs, and ESSs is another lack of

the relevant studies. These systems can provide agents with

services that result in another type of coordination. To be

exact, they enable agents to trade energy according to their

services schedules. Without these facilities, HEMSs can be

coordinated only based on the information of their loads.

Two types of coordination processes should be considered

for HEMSs. The first one handles SHs load scheduling coor-

dination, and the second one takes care of energy trading

coordination between SHs. Further studies should investigate

these two coordination classes.

7) NEIGHBORHOOD UNCERTAINTIES

Dealing with uncertainties is another difficulty with the coor-

dination of SHs. Uncertainties can be caused by consumers’

actions, loads, distributed RESs, and weather forecasting.

FIGURE 10. Federated reinforcement learning in coordinated HEMSs.

This difficulty stimulates the utilization of stochastic and

probabilistic approaches to develop coordinated HEMSs. The

uncertainties can be modeled by probabilistic estimation of

neighborhood load demand. Moreover, an uncertainty set can

be used to model RESs uncertainties. Neighborhood uncer-

tainty is an issue for future research to explore.

8) ENVIRONMENTAL ISSUES

Several papers have discussed environmental issues without

considering any related terms in their cost functions that

can represent the relationship between environmental indexes

and coordination. For example, it is possible to model the

environmental index related to CO2 emissions as a tax and

add it to electricity prices or cost function. Environmental

issues should be considered in cost functions designing. In the

literature, few studies have dealt with environmental indexes

in HEMSs coordination problem.

9) BLOCKCHAIN TECHNOLOGY

A blockchain is an updated list of blocks that are connected

by cryptography in a decentralized network [153]–[155].

Each block saves data about transactions, participants, and

hash code (to be distinguished from other blocks). The

blockchain technology can be used to secure SHs data

transmission/storage in HEMSs coordination. A blockchain

stores data in a decentralized computer network instead of

a central database. This, in turn, leads to secure, private,

anonymous, and efficient transactions. A blockchain struc-

ture of coordinated HEMSs has been illustrated in Fig. 11.

In HEMSs coordination through a distributed structure, two

types of blockchains are required to ensure data safety and

protect consumers’ information. First, the coordinator private

blockchains save information of each SHs such as consump-

tion profile and consumer behavior. Second, the aggregator

consortium blockchains save searchable indexes. Private and

public information of each neighborhood are recorded by the

server. The public data creates a public index, and private

data is encrypted and generates a secure index. The informa-

tion is transmitted to the corresponding coordinator private

blockchains. The searchable indexes are transmitted to the

aggregator consortium blockchains. It should be noted that

SHs can use public information as a database. This provides

a good starting point for discussions and further researches

on using blockchain technology in coordinated HEMSs.
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FIGURE 11. Blockchain technology in coordinated HEMSs.

B. PLAYERS CONCERNS

1) PARTICIPANTS’ PRIVACY

Sharing data between coordinated HEMSs causes privacy to

become an essential challenge of coordination in neighbor-

hood areas. Actually, coordination mechanisms for improv-

ing utilities and end-users’ benefits whilemaintaining privacy

standards have not been fairly taken into consideration. Inno-

vative coordination approaches can compromise between pri-

vacy concerns and coordinated HEMSs operations. From

our perspective, coordination techniques based on distributed

topologies with partial data sharing can be utilized as a

possible solution to guarantee consumers’ privacy. Another

creative solution for this concern is to use a federated rein-

forcement learning (FRL) method by developing distributed

deep reinforcement learning models [151]. In this approach,

the coordinator server and SHs exchange global (neighbor-

hood) and local models. The HEMSs coordination based

on FRL ensures consumers’ data privacy and decreases the

amount of exchanged data. Moreover, the blockchain tech-

nology can be adopted for data transmission to ensure neigh-

borhood data integrity and security [152], [153], [155]. Fur-

ther works are certainly required to investigate the suggested

solutions to guarantee consumers’ privacy.

2) FAIRNESS IN COORDINATION

Fairness is another issue of coordinated HEMSs that needs

more attention. Homes receive rewards or penalties from

coordinator, aggregator, or utility for their teamwork under a

coordination scheme. Therefore, it is necessary to fairly share

these rewards or penalties between agents. The fairness can be

achieved through a mechanism that is capable of measuring

the effort of each home for coordination regarding the others.

However, designing a fair structure is challenging because of

complications related to quantifying the efforts and defining

a common goal, and it needs further investigation.

3) INDIVIDUAL AND SOCIAL GOALS

Realizing a compromise between individual and social goals

for every home cost function is a crucial research gap in

coordinated HEMSs. Generally, users utilize individual and

coordination indexes to prioritize personal and social terms.

Accordingly, a HEMS must decide on the term that should

have priority according to user participation level in coordi-

nation. An adaptive decision-making process can be utilized

that is updated based on approaches like multi-level opti-

mization, in which the upper-level revises information and

goals. Indeed, defining applicable individual and coordina-

tion indexes for each cost function of coordinated HEMSs

needs more analysis.

4) HOMOGENEOUS AND HETEROGENEOUS SHs

The coordination problem can be exercised in homogeneous

and heterogeneous neighborhood areas. However, coordina-

tion between heterogeneous consumers is more complicated

than homogeneous ones. For example, agents with different

sizes (big and small) or diverse dynamics (slow and fast)

are difficult to coordinate. These differences can influence

fairness between agents. Although small consumers demand

a lower amount of energy, their efforts at coordination can

be higher than big users. Thus, achieving a fair mecha-

nism for heterogeneous HEMSs is complex and needs more

exploration.

5) IMPLICIT AND EXPLICIT COORDINATION

Implicit and explicit coordination refers to the level of infor-

mation that is broadcast by agents. In fact, agents can either

hide data or share it completely or partially. These categories

of coordination should be studied in future works as they have

not been investigated in the related surveys including this one.

To be precise, no study has examined the impact of implicit

and explicit coordination on costumers’ decisions, electricity

bills, and aggregated demand profile flatness.

6) UNTRUTHFUL STATEMENTS BY SHs

Untruthful statements in shared information between agents

is another concern about coordinated HEMSs that require

more research. Indeed, agents possess private information

and thus, they can intend either untruthful statements (explicit

deception) or information revealing actions (implicit decep-

tion) [156]. Consequently, analyzing possible solutions to

deception is an important matter for coordinated HEMSs.

C. IMPLEMENTATION PREREQUISITES

1) FEEDBACK MECHANISM

A feedback mechanism is necessary to ensure that HEMSs

follow the coordination plan. This mechanism examines the

degree of each home to pursue planned actions. However,

a system that can examine the inverse procedure, which is

the effect of not following planned actions on coordination

and decision of other agents, has not been studied. Moreover,

it is challenging to find a clear relationship between agents’

decisions or social goals. Consequently, designing a feedback

mechanism can help to avoid this issue. In addition, it might

prove an important area for future research.
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TABLE 5. The summary of research gaps and future opportunities for HEMSs coordination in four categories: Concerns in coordination process, Players
concerns, Prerequisites, and Mathematical issues.

2) TEST-BENCHES AND DATABASES IN COORDINATED

HEMSs

The shortage of data and test-benches for coordinated

HEMSs studies can be attributed to the lack of proper

databases. The rules regarding privacy rights and confiden-

tiality agreements aggravate the situation and make it more

challenging to use consumers’ data for creating a database.

A suitable process for constructing proficient databases is

an essential prerequisite for conducting valuable research on

neighborhood areas coordination. An efficient database pro-

vides the opportunity to use powerful tools such as machine

learning for HEMSs coordination analyses. The benefits of

proficient databases warrant further works for making one.

3) OTHER
It should be noted that prices, legislation, policies, especially

on privacy and trading rules between prosumers and con-

sumers as well as standardization of technologies are other

major concerns about coordinated HEMSs implementation.

D. MATHEMATICAL CONCERNS

1) COORDINATION CONVERGENCE

The convergence rate of coordination algorithms is another

challenge that should be considered in future studies. One of

the critical issues related to an algorithm convergence is the

required number of iterations, particularly for on-line applica-

tions with limited processing time. Normally, quadratic terms

are employed to enhance the convergence rate since they are

powerful to convexify a coordination problem.

2) CONVEX COST FUNCTIONS

It is necessary to formulate the coordination problem by

convex objective functions to ensure the convergence of a

solution. Convex optimization in coordinated HEMSs needs

more investigation [157]. The cost function should have an

innovative design to represent coordination goals and satisfy

convexity.
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Table 5 summarizes the above discussion and provides

an overview of research gaps and future opportunities for

HEMSs coordination.

VII. CONCLUSION

The growing presence of selfish HEMSs in neighborhood

areas causes undesirable effects such as rebound peaks,

instabilities, and contingencies. The concept of coordinated

HEMSs is recommended for avoiding these effects and

fulfilling local objectives such as flattening neighborhood

aggregated load profiles and decreasing consumers elec-

tricity bills. Other applications of HEMSs coordination are

facilitating energy trading, diminishing reverse power flow,

managing distributed energy resources, and modifying con-

sumers’ consumption/generation patterns. This concept has

recently become a research hot-spot in the smart grid due

to its potential for mitigating grid stress without significant

investments. This paper has surveyed the latest researches

on HEMSs coordination. It has classified the various coor-

dination topologies, techniques, and their applications. This

work has classified and analyzed coordination techniques

according to their utilization of decomposition concepts. The

main features, advantages, and disadvantages of the meth-

ods have been highlighted. Research gaps and future oppor-

tunities have been clarified over the coordination process,

players’ concern, implementation prerequisites, and mathe-

matical issues. From our standpoint, coordination techniques

based on distributed topology are the best fit for neigh-

borhood areas’ architecture. Furthermore, coordination algo-

rithms based on C-ADMM and ALADIN are competent to

design a coordinated HEMSs with distributed topology. The

distributed HEMSs coordination simplifies the computations,

increases the processing speed, satisfies data privacy require-

ments, guarantees cyber-security standards, and increases

the neighborhood robustness. Results have proven that the

consumer and the service provider are benefited through

HEMSs coordination. The reported results show electricity

bill reductions between 5% and 30%. This systematic review

can assist researchers with conducting practical analyses on

HEMSs coordination.

ACKNOWLEDGMENT

The authors would like to thank the Laboratoire des technolo-

gies de l’énergie d’Hydro-Québec, the Natural Science and

Engineering Research Council of Canada, and the Foundation

of Université du Québec à Trois-Rivières.

REFERENCES

[1] J. Olivier and J. Peters, ‘‘Trends in global CO2 and total greenhouse gas

emissions,’’ PBL Netherlands Environ. Assessment Agency, vol. 2020,
p. 70, Feb. 2020. [Online]. Available: https://www.pbl.nl/en

[2] S. Nižetić, N. Djilali, A. Papadopoulos, and J. J. Rodrigues, ‘‘Smart

technologies for promotion of energy efficiency, utilization of sustain-

able resources and waste management,’’ J. Cleaner Prod., vol. 231,
pp. 565–591, Sep. 2019.

[3] R. M. Elavarasan, G. Shafiullah, S. Padmanaban, N. M. Kumar, A.

Annam, A. M. Vetrichelvan, L. Mihet-Popa, and J. B. Holm-Nielsen, ‘‘A

comprehensive review on renewable energy development, challenges, and

policies of leading Indian states with an international perspective,’’ IEEE
Access, vol. 8, pp. 74432–74457, 2020.

[4] F. Nadeem, S. M. Hussain, P. K. Tiwari, A. K. Goswami, and T. S. Ustun,

‘‘Comparative review of energy storage systems, their roles, and impacts

on future power systems,’’ IEEE Access, vol. 7, pp. 4555–4585, 2019.

[5] J. Prachi. Definition of Coordination. Accessed: Feb. 4, 2020. [Online].
Available: https://www.managementstudyguide.com/coordination.htm

[6] A. Safdarian, M. Fotuhi-Firuzabad, and M. Lehtonen, ‘‘Optimal residen-

tial load management in smart grids: A decentralized framework,’’ IEEE
Trans. Smart Grid, vol. 7, no. 4, pp. 1836–1845, Jul. 2016. [Online].
Available: http://ieeexplore.ieee.org/document/7202880/

[7] S. Fan, Z. Li, J. Wang, L. Piao, and Q. Ai, ‘‘Cooperative economic

scheduling for multiple energy hubs: A bargaining game theoretic per-

spective,’’ IEEE Access, vol. 6, pp. 27777–27789, 2018.

[8] A. Khalid, N. Javaid, M. Guizani, M. Alhussein, K. Aurangzeb, and

M. Ilahi, ‘‘Towards dynamic coordination among home appliances

using multi-objective energy optimization for demand side manage-

ment in smart buildings,’’ IEEE Access, vol. 6, pp. 19509–19529,

Jan. 2018.

[9] B. Zhou, Y. Cao, C. Li, Q. Wu, N. Liu, S. Huang, and H. Wang, ‘‘Many-

criteria optimality of coordinated demand response with heterogeneous

households,’’ Energy, vol. 207, Sep. 2020, Art. no. 118267.

[10] Z. Yi, D. Scoffield, J. Smart, A. Meintz, M. Jun, M. Mohanpurkar, and

A. Medam, ‘‘A highly efficient control framework for centralized

residential charging coordination of large electric vehicle popula-

tions,’’ Int. J. Electr. Power Energy Syst., vol. 117, May 2020,

Art. no. 105661. [Online]. Available: https://linkinghub.elsevier.com/

retrieve/pii/S0142061519321775

[11] Z. Cheng, Z. Li, J. Liang, J. Si, L. Dong, and J. Gao, ‘‘Distributed

coordination control strategy for multiple residential solar PV systems

in distribution networks,’’ Int. J. Elect. Power Energy Syst., vol. 117,
May 2020, Art. no. 105660.

[12] M. Kersic, T. Bocklisch, M. Böttiger, and L. Gerlach, ‘‘Coordination

mechanism for PV battery systems with local optimizing energy man-

agement,’’ Energies, vol. 13, no. 3, p. 611, Jan. 2020. [Online]. Available:
https://www.mdpi.com/1996-1073/13/3/611

[13] A. Kargarian, J. Mohammadi, J. Guo, S. Chakrabarti, M. Barati, G. Hug,

S. Kar, and R. Baldick, ‘‘Toward distributed/decentralized DC optimal

power flow implementation in future electric power systems,’’ IEEE
Trans. Smart Grid, vol. 9, no. 4, pp. 2574–2594, Jul. 2018.

[14] B. Celik, R. Roche, D. Bouquain, A. Miraoui, T. Hansen, and

S. Suryanarayanan, ‘‘Increasing local renewable energy use in smart

neighborhoods through coordinated trading,’’ in Cyber-Physical-Social
Systems and Constructs in Electric Power Engineering. Edison, NJ, USA:
Institution of Engineering and Technology, 2016, ch. 9.

[15] S. Bahrami and M. H. Amini, ‘‘A decentralized trading algorithm for an

electricity market with generation uncertainty,’’ Appl. Energy, vol. 218,
pp. 520–532, May 2018.

[16] H. R. Gholinejad, A. Loni, J. Adabi, and M. Marzband, ‘‘A hierarchical

energy management system for multiple home energy hubs in neighbor-

hood grids,’’ J. Building Eng., vol. 28, Mar. 2020, Art. no. 101028.

[17] Pando–LO3 Energy. Accessed: Sep. 25, 2020. [Online]. Available:

https://lo3energy.com/pando/

[18] L. Energy. (2020). Brooklyn Microgrid–Community Powered Energy.
Accessed: Sep. 25, 2020. [Online]. Available: https://www.brooklyn.

energy/ and https://www.brooklyn.energy/

[19] Say hello to Hilo! | Hydro-Quèbec. Accessed: Sep. 25, 2020. [Online].
Available: https://www.hydroquebec.com/hilo/en/

[20] M. Jadidbonab, B. Mohammadi-Ivatloo, M. Marzband, and P.

Siano, ‘‘Short-term self-scheduling of virtual energy hub plant

within thermal energy market,’’ IEEE Trans. Ind. Electron.,
vol. 68, no. 4, pp. 3124–3136, Apr. 2021. [Online]. Available:

https://ieeexplore.ieee.org/document/9032308/

[21] OpenADR. About OpenADR. Accessed: Sep. 25, 2020. [Online]. Avail-
able: http://www.openadr.org/overview

[22] VOLTTRON Documentation!—VOLTTRON 7.0 Release Candidate
Documentation. Accessed: Sep. 25, 2020. [Online]. Available:

https://volttron.readthedocs.io/en/develop/

[23] M. Ghorbanian, S. H. Dolatabadi, M. Masjedi, and P. Siano, ‘‘Communi-

cation in smart grids: A comprehensive review on the existing and future

communication and information infrastructures,’’ IEEE Syst. J., vol. 13,
no. 4, pp. 4001–4014, Dec. 2019.

[24] B. Mohandes, M. S. E. Moursi, N. Hatziargyriou, and S. E. Khatib, ‘‘A

review of power system flexibility with high penetration of renewables,’’

IEEE Trans. Power Syst., vol. 34, no. 4, pp. 3140–3155, Jul. 2019.

VOLUME 9, 2021 36439



F. Etedadi Aliabadi et al.: Coordination of Smart HEMSs in Neighborhood Areas: A Systematic Review

[25] X. Lu, K. Zhou, X. Zhang, and S. Yang, ‘‘A systematic review of supply

and demand side optimal load scheduling in a smart grid environment,’’

J. Cleaner Prod., vol. 203, pp. 757–768, Dec. 2018.
[26] J. S. Vardakas, N. Zorba, and C. V. Verikoukis, ‘‘A survey on demand

response programs in smart grids: Pricing methods and optimization

algorithms,’’ IEEE Commun. Surveys Tuts., vol. 17, no. 1, pp. 152–178,
1st Quart., 2015. [Online]. Available: https://ieeexplore.ieee.

org/document/6861959/

[27] H. T. Haider, O. H. See, and W. Elmenreich, ‘‘A review of residential

demand response of smart grid,’’ Renew. Sustain. Energy Rev., vol. 59,
pp. 166–178, Jun. 2016.

[28] H. Shareef, M. S. Ahmed, A. Mohamed, and E. Al Hassan, ‘‘Review

on home energy management system considering demand responses,

smart technologies, and intelligent controllers,’’ IEEE Access, vol. 6,
pp. 24498–24509, 2018.

[29] B. H. Kim and R. Baldick, ‘‘A comparison of distributed optimal power

flow algorithms,’’ IEEE Trans. Power Syst., vol. 15, no. 2, pp. 599–604,
May 2000.

[30] D. K. Molzahn, F. Dorfler, H. Sandberg, S. H. Low, S. Chakrabarti,

R. Baldick, and J. and Lavaei, ‘‘A survey of distributed optimization and

control algorithms for electric power systems,’’ IEEE Trans. Smart Grid,
vol. 8, no. 6, pp. 2941–2962, Nov. 2017.

[31] Y. Wang, S. Wang, and L. Wu, ‘‘Distributed optimization approaches for

emerging power systems operation: A review,’’ Electric Power Syst. Res.,
vol. 144, pp. 127–135, Mar. 2017.

[32] A. S. Al-Sumaiti, M. Salama, M. El-Moursi, T. S. Alsumaiti, and

M. Marzband, ‘‘Enabling electricity access: Revisiting load models for

AC-grid operation—Part I,’’ IET Gener., Transmiss. Distrib., vol. 13,
no. 12, pp. 2563–2571, 2019.

[33] B. Celik, R. Roche, S. Suryanarayanan, D. Bouquain, and A. Miraoui,

‘‘Electric energy management in residential areas through coordina-

tion of multiple smart homes,’’ Renew. Sustain. Energy Rev., vol. 80,
pp. 260–275, Dec. 2017.

[34] M. Hu, F. Xiao, and S. Wang, ‘‘Neighborhood-level coordination and

negotiation techniques for managing demand-side flexibility in resi-

dential microgrids,’’ Renew. Sustain. Energy Rev., vol. 135, Jan. 2021,
Art. no. 110248. [Online]. Available: https://linkinghub.elsevier.com/

retrieve/pii/S1364032120305372

[35] N. T. Mbungu, R. M. Naidoo, R. C. Bansal, and V. Vahidinasab,

‘‘Overview of the optimal smart energy coordination for microgrid appli-

cations,’’ IEEE Access, vol. 7, pp. 163063–163084, 2019.
[36] J. Guerrero, D. Gebbran, S. Mhanna, A. C. Chapman, and G. Verbič,

‘‘Towards a transactive energy system for integration of distributed energy

resources: Home energy management, distributed optimal power flow,

and peer-to-peer energy trading,’’ Renew. Sustain. Energy Rev., vol. 132,
Oct. 2020, Art. no. 110000.

[37] M. Beaudin and H. Zareipour, ‘‘Home energy management systems:

A review of modelling and complexity,’’ Renew. Sustain. Energy Rev.,
vol. 43, pp. 318–335, May 2015.

[38] B. Celik, R. Roche, D. Bouquain, and A. Miraoui, ‘‘Decentralized

neighborhood energy management with coordinated smart home energy

sharing,’’ IEEE Trans. Smart Grid, vol. 9, no. 6, pp. 6387–6397,

Nov. 2018. [Online]. Available: https://ieeexplore.ieee.org/document/

7937821/

[39] M. Nazari-Heris, M. A. Mirzaei, B. Mohammadi-Ivatloo, M. Marzband,

and S. Asadi, ‘‘Economic-environmental effect of power to gas technol-

ogy in coupled electricity and gas systems with price-responsive shiftable

loads,’’ J. Cleaner Prod., vol. 244, Jan. 2020, Art. no. 118769.
[40] M. A. Mirzaei, A. Sadeghi-Yazdankhah, B. Mohammadi-Ivatloo,

M. Marzband, M. Shafie-khah, and J. P. S. Catalão, ‘‘Integration of

emerging resources in IGDT-based robust scheduling of combined power

and natural gas systems considering flexible ramping products,’’ Energy,
vol. 189, Dec. 2019, Art. no. 116195.

[41] M. A. Mirzaei, M. Hemmati, K. Zare, M. Abapour,

B. Mohammadi-Ivatloo, M. Marzband, and A. Anvari-Moghaddam,

‘‘A novel hybrid two-stage framework for flexible bidding strategy of

reconfigurable micro-grid in day-ahead and real-time markets,’’ Int.
J. Electr. Power Energy Syst., vol. 123, Dec. 2020, Art. no. 106293.

[42] M. A. Mirzaei, M. Nazari-Heris, K. Zare, B. Mohammadi-Ivatloo,

M. Marzband, S. Asadi, and A. Anvari-Moghaddam, ‘‘Evaluating

the impact of multi-carrier energy storage systems in optimal oper-

ation of integrated electricity, gas and district heating networks,’’

Appl. Thermal Eng., vol. 176, Jul. 2020, Art. no. 115413, doi:

10.1016/j.applthermaleng.2020.115413.

[43] F. Safdarian, O. Ciftci, and A. Kargarian, ‘‘A time decomposition and

coordination strategy for power systemmulti-interval operation,’’ inProc.
IEEE Power Energy Soc. Gen. Meeting (PESGM), Portland, OR, USA,
Aug. 2018, pp. 1–5, doi: 10.1109/PESGM.2018.8585766.

[44] A. Engelmann, Y. Jiang, T. Muhlpfordt, B. Houska, and T. Faulwasser,

‘‘Toward distributed OPF using ALADIN,’’ IEEE Trans. Power Syst.,
vol. 34, no. 1, pp. 584–594, Jan. 2019.

[45] Z. Tan, P. Yang, and A. Nehorai, ‘‘An optimal and distributed demand

response strategy with electric vehicles in the smart grid,’’ IEEE Trans.
Smart Grid, vol. 5, no. 2, pp. 861–869, Mar. 2014. [Online]. Available:

http://ieeexplore.ieee.org/document/6728731/

[46] J. do Prado, W. Qiao, L. Qu, and J. Agüero, ‘‘The next-generation retail

electricity market in the context of distributed energy resources: Vision

and integrating framework,’’ Energies, vol. 12, no. 3, p. 491, Feb. 2019.
[Online]. Available: http://www.mdpi.com/1996-1073/12/3/491

[47] Energy |European Commission. Accessed: Oct. 9, 2020. [Online].

Available: https://ec.europa.eu/energy/home_en
[48] N. Gatsis and G. B. Giannakis, ‘‘Residential load control: Distributed

scheduling and convergence with lost AMI messages,’’ IEEE Trans.
Smart Grid, vol. 3, no. 2, pp. 770–786, Jun. 2012.

[49] M. Beaudin, H. Zareipour, and A. Schellenberg, ‘‘A framework for mod-

elling residential prosumption devices and electricity tariffs for residential

demand response,’’ in Proc. IEEE Gen. Meeting Power Energy Soc.,
Portland, OR, USA, Aug. 2018, doi: 10.1109/PESGM.2018.8585766.

[50] A.-H. Mohsenian-Rad and A. Leon-Garcia, ‘‘Optimal residential load

control with price prediction in real-time electricity pricing environ-

ments,’’ IEEE Trans. Smart Grid, vol. 1, no. 2, pp. 120–133, Sep. 2010.
[51] A. Agnetis, G. de Pascale, P. Detti, and A. Vicino, ‘‘Load scheduling for

household energy consumption optimization,’’ IEEE Trans. Smart Grid,
vol. 4, no. 4, pp. 2364–2373, Dec. 2013.

[52] A. Anvari-Moghaddam, H.Monsef, and A. Rahimi-Kian, ‘‘Cost-effective

and comfort-aware residential energy management under different pric-

ing schemes and weather conditions,’’ Energy Buildings, vol. 86,

pp. 782–793, Jan. 2015.
[53] A. Anvari-Moghaddam, H.Monsef, andA. Rahimi-Kian, ‘‘Optimal smart

home energy management considering energy saving and a comfortable

lifestyle,’’ IEEE Trans. Smart Grid, vol. 6, no. 1, pp. 324–332, Jan. 2015.
[54] S. Salinas, M. Li, and P. Li, ‘‘Multi-objective optimal energy consump-

tion scheduling in smart grids,’’ IEEE Trans. Smart Grid, vol. 4, no. 1,
pp. 341–348, Mar. 2013.

[55] O. A. Sianaki and M. A. S. Masoum, ‘‘A multi-agent intelligent

decision making support system for home energy management

in smart grid: A fuzzy TOPSIS approach,’’ Multiagent Grid
Syst., vol. 9, no. 3, pp. 181–195, Sep. 2013. [Online]. Available:

https://www.medra.org/servlet/aliasResolver?alias=iospress&

doi=10.3233/MGS-130205
[56] M. C. Bozchalui, S. A. Hashmi, H. Hassen, C. A. Canizares, and

K. Bhattacharya, ‘‘Optimal operation of residential energy hubs in smart

grids,’’ IEEE Trans. Smart Grid, vol. 3, no. 4, pp. 1755–1766, Dec. 2012.
[57] N. Hassan, M. Pasha, C. Yuen, S. Huang, and X. Wang, ‘‘Impact

of scheduling flexibility on demand profile flatness and user incon-

venience in residential smart grid system,’’ Energies, vol. 6, no. 12,
pp. 6608–6635, Dec. 2013. [Online]. Available: http://www.mdpi.com/

1996-1073/6/12/6608
[58] Z. A. Khan, A. Khalid, N. Javaid, A. Haseeb, T. Saba, and M. Shafiq,

‘‘Exploiting nature-inspired-based artificial intelligence techniques for

coordinated day-ahead scheduling to efficiently manage energy in smart

grid,’’ IEEE Access, vol. 7, pp. 140102–140125, 2019.
[59] N. G. Paterakis, O. Erdinc, I. N. Pappi, A. G. Bakirtzis, and

J. P. S. Catalao, ‘‘Coordinated operation of a neighborhood of smart

households comprising electric vehicles, energy storage and distributed

generation,’’ IEEE Trans. Smart Grid, vol. 7, no. 6, pp. 2736–2747,
Nov. 2016.

[60] M. Marzband, F. Azarinejadian, M. Savaghebi, E. Pouresmaeil,

J. M. Guerrero, and G. Lightbody, ‘‘Smart transactive energy framework

in grid-connectedmultiple homemicrogrids under independent and coali-

tion operations,’’ Renew. Energy, vol. 126, pp. 95–106, Oct. 2018.
[61] A. Anvari-Moghaddam, A. Rahimi-Kian, M. S. Mirian, and J. M. Guer-

rero, ‘‘A multi-agent based energy management solution for integrated

buildings and microgrid system,’’ Appl. Energy, vol. 203, pp. 41–56,
Oct. 2017.

[62] A. Anvari-Moghaddam, J. M. Guerrero, J. C. Vasquez, H. Monsef,

and A. Rahimi-Kian, ‘‘Efficient energy management for a grid-tied

residential microgrid,’’ IET Gener., Transmiss. Distrib., vol. 11, no. 11,
pp. 2752–2761, Aug. 2017. https://digital-library.theiet.org/content/

journals/10.1049/iet-gtd.2016.1129

36440 VOLUME 9, 2021

http://dx.doi.org/10.1016/j.applthermaleng.2020.115413
http://dx.doi.org/10.1109/PESGM.2018.8585766
http://dx.doi.org/10.1109/PESGM.2018.8585766


F. Etedadi Aliabadi et al.: Coordination of Smart HEMSs in Neighborhood Areas: A Systematic Review

[63] J. V. Paatero and P. D. Lund, ‘‘A model for generating

household electricity load profiles,’’ Int. J. Energy Res.,
vol. 30, no. 5, pp. 273–290, Apr. 2006. [Online]. Available:

https://onlinelibrary.wiley.com/doi/full/10.1002/er.1136 and [Online].

Available: https://onlinelibrary.wiley.com/doi/abs/10.1002/er.1136 and

[Online]. Available: https://onlinelibrary.wiley.com/doi/10.1002/er.1136

and [Online]. Available: http://doi.wiley.com/10.1002/er.1136
[64] G. T. Costanzo, G. Zhu, M. F. Anjos, and G. Savard, ‘‘A system archi-

tecture for autonomous demand side load management in smart build-

ings,’’ IEEE Trans. Smart Grid, vol. 3, no. 4, pp. 2157–2165, Dec. 2012.
[Online]. Available: http://ieeexplore.ieee.org/document/6376273/

[65] Z. Chen and L. Wu, ‘‘Residential appliance DR energy management

with electric privacy protection by online stochastic optimization,’’ IEEE
Trans. Smart Grid, vol. 4, no. 4, pp. 1861–1869, Dec. 2013. [Online].
Available: http://ieeexplore.ieee.org/document/6522908/

[66] P. Scott, S. Thiébaux, M. van den Briel, and P. Van Hentenryck, ‘‘Res-

idential demand response under uncertainty,’’ in Lecture Notes in Com-
puter Science (Including Subseries Lecture Notes in Artificial Intelligence
and Lecture Notes in Bioinformatics) (Lecture Notes in Computer Sci-

ence), vol. 8124. Berlin, Germany: Springer, 2013, pp. 645–660, doi:

10.1007/978-3-642-40627-0_48.
[67] Z. Chen, L. Wu, and Y. Fu, ‘‘Real-time price-based demand response

management for residential appliances via stochastic optimization

and robust optimization,’’ IEEE Trans. Smart Grid, vol. 3, no. 4,

pp. 1822–1831, Dec. 2012. [Online]. Available: http://ieeexplore.ieee.

org/document/6311454/
[68] Y.-Y. Hong, J.-K. Lin, C.-P. Wu, and C.-C. Chuang, ‘‘Multi-objective

air-conditioning control considering fuzzy parameters using immune

clonal selection programming,’’ IEEE Trans. Smart Grid, vol. 3, no. 4,
pp. 1603–1610, Dec. 2012.

[69] J. L. Mathieu, M. G. Vaya, and G. Andersson, ‘‘Uncertainty in the

flexibility of aggregations of demand response resources,’’ in Proc.
39th Annu. Conf. IEEE Ind. Electron. Soc. (IECON), Nov. 2013,

pp. 8052–8057.
[70] T. T. Kim and H. V. Poor, ‘‘Scheduling power consumption with price

uncertainty,’’ IEEE Trans. Smart Grid, vol. 2, no. 3, pp. 519–527,

Sep. 2011.
[71] A.-H. Mohsenian-Rad, V. W. S. Wong, J. Jatskevich, R. Schober, and

A. Leon-Garcia, ‘‘Autonomous demand-side management based on

game-theoretic energy consumption scheduling for the future smart grid,’’

IEEE Trans. Smart Grid, vol. 1, no. 3, pp. 320–331, Dec. 2010.
[72] Z. Yu, L. Jia, M. C. Murphy-Hoye, A. Pratt, and L. Tong, ‘‘Modeling

and stochastic control for home energy management,’’ IEEE Trans. Smart
Grid, vol. 4, no. 4, pp. 2244–2255, Dec. 2013.

[73] X. Chen, T. Wei, and S. Hu, ‘‘Uncertainty-aware household appliance

scheduling considering dynamic electricity pricing in smart home,’’ IEEE
Trans. Smart Grid, vol. 4, no. 2, pp. 932–941, Jun. 2013.

[74] S. Ghaemi, J. Salehi, and F. Hamzeh Aghdam, ‘‘Risk aversion energy

management in the networked microgrids with presence of renew-

able generation using decentralised optimisation approach,’’ IET Renew.
Power Gener., vol. 13, no. 7, pp. 1050–1061, May 2019.

[75] K. M. Tsui and S. C. Chan, ‘‘Demand response optimization for smart

home scheduling under real-time pricing,’’ IEEE Trans. Smart Grid,
vol. 3, no. 4, pp. 1812–1821, Dec. 2012.

[76] S. Moon and J.-W. Lee, ‘‘Multi-residential demand response schedul-

ing with multi-class appliances in smart grid,’’ IEEE Trans. Smart
Grid, vol. 9, no. 4, pp. 2518–2528, Jul. 2018. [Online]. Available:

https://ieeexplore.ieee.org/document/7579628/
[77] B. Wang, Y. Li, W. Ming, and S. Wang, ‘‘Deep reinforcement learning

method for demand response management of interruptible load,’’ IEEE
Trans. Smart Grid, vol. 11, no. 4, pp. 3146–3155, Jul. 2020.

[78] E. Matallanas, M. Castillo-Cagigal, A. Gutiérrez, F. Monasterio-Huelin,

E. Caamaño-Martín, D. Masa, and J. Jiménez-Leube, ‘‘Neural network

controller for active demand-side management with PV energy in the

residential sector,’’ Appl. Energy, vol. 91, no. 1, pp. 90–97, Mar. 2012.
[79] X. Guan, Z. Xu, and Q.-S. Jia, ‘‘Energy-efficient buildings facilitated

by microgrid,’’ IEEE Trans. Smart Grid, vol. 1, no. 3, pp. 243–252,
Dec. 2010.

[80] M. Beaudin, H. Zareipour, A. Kiani Bejestani, and A. Schellenberg,

‘‘Residential energy management using a two-horizon algorithm,’’ IEEE
Trans. Smart Grid, vol. 5, no. 4, pp. 1712–1723, Jul. 2014.

[81] M. A. A. Pedrasa, T. D. Spooner, and I. F. MacGill, ‘‘Coordi-

nated scheduling of residential distributed energy resources to optimize

smart home energy services,’’ IEEE Trans. Smart Grid, vol. 1, no. 2,
pp. 134–143, Sep. 2010.

[82] U.S. Department of Energy. Benefits of Demand Response in
Electricity Markets and Recommendations for Achieving Them. A
Report to the United States Congress Pursuant to Section 1252 of
the Energy Policy Act of 2005 | U.S. DOE. [Online]. Available:

https://www.energy.gov/sites/prod/files/oeprod/DocumentsandMedia/

DOE_Benefits_of_Demand_Response_in_Electricity_Markets_and_

Recommendations_for_Achieving_Them_Report_to_Congress.pdf
[83] Z. Zhang andM.-Y. Chow, ‘‘Convergence analysis of the incremental cost

consensus algorithm under different communication network topologies

in a smart grid,’’ IEEE Trans. Power Syst., vol. 27, no. 4, pp. 1761–1768,
Nov. 2012.

[84] B. V. Solanki, A. Raghurajan, K. Bhattacharya, and C. A. Canizares,

‘‘Including smart loads for optimal demand response in integrated energy

management systems for isolated microgrids,’’ IEEE Trans. Smart Grid,
vol. 8, no. 4, pp. 1739–1748, Jul. 2017.

[85] T. M. Hansen, R. Roche, S. Suryanarayanan, A. A. Maciejewski, and

H. J. Siegel, ‘‘Heuristic optimization for an aggregator-based resource

allocation in the smart grid,’’ IEEE Trans. Smart Grid, vol. 6, no. 4,
pp. 1785–1794, Jul. 2015.

[86] A. Ouammi, ‘‘Optimal power scheduling for a cooperative network of

smart residential buildings,’’ IEEE Trans. Sustain. Energy, vol. 7, no. 3,
pp. 1317–1326, Jul. 2016.

[87] C. Vivekananthan, Y. Mishra, G. Ledwich, and F. Li, ‘‘Demand response

for residential appliances via customer reward scheme,’’ IEEE Trans.
Smart Grid, vol. 5, no. 2, pp. 809–820, Mar. 2014.

[88] G. Niro, D. Salles, M. V. P. Alcântara, and L. C. P. da Silva, ‘‘Large-scale

control of domestic refrigerators for demand peak reduction in distribu-

tion systems,’’ Electr. Power Syst. Res., vol. 100, pp. 34–42, Jul. 2013,
doi: 10.1016/j.epsr.2013.03.002.

[89] M. H. K. Tushar, C. Assi, M. Maier, andM. F. Uddin, ‘‘Smart microgrids:

Optimal joint scheduling for electric vehicles and home appliances,’’

IEEE Trans. Smart Grid, vol. 5, no. 1, pp. 239–250, Jan. 2014.
[90] J. Ma, H. Chen, L. Song, and Y. Li, ‘‘Residential load scheduling in smart

grid: A cost efficiency perspective,’’ IEEE Trans. Smart Grid, vol. 7, no. 2,
pp. 771–784, Mar. 2016.

[91] D. T. Nguyen and L. B. Le, ‘‘Joint optimization of electric vehicle and

home energy scheduling considering user comfort preference,’’ IEEE
Trans. Smart Grid, vol. 5, no. 1, pp. 188–199, Jan. 2014.

[92] R. Dai and M. Mesbahi, ‘‘Optimal power generation and load man-

agement for off-grid hybrid power systems with renewable sources

via mixed-integer programming,’’ Energy Convers. Manage., vol. 73,
pp. 234–244, Sep. 2013.

[93] H. K. Nguyen, A. Khodaei, and Z. Han, ‘‘A big data scale algorithm for

optimal scheduling of integrated microgrids,’’ IEEE Trans. Smart Grid,
vol. 9, no. 1, pp. 274–282, Jan. 2018.

[94] J. Chen, W. Zhang, Y. Zhang, and G. Bao, ‘‘Day-ahead scheduling of dis-

tribution level integrated electricity and natural gas system based on fast-

ADMM with restart algorithm,’’ IEEE Access, vol. 6, pp. 17557–17569,
2018.

[95] E. Sorin, L. Bobo, and P. Pinson, ‘‘Consensus-based approach to peer-to-

peer electricity markets with product differentiation,’’ IEEE Trans. Power
Syst., vol. 34, no. 2, pp. 994–1004, Mar. 2019.

[96] Y. Yang, Z. Qin, B. Liu, H. Liu, Y. Hou, and H. Wei, ‘‘Parallel solution

of transient stability constrained optimal power flow by exact optimal-

ity condition decomposition,’’ IET Gener., Transmiss. Distrib., vol. 12,
no. 21, pp. 5858–5866, Nov. 2018.

[97] M. Kraning, E. Chu, J. Lavaei, and S. Boyd, ‘‘Dynamic network energy

management via proximal message passing,’’ Found. Trends Optim.,
vol. 1, no. 2, pp 73–126, 2014, doi: 10.1561/2400000002.

[98] R. Deng, Z. Yang, J. Chen, N. R. Asr, and M.-Y. Chow, ‘‘Residential

energy consumption scheduling: A coupled-constraint game approach,’’

IEEE Trans. Smart Grid, vol. 5, no. 3, pp. 1340–1350, May 2014.
[99] T.-H. Chang,M.Alizadeh, andA. Scaglione, ‘‘Real-time power balancing

via decentralized coordinated home energy scheduling,’’ IEEE Trans.
Smart Grid, vol. 4, no. 3, pp. 1490–1504, Sep. 2013.

[100] D. Hur, J.-K. Park, and B. H. Kim, ‘‘Evaluation of convergence rate in

the auxiliary problem principle for distributed optimal power flow,’’ IEE
Proc.-Gener., Transmiss. Distrib., vol. 149, no. 5, p. 525, 2002.

[101] S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eckstein, ‘‘Distributed

optimization and statistical learning via the alternating direction method

of multipliers,’’ Found. Trends Mach. Learn., vol. 3, no. 1, pp. 1–122,
2011, doi: 10.1561/2200000016.

[102] S. Boyd, ‘‘Distributed optimization and statistical learning via the alter-

nating direction method of multipliers,’’ Found. Trends Mach. Learn.,
vol. 3, no. 1, pp. 1–122, 2010.

VOLUME 9, 2021 36441

http://dx.doi.org/10.1007/978-3-642-40627-0_48
http://dx.doi.org/10.1016/j.epsr.2013.03.002
http://dx.doi.org/10.1561/2400000002
http://dx.doi.org/10.1561/2200000016


F. Etedadi Aliabadi et al.: Coordination of Smart HEMSs in Neighborhood Areas: A Systematic Review

[103] R. Hermans, M. Almassalkhi, and I. Hiskens, ‘‘Incentive-based coordi-

nated charging control of plug-in electric vehicles at the distribution-

transformer level,’’ in Proc. Amer. Control Conf. (ACC), Jun. 2012,
pp. 264–269.

[104] C. Feng, F. Wen, L. Zhang, C. Xu, M. A. Salam, and S. You, ‘‘Decentral-

ized energy management of networked microgrid based on alternating-

direction multiplier method,’’ Energies, vol. 11, no. 10, p. 2555, 2018.
[105] Q. Peng and S. H. Low, ‘‘Distributed optimal power flow algorithm for

radial networks, I: Balanced single phase case,’’ IEEE Trans. Smart Grid,
vol. 9, no. 1, pp. 111–121, Jan. 2018.

[106] G. Chen and Q. Yang, ‘‘An ADMM-based distributed algorithm for

economic dispatch in islanded microgrids,’’ IEEE Trans. Ind. Informat.,
vol. 14, no. 9, pp. 3892–3903, Sep. 2018.

[107] W.-J. Ma, J. Wang, V. Gupta, and C. Chen, ‘‘Distributed energy manage-

ment for networked microgrids using online ADMM with regret,’’ IEEE
Trans. Smart Grid, vol. 9, no. 2, pp. 847–856, Mar. 2018.

[108] R. Verschae, T. Kato, and T. Matsuyama, ‘‘Energy management in

prosumer communities: A coordinated approach,’’ Energies, vol. 9,

no. 7, p. 562, Jul. 2016. [Online]. Available: http://www.mdpi.com/1996-

1073/9/7/562
[109] M. Hong, ‘‘A distributed, asynchronous, and incremental algorithm for

nonconvex optimization: An ADMM approach,’’ IEEE Trans. Control
Netw. Syst., vol. 5, no. 3, pp. 935–945, Sep. 2018.

[110] M. Diekerhof, S. Schwarz, and A. Monti, ‘‘Distributed optimization for

electro-thermal heating units,’’ in Proc. IEEE PES Innov. Smart Grid
Technol. Conf. Eur. (ISGT-Europe), Oct. 2016, pp. 1–6.

[111] R. T. Rockafellar, Convex Analysis (Princeton Mathematical Series).

Princeton, NJ, USA: Princeton Univ. Press, 1970.
[112] A. Miele, P. E. Moseley, A. V. Levy, and G. M. Coggins, ‘‘On the method

of multipliers for mathematical programming problems,’’ J. Optim. The-
ory Appl., vol. 10, no. 1, pp. 1–33, Jul. 1972.

[113] M. Ma, L. Fan, and Z. Miao, ‘‘Consensus ADMM and proximal ADMM

for economic dispatch and AC OPF with SOCP relaxation,’’ in Proc.
North Amer. Power Symp. (NAPS), no. 2, Sep. 2016, pp. 1–6.

[114] Y. Wang, L. Wu, and S. Wang, ‘‘A fully-decentralized consensus-based

ADMM approach for DC-OPF with demand response,’’ IEEE Trans.
Smart Grid, vol. 8, no. 6, pp. 2637–2647, Nov. 2017.

[115] T.-H. Chang, M. Hong, and X. Wang, ‘‘Multi-agent distributed large-

scale optimization by inexact consensus alternating direction method of

multipliers,’’ in Proc. IEEE Int. Conf. Acoust., Speech Signal Process.
(ICASSP), May 2014, pp. 6137–6141.

[116] W. Deng, M.-J. Lai, Z. Peng, and W. Yin, ‘‘Parallel multi-block ADMM

with o(1/k) convergence,’’ J. Sci. Comput., vol. 71, no. 2, pp. 712–736,
May 2017.

[117] S. Bahrami, Y. C. Chen, and V. W. S. Wong, ‘‘An autonomous demand

response algorithm based on online convex optimization,’’ in Proc. IEEE
Int. Conf. Commun., Control, Comput. Technol. Smart Grids (SmartGrid-
Comm), Oct. 2018.

[118] S. Bahrami, M. H. Amini, M. Shafie-Khah, and J. P. S. Catalao, ‘‘A

decentralized renewable generation management and demand response in

power distribution networks,’’ IEEE Trans. Sustain. Energy, vol. 9, no. 4,
pp. 1783–1797, Oct. 2018.

[119] R. Carli and M. Dotoli, ‘‘Distributed alternating direction method of

multipliers for linearly constrained optimization over a network,’’ IEEE
Control Syst. Lett., vol. 4, no. 1, pp. 247–252, Jan. 2020.

[120] B. Houska, J. Frasch, and M. Diehl, ‘‘An augmented lagrangian based

algorithm for distributed NonConvex optimization,’’ SIAM J. Optim.,
vol. 26, no. 2, pp. 1101–1127, Jan. 2016.

[121] N. Meyer-Huebner, M. Suriyah, and T. Leibfried, ‘‘Distributed optimal

power flow in hybrid AC–DC grids,’’ IEEE Trans. Power Syst., vol. 34,
no. 4, pp. 2937–2946, Jul. 2019.

[122] J. Allison, M. Kokkolaras, M. Zawislak, and P. Y. Papalambros, ‘‘On

the use of analytical target cascading and collaborative optimization for

complex system design,’’ Optimization, vol. 2015, pp. 1–10, Mar. 2005.

[Online]. Available: http://citeseerx.ist.psu.edu/viewdoc/download?doi=

10.1.1.60.6517&rep=rep1&type=pdf
[123] A. Behdani and M. O. Buygi, ‘‘Decentralized daily scheduling of smart

distribution networks with multiple microgrids,’’ in Proc. 27th Iranian
Conf. Elect. Eng. (ICEE), Apr./May 2019, pp. 451–457.

[124] M. Mehrtash, A. Kargarian, and A. Mohammadi, ‘‘Distributed

optimisation-based collaborative security-constrained transmission

expansion planning for multi-regional systems,’’ IET Gener., Transmiss.
Distrib., vol. 13, no. 13, pp. 2819–2827, 2019.

[125] A. Mohammadi, M. Mehrtash, and A. Kargarian, ‘‘Diagonal quadratic

approximation for decentralized collaborative TSO+DSO optimal power

flow,’’ IEEE Trans. Smart Grid, vol. 10, no. 3, pp. 2358–2370, May 2019.

[126] A. Kargarian, M. Mehrtash, and B. Falahati, ‘‘Decentralized implemen-

tation of unit commitment with analytical target cascading: A parallel

approach,’’ IEEE Trans. Power Syst., vol. 33, no. 4, pp. 3981–3993,
Jul. 2018.

[127] A. Kargarian, Y. Fu, and H. Wu, ‘‘Chance-constrained system of systems

based operation of power systems,’’ IEEE Trans. Power Syst., vol. 31,
no. 5, pp. 3404–3413, Sep. 2016.

[128] H. M. Kim, N. F. Michelena, P. Y. Papalambros, and T. Jiang, ‘‘Target

cascading in optimal system design,’’ J. Mech. Des., vol. 125, no. 3,
p. 474, 2003.

[129] A. Ahmadi-Khatir, A. J. Conejo, and R. Cherkaoui, ‘‘Multi-area unit

scheduling and reserve allocation under wind power uncertainty,’’ IEEE
Trans. Power Syst., vol. 29, no. 4, pp. 1701–1710, Jul. 2014.

[130] M. Kraning, E. Chu, J. Lavaei, and S. Boyd, ‘‘Message passing

for dynamic network energy management,’’ Found. Trends Optim.,
vol. 1, no. 2, pp. 70–122, 2012. [Online]. Available: http://arxiv.org/

abs/1204.1106
[131] S. Chakrabarti, M. Kraning, E. Chu, R. Baldick, and S. Boyd, ‘‘Security

constrained optimal power flow via proximal message passing,’’ in Proc.
Clemson Univ. Power Syst. Conf., Mar. 2014, pp. 1–8.

[132] A. J. Conejo, F. J. Nogales, and F. J. Prieto, ‘‘A decomposition procedure

based on approximateNewton directions,’’Math. Program., vol. 93, no. 3,
pp. 495–515, Dec. 2002.

[133] K. Baker, J. Guo, G. Hug, and X. Li, ‘‘Distributed MPC for efficient

coordination of storage and renewable energy sources across control

areas,’’ IEEE Trans. Smart Grid, vol. 7, no. 2, pp. 992–1001, Mar. 2016.
[134] N. Rahbari-Asr and M.-Y. Chow, ‘‘Cooperative distributed demand man-

agement for community charging of PHEV/PEVs based on KKT condi-

tions and consensus networks,’’ IEEE Trans. Ind. Informat., vol. 10, no. 3,
pp. 1907–1916, Aug. 2014.

[135] N. F. Avila and C.-C. Chu, ‘‘Distributed probabilistic ATC assessment by

optimality conditions decomposition and LHS considering intermittent

wind power generation,’’ IEEE Trans. Sustain. Energy, vol. 10, no. 1,
pp. 375–385, Jan. 2019.

[136] G. Hug, S. Kar, and C. Wu, ‘‘Consensus + innovations approach for

distributed multiagent coordination in a microgrid,’’ IEEE Trans. Smart
Grid, vol. 6, no. 4, pp. 1893–1903, Jul. 2015.

[137] N. Zhang, Y. Yan, and W. Su, ‘‘A game-theoretic economic operation

of residential distribution system with high participation of distributed

electricity prosumers,’’ Appl. Energy, vol. 154, pp. 471–479, Sep. 2015.
[138] G. Prinsloo, A. Mammoli, and R. Dobson, ‘‘Customer domain supply and

load coordination: A case for smart villages and transactive control in

rural off-grid microgrids,’’ Energy, vol. 135, pp. 430–441, Sep. 2017.
[139] B. Celik, R. Roche, D. Bouquain, and A. Miraoui, ‘‘Coordinated energy

management using agents in neighborhood areas with RES and storage,’’

in Proc. IEEE Int. Energy Conf. (ENERGYCON), Apr. 2016, pp. 1–6.
[140] M. Juelsgaard, P. Andersen, and R.Wisniewski, ‘‘Distribution loss reduc-

tion by household consumption coordination in smart grids,’’ IEEE Trans.
Smart Grid, vol. 5, no. 4, pp. 2133–2144, Jul. 2014.

[141] S. Kahrobaee, R. A. Rajabzadeh, L.-K. Soh, and S. Asgarpoor, ‘‘Multi-

agent study of smart grid customers with neighborhood electricity trad-

ing,’’ Electr. Power Syst. Res., vol. 111, pp. 123–132, Jun. 2014.
[142] D. Wang, S. Ge, H. Jia, C. Wang, Y. Zhou, N. Lu, and X. Kong,

‘‘A demand response and battery storage coordination algorithm for

providing microgrid tie-line smoothing services,’’ IEEE Trans. Sustain.
Energy, vol. 5, no. 2, pp. 476–486, Apr. 2014. [Online]. Available:

http://ieeexplore.ieee.org/document/6718126/
[143] K. Rahbar, C. C. Chai, and R. Zhang, ‘‘Energy cooperation optimization

in microgrids with renewable energy integration,’’ IEEE Trans. Smart
Grid, vol. 9, no. 2, pp. 1482–1493, Mar. 2018.

[144] R. Das, Y. Wang, G. Putrus, R. Kotter, M. Marzband, B. Herteleer, and

J. Warmerdam, ‘‘Multi-objective techno-economic-environmental opti-

misation of electric vehicle for energy services,’’ Appl. Energy, vol. 257,
Jan. 2020, Art. no. 113965.

[145] Y. Guo, M. Pan, Y. Fang, and P. P. Khargonekar, ‘‘Decentralized coordi-

nation of energy utilization for residential households in the smart grid,’’

IEEE Trans. Smart Grid, vol. 4, no. 3, pp. 1341–1350, Sep. 2013.
[146] M. N. Akter, M. A. Mahmud, M. E. Haque, and A. M. Oo, ‘‘Trans-

active energy coordination mechanism for community microgrids sup-

plying multi-dwelling residential apartments,’’ IET Gener., Trans-
miss. Distrib., vol. 14, no. 7, pp. 1207–1213, Apr. 2020. [Online].

Available: https://digital-library.theiet.org/content/journals/10.1049/iet-

gtd.2019.0452
[147] D. Li, W.-Y. Chiu, H. Sun, and H. V. Poor, ‘‘Multiobjective optimization

for demand side management program in smart grid,’’ IEEE Trans. Ind.
Informat., vol. 14, no. 4, pp. 1482–1490, Apr. 2018.

36442 VOLUME 9, 2021



F. Etedadi Aliabadi et al.: Coordination of Smart HEMSs in Neighborhood Areas: A Systematic Review

[148] N. Li, L. Chen, and S. H. Low, ‘‘Optimal demand response based

on utility maximization in power networks,’’ in Proc. IEEE Power
Energy Soc. Gen. Meeting, Jul. 2011, pp. 1–8. [Online]. Available:

https://ieeexplore.ieee.org/document/6039082/
[149] L. Han, T. Morstyn, and M. McCulloch, ‘‘Incentivizing prosumer coali-

tions with energy management using cooperative game theory,’’ IEEE
Trans. Power Syst., vol. 34, no. 1, pp. 303–313, Jan. 2019. [Online].
Available: https://ieeexplore.ieee.org/document/8417894/

[150] R. S. Sutton and A. G. Barto, Reinforcement Learning An Introduction,
2nd ed. Cambridge, MA, USA: MIT Press, 2018.

[151] S. Savazzi, M. Nicoli, and V. Rampa, ‘‘Federated learning with

cooperating devices: A consensus approach for massive IoT net-

works,’’ IEEE Internet Things J., vol. 7, no. 5, pp. 4641–4654,

May 2020. [Online]. Available: http://arxiv.org/abs/1912.13163, doi:

10.1109/JIOT.2020.2964162.
[152] Y. Qu, L. Gao, T. H. Luan, Y. Xiang, S. Yu, B. Li, and G. Zheng, ‘‘Decen-

tralized privacy using blockchain-enabled federated learning in fog com-

puting,’’ IEEE Internet Things J., vol. 7, no. 6, pp. 5171–5183, Jun. 2020.
[Online]. Available: https://ieeexplore.ieee.org/document/9019859/

[153] T. M. Fernández-Caramés and P. Fraga-Lamas, ‘‘A review on the

use of blockchain for the Internet of Things,’’ IEEE Access, vol. 6,
pp. 32979–33001, 2018.

[154] M. Swan, ‘‘Summary for Policymakers,’’ in Climate Change 2013–The
Physical Science Basis (Intergovernmental Panel on Climate Change).

Cambridge, U.K.: Cambridge Univ. Press, 2015, pp. 1–30.
[155] M. Andoni, V. Robu, D. Flynn, S. Abram, D. Geach, D. Jenkins,

P. McCallum, and A. Peacock, ‘‘Blockchain technology in the energy

sector: A systematic review of challenges and opportunities,’’ Renew.
Sustain. Energy Rev., vol. 100, pp. 143–174, Feb. 2019.

[156] P. H. Kriss, R. Nagel, and R. A. Weber, ‘‘Implicit vs. Explicit

deception in ultimatum games with incomplete information,’’ J. Econ.
Behav. Org., vol. 93, pp. 337–346, Sep. 2013. [Online]. Available:

https://linkinghub.elsevier.com/retrieve/pii/S0167268113000693
[157] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge, U.K.:

Cambridge Univ. Press, 2004.

FARSHAD ETEDADI ALIABADI is currently pur-
suing the Ph.D. degree with the Electrical and

Computer Engineering Department, University of

Quebec Trois-Rivières (UQTR), Trois-Rivières,

QC, Canada. His research interests include smart

grids, home energy management systems, coor-

dination, decomposition, distributed optimization,

power system analysis, renewable energy, and

plug-in electrical vehicles.

KODJO AGBOSSOU (Senior Member, IEEE)

received the B.S., M.S., and Ph.D. degrees in

electronic measurements from the Université de

Nancy I, France, in 1987, 1989, and 1992, respec-

tively. From 1993 to 1994, he was a Postdoctoral

Researcher, and from 1997 to 1998, he was a

Lecturer with the Electrical Engineering Depart-

ment, UQTR.Hewas also theDirector of Graduate

Studies in electrical engineering with UQTR, from

2002 to 2004. From 2007 to 2011, he was the

Head of the Department of Electrical and Computer Engineering, UQTR.

He was also the Head of the Engineering School with UQTR, from 2011 to

2017. He is a member of the Hydrogen Research Institute and Research

Group ‘‘GREI,’’ UQTR. He is currently the Hydro-Québec Research Chair

of Transactive Management of Power and Energy with the Residential

Sector, and the Chair of Smart Energy Research and Innovation Laboratory

with Université du Québec à Trois-Rivières (UQTR). He is the author

ofmore than 325 publications and has four patents and two patents pending.

His current research interests include renewable energy, the use of hydro-

gen, home demand side management, integration of energy production,

storage and electrical energy generation systems, connection of electrical

vehicle to the grid, and control and measurements. Since 2015, he has

been a Sub-Committee Chair on ‘‘Home and Building Energy Manage-

ment of Smart Grid Technical Committee,’’ IEEE Industrial Electronics

Society (IES).

SOUSSO KELOUWANI (Senior Member, IEEE)

received the Ph.D. degree in robotics systems from

the Ecole Polytechnique de Montreal, in 2011.

He completed his Postdoctoral Internship on fuel

cell hybrid electric vehicles with the Université

du Québec à Trois-Rivières (UQTR), in 2012.

He developed expertise in the optimization and

the intelligent control of vehicular applications.

He has been a Full Professor of Mechatronics with

the Department of Mechanical Engineering, since

2017, and a member of the Hydrogen Research Institute. He holds four

patents in U.S. and Canada. He has published more than 100 scientific

articles. His research interests include optimizing energy systems for vehicle

applications, advanced driver assistance techniques, and intelligent vehicle

navigation taking into account Canadian climatic conditions. He is the

Canada Research Chair of Energy Optimization of Intelligent Transport Sys-

tems and the Divel Research Chair of Intelligent Navigation of Autonomous

Industrial Vehicles. He was a Co-President and a President of the technical

committee of the IEEE International Conferences on Vehicular Power and

Propulsion in Chicago (USA, 2018) and in Hanoi (Vietnam, 2019). He is the

winner of the Canada General Governor Gold Medal, in 2003, and a member

of the Order of Engineers of Quebec. In 2019, his team received the First

Innovation Prize in partnership with DIVEL, awarded by the Association

des Manufacturiers de la Mauricie et Center-du-Québec for the development

of an autonomous and natural navigation system. In 2017, he received the

Environment Prize from the Gala des Grands Prix d’excellence en transport,

the Association québécoise du Transport (AQTr), for the development of

hydrogen range extenders for electric vehicles.

NILSON HENAO received the B.S. degree in

electronics engineering from the Universidad de

los Llanos, Villavicencio, Colombia, in 2010, and

the M.Sc. and Ph.D. degrees in electrical engi-

neering from the University of Quebec at Trois-

Rivières (UQTR), Trois-Rivières, QC, Canada,

in 2010 and 2013, respectively. His research inter-

ests include statistical and machine learning meth-

ods with applications to residential energy man-

agement, distributed optimization, multi-agent

control, smart grids, intelligent energy planning, energy storage, and load

monitoring.

SAYED SAEED HOSSEINI (Student Member,

IEEE) received the B.S. degree in electrical engi-

neering from Zanjan University, Zanjan, Iran,

in 2008, the M.S. degree in electrical engineer-

ing from Shahid Rajaee University, Tehran, Iran,

in 2013, and Ph.D. degree in electrical engineering

from the University of Quebec at Trois-Rivières

(UQTR), Trois-Rivières, QC, Canada, in 2020. His

research interests include smart grid applications

and technologies, power system analysis, residen-

tial appliances loadmonitoring and diagnosis, and plug-in electrical vehicles.

VOLUME 9, 2021 36443

http://dx.doi.org/10.1109/JIOT.2020.2964162

