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#### Abstract

Sorting and spillovers can create correlation in individual outcomes. In this situation, standard discrete choice estimators cannot consistently estimate the probability of joint and conditional events, and alternative estimators can yield incoherent statistical models or intractable estimators. I propose a random effects estimator that models the dependence among the unobserved heterogeneity of individuals in the same cluster using a parametric copula. This estimator makes it possible to compute joint and conditional probabilities of the outcome variable, and is statistically coherent. I describe its properties, establishing its efficiency relative to standard random effects estimators, and propose a specification test for the copula. The likelihood function for each cluster is an integral whose dimension equals the size of the cluster, which may require high-dimensional numerical integration. To overcome the curse of dimensionality from which methods like Monte Carlo integration suffer, I propose an algorithm that works for Archimedean copulas. I illustrate this approach by analysing labour supply in married couples.
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## 1 Introduction ${ }^{*}$

There are several methods to accommodate individual heterogeneity in binary choice panel data models. When these unobserved individual effects are mutually independent, these methods can consistently estimate all the relevant parameters of a model However, if they display some degree of correlation, these estimators will fail to consistently estimate the probability that a joint or a conditional event occurs, as the joint distribution depends on the correlation structure of the unobservables. This is the case in many real world situations, as agents interact with each other, or they are influenced by other factors that are not observed by the econometrician. For example, students in the same classroom tend to interact with each other and they learn from the same teacher, leading to within classroom correlated test scores (Hanushek, 1971), or sorting in marriages (Bruze, 2011; Charles et al., 2013) may lead to both partners having a similar propensity to work.

There are two main contributions in this paper: first, I present the Copula-Based Random Effects estimator (CBRE) for clustered data. I show how to use this estimator to consistently estimate the probability of joint and conditional events, as well as average partial effects. Moreover, I adapt Vuong (1989) test to this framework, which results in a specification test that can be used to choose the copula with the best fit, and show the asymptotic efficiency of the CBRE estimator relative to standard random effects estimators. Second, I propose an algorithm to numerically approximate high-dimensional integrals with Archimedean copulas.

I consider a setup in which individual outcomes are correlated if they belong to the same cluster, but they are independent across clusters. Simultaneous equations models with limited dependent variables face several challenges, which could result in statistically

[^1]incoherent models in which the sum of all probabilities does not equal one (Maddala and Lee, 1976; Heckman, 1978; Schmidt, 1981). Game theoretic models guarantee the existence of an equilibrium, but neither its unicity (De Paula, 2013), nor an easily implementable estimator are guaranteed (particularly if the number of players is large), and if the model is misspecified, then the estimator may be inconsistent (Brock and Durlauf, 2001). On the other hand, the CBRE estimator is statistically coherent, easy to implement, and allows to compute the conditional or joint probabilities that can arise in social interactions contexts ${ }^{2}$

This estimator extends standard binary choice random effects estimators: the likelihood function takes the form of an integral of the probability of the observed data, conditional on the unobserved heterogeneity, over the joint distribution of the latter. Rather than directly specifying the joint multivariate distribution for the unobserved heterogeneity, I separately model their marginal distribution and their copula, which together characterize the joint distribution. This isolates the only difference with respect to regular random effects estimators, and provides a flexible way of modeling the correlation, as it allows the combination of a copula with different marginals, and the other way around.

Because of the within cluster correlation, the integrals are multidimensional, where the dimension equals the number of individuals in each cluster. Estimators of this kind face implementation challenges because of the curse of dimensionality. Thus, much of the empirical analysis has been constrained to use quadrature methods for the integration when the latent variable has a low dimension (up to 4), or simulation-based methods (Hajivassiliou et al., 1996), which are usually restricted to the multivariate normal distribution. I propose an algorithm that can be used to numerically approximate high-dimensional integrals which works for Archimedean copulas, and can be also extended to elliptical copulas $3^{3}$ I compare the performance of the algorithm to that of Monte Carlo integration, and show that this algorithm overcomes the curse of dimensionality for the type of approximations considered.

[^2]This paper builds on the literature of panel data discrete choice models (Chamberlain, 1980, 1984) and other nonlinear panel data models. The early focus was on identification of the slope parameter without imposing distributional assumptions on the unobserved heterogeneity, such as Chamberlain (1980), or Manski (1987), who proposed the Maximum Score Estimator (Manski, 1975) to consistently estimate the slope parameter. Lee (1999) proposed an alternative estimator that, unlike the Maximum Score Estimator, achieves the parametric convergence rate. More recently other authors have allowed the slopes to be heterogeneous (Altonji and Matzkin, 2005, Browning et al., 2007), including the possibility of a non-monotonic random coefficients model (Fox et al., 2012, Gautier and Kitamura, 2013). Many of these identification results require either large support of at least one of the covariates, or the idiosyncratic error term to be logistically distributed Chamberlain, 2010). In contrast with these approaches, I attempt to provide a random effects estimator whose identification hinges on parametric assumptions, but which does not require any of the previous two conditions to hold.

There are two main alternatives to modeling individual heterogeneity with random effects: a fixed effects approach that eliminates the individual heterogeneity from the objective function, and estimating the individual effects as any other parameter of the model. In a linear panel data setup, differencing the dependent variable out eliminates the need to control for any correlation in the unobserved heterogeneity, but this is generally not possible in a nonlinear setup $4_{4}^{4}$ Also, because of the incidental parameter problem, using individual dummies to control for the individual heterogeneity would result in inconsistent estimates. There exist bias-corrected estimators (e.g. Hahn and Newey 2004; Fernández-Val 2009), although they often rely on a relatively large number of periods and they assume the unobserved heterogeneity to be independent across individuals.

To illustrate the applicability of the estimator, I use it to estimate the correlation in the individual propensity to work of married couples for several European countries using the

[^3]EU-SILC dataset, finding that there is at most a modest degree of correlation. Using these estimates, I compute some counterfactual probabilities, finding that ignoring this correlation leads to biases in the estimation of the probability that at least one member of the couple is employed in each period, or the probability of the wife being employed conditional on the employment status of the husband.

The rest of the paper is organized as follows: in section 2 I describe the econometric framework and present the estimator, along with the specification tests. In section 3 I discuss its asymptotic properties. Section 4 describes the algorithm used for the approximation of the multidimensional integral. The results of a Monte Carlo simulation are shown in section 5 , whereas section 6 shows the results of the empirical application. Section 7 concludes. All proofs are shown in appendix A.

## 2 Framework and Estimation

To motivate and illustrate the econometric problem, consider the labor supply of married couples over time $5^{5}$ There is evidence that the probability of the women being employed is higher if the husband is also employed. A researcher trying to model this as a simultaneous equations model in which, in each period, the dependent variable of the partner has an impact on the probability of being employed, would run into a statistically incoherent model unless only one of the two can impact the partner's behavior. Formally, if $y_{i t}=$ $\mathbf{1}\left(\alpha_{i} y_{j t}+\eta_{i}+x_{i t}^{\prime} \beta_{0}+\varepsilon_{i t} \geq 0\right)$, for $i, j=1,2, i \neq j$, the model is statistically incoherent if $\alpha_{i} \alpha_{j} \neq 0$. This condition essentially eliminates the simultaneity of the model, and an analogous situation arises when the number of simultaneous equations (cluster size) increases.

To overcome this problem, one could try to model the labor supply of couples as a non-cooperative game. There exist several games to model it, each of which relies on different assumptions and leads to different results ${ }^{6}$ Also, because of the multiplicity of equilibria,

[^4]these models open the door for an equilibrium selection mechanism (e.g. Pareto optimality) which may cause the model to be misspecified, or one could be agnostic about it at the cost of having partial identification of the parameters (De Paula, 2013). Further, games with 2 players and 2 possible actions can be easy to model, but as the number of players increases, the model becomes less tractable. Hence, if one wanted to model a game in which students either pass or fail an exam, and these events are simultaneously determined for all students in the same classroom, the number of equilibria could be too large.

The approach in this paper is to generalize a random effects model to allow the individual heterogeneity of those individuals in the same cluster (the two partners of a married couple, or all the students in a classroom) to be correlated within clusters. From a statistical standpoint, this model is coherent, and consequently it can be used to compute joint and conditional probabilities. For example, it can be used to estimate the probability of a woman being employed conditional on the husband being employed, and compare it to the probability when the husband is unemployed, as well as its evolution over time. Similarly, it can be used to estimate the probability that at least one of them is employed in every period. Formally, consider the following nonlinear panel data setup $7^{7}$

$$
\begin{align*}
& y_{i c t}=\mathbf{1}\left(y_{i c t}^{*} \geq 0\right)  \tag{1}\\
& y_{i c t}^{*}=\eta_{i c}+x_{i c t}^{\prime} \beta_{0}+\varepsilon_{i c t}
\end{align*}
$$

where the econometrician observes the dependent variable $y_{i c t}$ and the covariates $x_{i c t}$ for agent $i=1, \ldots, N_{c}$ in cluster $c=1, \ldots, C$ at time $t=1, \ldots, T$. The main departure in this framework from the usual one is that, for each cluster $c$, the individual effects of the $N_{c}$ members of the cluster are correlated with each other, though they are independent of the individual effects of the members from other clusters.

I model this dependence by separately considering the marginal distribution of each
estimates for several game specifications.
${ }^{7}$ I present a binary choice model, but any other limited dependent variable model, such as censored data, can exhibit group dependence in their individual unobservables. It is also possible to model this dependence using copulas and adapt the techniques presented in this paper for the estimation in those setups.
individual effect, $\eta_{i c}$, and the underlying correlation among them using a copula ${ }^{8}$ Copulas are multivariate cdfs whose arguments are the ranks of the individual effects, i.e. $u_{i c}=$ $F_{\eta}\left(\eta_{i c} ; \sigma_{0}\right)$. Hence, they are invariant to the marginal distribution of the effects. To complete the model, assume that the distribution of $\varepsilon_{i c t}, F_{\varepsilon}$, satisfies $\mathbb{P}\left(y_{i c t} \mid x_{i c t}, \eta_{i c}\right)=$ $1-F_{\varepsilon}\left(-\left(x_{i c t}^{\prime} \beta_{0}+\eta_{i c}\right)\right), \eta_{i c} \sim F_{\eta}\left(\sigma_{0}\right)$, and the joint distribution of the individual effects in cluster $c$ is given by $u_{c} \equiv\left(u_{1 c}, \ldots, u_{N_{c} c}\right)^{\prime} \sim C\left(u_{c} ; \rho_{0}\right) \cdot{ }^{9} \sigma_{0}$ and $\rho_{0}$ respectively denote the parameters of the marginal distribution and the copula of the individual effects. The latter determines the amount of correlation of these effects and typically nests the independence copula. Denote the vector of parameters by $\theta \equiv\left(\beta^{\prime}, \sigma^{\prime}, \rho^{\prime}\right)^{\prime}$, $z_{i c t} \equiv\left(y_{i c t}, x_{i c t}^{\prime}\right)^{\prime}$, and define the vectors of stacked individual variables by the ic subscript, and the vectors of stacked group-individual variables by the $c$ subscript. The log-likelihood function is given by

$$
\begin{equation*}
\mathcal{L}(\theta)=\sum_{c=1}^{C} \log \left(\int_{[0,1]^{N_{c}}} \prod_{i=1}^{N_{c}} P_{i c}\left(z_{i c}, \eta_{i c} ; \beta\right) d C\left(u_{c} ; \rho\right)\right) \tag{2}
\end{equation*}
$$

where $P_{i c}\left(z_{i c}, \eta_{c} ; \beta\right) \equiv \prod_{t=1}^{T}\left[1-F_{\varepsilon}\left(-\left(\eta_{i c}+x_{i c t}^{\prime} \beta\right)\right)\right]^{y_{i c t}} F_{\varepsilon}\left(-\left(\eta_{i c}+x_{i c t}^{\prime} \beta\right)\right)^{1-y_{i c t}}$ and $\eta_{i c}=$ $F_{\eta}^{-1}\left(u_{i c} ; \sigma\right)$. The identification of $\theta$ is based on the parametric assumptions of the model. As pointed out by Arellano (2003), identification in a binary choice panel setup is fragile, and it usually hinges on assumptions that are not satisfied in certain applications, such as having at least a regressor with positive Lebesgue density over the whole real line. Chernozhukov et al. (2013) showed that when the distribution of the regressors is discrete, the distribution of the individual effects is not identified. This result can be extended to the lack of identification of their copula, which is shown in lemma 1 in appendix $A$.

The CBRE estimator is given by $\hat{\theta}=\arg \max _{\theta \in \Theta} \mathcal{L}(\theta)$. Note that this estimator requires the integration of a product over a potentially large dimensional space. In the following subsections, I show how to estimate joint and conditional events, and average partial effects. Moreover, to address the problem of the choice of the copula, I propose a specification test to

[^5]choose between any two parametric copulas, and another one to check whether the estimated copula is significantly different from the independence copula. ${ }^{10}$

### 2.1 Estimation of Joint and Conditional Events

Let $\mathcal{S}$ denote all the permutations of $y_{c} \equiv\left(y_{1 c 1}, \ldots, y_{1 c T}, \ldots, y_{N_{c} c T}\right)$ that satisfy a condition $\mathcal{C}$. In the labor supply example, the set $\mathcal{S}=\left\{y_{c}: y_{1 c t}+y_{2 c t} \geq 1 \forall t\right\}$ denotes all the possible situations in which at least one of the two partners is employed in every period, where $y_{i c t}=1$ if individual $i$ is employed at time $t$. The probability of such events is given by

$$
\begin{equation*}
\mathbb{P}\left(y_{c} \in \mathcal{S} \mid x_{c}\right)=\sum_{d \in \mathcal{S}} \mathbb{P}\left(y_{c}=d \mid x_{c}\right)=\sum_{d \in \mathcal{S}} \int_{[0,1]^{N_{c}}} \prod_{i=1}^{N_{c}} \prod_{t=1}^{T} \mathbb{P}\left(d \mid x_{i c t}, \eta_{i c}\right) d C\left(u_{c} ; \rho_{0}\right) \tag{3}
\end{equation*}
$$

where $\mathbb{P}\left(d_{i c t} \mid x_{i c t}, \eta_{i c}\right)=\left[1-F_{\varepsilon}\left(-\left(\eta_{i c}+x_{i c t}^{\prime} \beta_{0}\right)\right)\right]^{d_{i c t}} F_{\varepsilon}\left(-\left(\eta_{i c}+x_{i c t}^{\prime} \beta_{0}\right)\right)^{1-d_{i c t}}$. To estimate the probability that the outcome satisfies $\mathcal{C}$, replace $\theta_{0}$ by $\hat{\theta}$ and approximate the integral as shown in section 4. Also, note that it is straightforward to compute the probability of conditional events once the joint and marginal events are known: if one wants to estimate the probability of an event $A$ given $B$, estimate their joint probability and the marginal of the event $B$, and divide the joint by the marginal. Continuing with the labor supply example, one could estimate the probability of a woman being employed conditional on her husband being (un)employed.

### 2.2 Estimation of Average Partial Effects

Frequently, the econometrician is after the estimation of the average partial effect rather than the regressor coefficients. The average partial effect is defined as the marginal effect that increasing a regressor $x_{i c t j}$ would have on the probability of the dependent variable being equal to one, averaged over the whole population. Mathematically,

$$
\begin{equation*}
A P E\left(x_{i c t j}\right) \equiv \int_{\mathbb{R}} \frac{\partial}{\partial x_{i x t j}} \mathbb{P}\left(y_{i c t}=1 \mid x_{i c t}, \eta_{i c}\right) d F_{\eta}\left(\eta_{i c} ; \sigma_{0}\right) \tag{4}
\end{equation*}
$$

[^6]Since it just depends on the marginal distribution of $\eta_{i c}$, there is no need to know the copula to identify them, and it can be computed the standard way using the sample analogue $\sqrt{11}$

### 2.3 Specification Tests

## Testing a parametric copula against another

Consider two different parametric copulas, $C_{1}\left(u_{c} ; \rho\right)$ and $C_{2}\left(u_{c} ; \xi\right)$, where both $\rho$ and $\xi$ belong to the interior of their respective parameter spaces. A researcher who has no theoretical basis to choose one over the other may want to choose whichever has the best fit to the data. This is the strictly non-nested model considered by Vuong (1989), and neither of the two copulas are necessarily the true one. Denote their respective likelihoods by $\ell_{1, c}\left(z_{c} ; \theta_{1}\right)$ and $\ell_{2, c}\left(z_{c} ; \theta_{2}\right)$, where $\theta_{1} \equiv\left(\mu^{\prime}, \rho^{\prime}\right)^{\prime}$ and $\theta_{2} \equiv\left(\mu^{\prime}, \xi^{\prime}\right)^{\prime}$, where $\mu \equiv\left(\beta^{\prime}, \sigma_{\eta}^{\prime}\right)^{\prime}$ is the vector with the marginal parameters. The null hypothesis in this case is that both copulas are equivalent, i.e.

$$
H_{0}: \mathbb{E}\left[\log \frac{\ell_{1, c}\left(z_{c} ; \theta_{1}\right)}{\ell_{2, c}\left(z_{c} ; \theta_{2}\right)}\right]=0
$$

against the alternatives that $C_{1}$ is better than $C_{2}$,

$$
H_{1}: \mathbb{E}\left[\log \frac{\ell_{1, c}\left(z_{c} ; \theta_{1}\right)}{\ell_{2, c}\left(z_{c} ; \theta_{2}\right)}\right]>0
$$

or that $C_{2}$ is better than $C_{1}$,

$$
H_{2}: \mathbb{E}\left[\log \frac{\ell_{1, c}\left(z_{c} ; \theta_{1}\right)}{\ell_{2, c}\left(z_{c} ; \theta_{2}\right)}\right]<0
$$

The test statistic takes the form of a likelihood ratio, whose asymptotic distribution under the null is given by (theorem 5.1 in Vuong (1989))

$$
\frac{1}{\sqrt{C}} \frac{L R\left(\hat{\theta}_{1}, \hat{\theta}_{2}\right)}{\hat{\omega}} \xrightarrow{d} \mathcal{N}(0,1)
$$

[^7]where
\[

$$
\begin{aligned}
& L R\left(\hat{\theta}_{1}, \hat{\theta}_{2}\right) \equiv \sum_{c=1}^{C} \log \frac{\ell_{1, c}\left(z_{c} ; \hat{\theta}_{1}\right)}{\ell_{2, c}\left(z_{c} ; \hat{\theta}_{2}\right)} \\
& \hat{\omega}^{2} \equiv \frac{1}{C} \sum_{c=1}^{C}\left[\log \frac{\ell_{1, c}\left(z_{c} ; \hat{\theta}_{1}\right)}{\ell_{2, c}\left(z_{c} ; \hat{\theta}_{2}\right)}\right]^{2}-\left[\frac{1}{C} \sum_{c=1}^{C} \log \frac{\ell_{1, c}\left(z_{c} ; \hat{\theta}_{1}\right)}{\ell_{2, c}\left(z_{c} ; \hat{\theta}_{2}\right)}\right]^{2}
\end{aligned}
$$
\]

Notice that this test could also be used to test the marginal distribution of the individual effects (e.g. normal versus Laplace distribution), the distribution of the idiosyncratic term (e.g. probit versus logit), or a combination of them.

## Testing for independence of the copula

For most parametric copulas, the independence case is a particular value of the parameters of the copula, so testing for independence amounts to testing whether those parameters are statistically equal to $\rho^{\text {ind }}$. If $\rho^{\text {ind }}$ is in the interior of the parameter space (e.g. for the bivariate Gaussian copula, in which the null hypothesis is $H_{0}: \rho=0$, where $\rho \in[-1,1]$ ), it is easy to test the null hypothesis using standard tests, such as a t-test.

A more complicated situation arises if $\rho^{\text {ind }}$ lies on the boundary of the parameter space ${ }^{12}$ Self and Liang (1987) showed that in this case, the maximum likelihood estimator is still consistent, but not asymptotically normal. For expositional clarity, I focus on the case in which $\rho$ is univariate. Let $Z \sim \mathcal{N}\left(0, \sigma_{Z}^{2}\right)$. The limiting distribution of $\sqrt{C}\left(\hat{\rho}-\rho^{\text {ind }}\right)$ is given by $Z \mathbf{1}(Z>0)$ where $\sigma_{Z}^{2}$ is the element of the inverse of the information matrix that corresponds to $\rho$. In words, the asymptotic distribution is the $50: 50$ mixture of a degenerate distribution at 0 and a $\chi_{1}^{2}$. Then, one would not accept the null hypothesis of independence if $\hat{\rho}$ is greater than the 95th percentile of this distribution.

[^8]
## 3 Properties

Let $P_{c}\left(z_{c}, \eta_{c} ; \beta\right) \equiv \prod_{i=1}^{N_{c}} P_{i c}\left(z_{i c}, \eta_{i c} ; \beta\right), \ell_{c}\left(z_{c} ; \theta\right) \equiv \int_{[0,1]^{N_{c}}} \prod_{i=1}^{N_{c}} P_{i c}\left(z_{i c}, \eta_{i c} ; \beta\right) d C\left(u_{c} ; \rho\right)$, and $\ell_{i c}\left(z_{i c} ; \mu\right) \equiv \int_{\mathbb{R}} P_{i c}\left(z_{i c}, \eta_{i c} ; \beta\right) d F_{\eta}\left(\eta_{i c} ; \sigma\right)$. In order to derive the asymptotic properties of the estimator, let the following assumptions hold:

Assumption 1. $\eta_{c}$ is iid for all $c=1, \ldots, C, x_{i c}$ are iid $\forall c=1, \ldots, C, i=1, \ldots, N_{c}$, and $\varepsilon_{i c t}$ are iid for all $c=1, \ldots, C, i=1, \ldots, N_{c}, t=1, \ldots, T$.

Assumption 2. $\theta \neq \theta_{0} \Rightarrow \ell_{c}\left(z_{c} ; \theta\right) \neq \ell_{c}\left(z_{c} ; \theta_{0}\right)$.

Assumption 3. $\theta \in \operatorname{int} \Theta$, where $\Theta$ is compact.

Assumption 4. $\ell_{i c}\left(z_{i c} ; \mu\right)$ is continuous for all $\theta \in \Theta$.

Assumption 5. $\mathbb{E}\left[\sup _{\theta \in \Theta}\left|\log \left(\ell_{i c}\left(z_{i c} ; \mu\right)\right)\right|\right]<\infty$.

Assumption 6. $\ell_{i c}\left(z_{i c} ; \mu\right)$ is twice continuously differentiable with respect to $\theta ; \ell_{i c}\left(z_{i c} ; \mu\right)>$ 0 in a neighborhood $\mathcal{N}$ of $\theta_{0}$.

Assumption 7. $\int \sup _{\theta \in \mathcal{N}}\left\|\nabla_{\mu} \ell_{i c}\left(z_{i c} ; \mu\right)\right\| d z_{i c}<\infty, \int \sup _{\theta \in \mathcal{N}}\left\|\nabla_{\mu \mu} \ell_{i c}\left(z_{i c} ; \mu\right)\right\| d z_{i c}<\infty$.
Assumption 8. $\Sigma_{\theta}^{C B R E} \equiv\left[\nabla_{\theta} \log \left(\ell_{c}\left(z_{c} ; \theta\right)\right) \nabla_{\theta} \log \left(\ell_{c}\left(z_{c} ; \theta\right)\right)^{\prime}\right]$ exists and is nonsingular.
Assumption 9. $\mathbb{E}\left[\sup _{\theta \in \mathcal{N}}\left\|\nabla_{\theta \theta} \log \left(\ell_{c}\left(z_{c} ; \theta\right)\right)\right\|\right]<\infty$.
Assumption 10. The copula has pdf $c\left(u_{c} ; \rho\right)$ which is twice continuously differentiable in $\rho$, and is bounded by $0<\underline{c}<c\left(u_{c} ; \rho\right)<\bar{c}<\infty \forall \theta \in \Theta$. Moreover, $\forall \theta$ in a neighborhood $\mathcal{N}$ of $\theta_{0}$, the first and second derivatives are bounded in absolute value by $\bar{c}_{1}$ and $\bar{c}_{2}$, respectively.

Assumption 11. Cluster size is either predetermined, or it is drawn from a distribution with bounded support, independently of all other variables: $N_{c} \sim F_{N}(n) n \in\{1, \ldots, \bar{N}\}$, for some $\bar{N} \in \mathbb{N}$.

Assumptions 1 to 9 mimic the assumptions in theorems 2.5 and 3.3 in Newey and McFadden (1994). With some small modifications, these assumptions work for standard
binary choice random effects models ${ }^{13}$. In other words, they allow us to extend any binary choice random effects estimator to have the cluster dependence described in this paper. Notice that it would be possible to further relax some of these assumptions, such as allowing within group cross-sectional dependence in the covariates, but relaxing some of them could result in non-standard properties: if assumption 3 is relaxed and the true value of the parameter lies at the boundary of the parameter space, the asymptotic distribution will not be normal.

Assumption 10 imposes smoothness restrictions on the copula, as well as some bounds on its distribution function. An implication of this assumption is that it rules out the perfect correlation case, in which the copula has no proper pdf. However, the independence case is covered by this assumption, since in that case the pdf equals one everywhere. Assumption 11 limits cluster size to $\bar{N}$, ruling out the possibility that the size of a group grows to infinity as the sample size grows. This assumption is required to bound the likelihood function, and it should be satisfied in most applications. Regarding its independence with respect to all other variables, it could be relaxed at the cost of complicating the analysis $\mathbb{4}^{14}$,

The following proposition establishes the asymptotic distribution of the CBRE estimator.
Proposition 1. Under assumptions 1 to 11, the CBRE estimator $\hat{\theta}$ is a consistent estimator for $\theta_{0}$ and its asymptotic distribution is given by $\sqrt{C}\left(\hat{\theta}-\theta_{0}\right) \xrightarrow{d} \mathcal{N}\left(0, \Sigma_{\theta}^{C B R E}\right)$.

Estimation of the asymptotic variance is standard and it also requires a multi-dimensional numerical integration. See appendix $B$ for more details and the exact form of the score used to find the maximum.

### 3.1 Comparison with Standard Random Effects Methods

If one were not interested in the estimation of $\rho$, an alternative estimator to the CBRE estimator would be the regular RE estimator, $\tilde{\mu}$, which ignores the within cluster correlation

[^9]of the individual effects and is the maximizer of the following pseudo-likelihood function $\sqrt{15}$
\[

$$
\begin{equation*}
\tilde{\mathcal{L}}(\mu)=\sum_{c=1}^{C} \sum_{i=1}^{N_{c}} \log \left(\ell_{i c}\left(z_{i c} ; \mu\right)\right)=\sum_{c=1}^{C} \log \left(\int_{[0,1]^{N_{c}}} \prod_{i=1}^{N_{c}} P_{i c}\left(z_{i c}, \eta_{i c} ; \beta\right) \prod_{i=1}^{N_{c}} d u_{i c}\right) \tag{5}
\end{equation*}
$$

\]

Notice that if we denote by $\rho^{\text {ind }}$ the value of $\rho$ that makes the copula independent, then $\tilde{\mathcal{L}}(\mu)=\mathcal{L}\left(\mu, \rho^{\text {ind }}\right)$, and hence equation 5 is a particular case of equation 2. Therefore $\mathcal{L}(\hat{\mu}, \hat{\rho}) \geq \mathcal{L}\left(\tilde{\mu}, \rho^{\text {ind }}\right)$, so in general each estimator yields a different estimate, and the CBRE estimator is in general more efficient than the RE estimator ${ }^{16]}$ To see this, consider the expected scores of both estimators ${ }^{17}$

$$
\begin{aligned}
\mathbb{E}\left[\sum_{i=1}^{N_{c}} \nabla_{\mu} \log \left(\ell_{i c}\left(z_{i c} ; \mu_{0}\right)\right)\right] & \equiv \mathbb{E}\left[\frac{\int_{[0,1]^{N_{c}}} \nabla_{\mu} P_{c}\left(z_{c}, \eta_{c} ; \beta_{0}\right) \prod_{i=1}^{N_{c}} d u_{i c}}{\int_{[0,1]^{N_{c}}} P_{c}\left(z_{c}, \eta_{c} ; \beta_{0}\right) \prod_{i=1}^{N_{c}} d u_{i c}}\right]=0 \\
\mathbb{E}\left[\nabla_{\mu} \log \left(\ell_{c}\left(z_{c} ; \theta_{0}\right)\right)\right] & \equiv \mathbb{E}\left[\frac{\int_{[0,1]^{N_{c}}} \nabla_{\mu} P_{c}\left(z_{c}, \eta_{c} ; \beta_{0}\right) d C\left(u_{c} ; \rho_{0}\right)}{\int_{[0,1]^{N_{c}}} P_{c}\left(z_{c}, \eta_{c} ; \beta_{0}\right) d C\left(u_{c} ; \rho_{0}\right)}\right]=0 \\
\mathbb{E}\left[\nabla_{\rho} \log \left(\ell_{c}\left(z_{c} ; \theta_{0}\right)\right)\right] & \equiv \mathbb{E}\left[\frac{\int_{[0,1]^{N_{c}}} P_{c}\left(z_{c}, \eta_{c} ; \beta_{0}\right) \nabla_{\rho} c\left(u_{c} ; \rho_{0}\right) \prod_{i=1}^{N_{c}} d u_{i c}}{\int_{[0,1]^{N_{c}}} P_{c}\left(z_{c}, \eta_{c} ; \beta_{0}\right) d C\left(u_{c} ; \rho_{0}\right)}\right]=0
\end{aligned}
$$

Under the assumption that the likelihood is correctly specified, the asymptotic variance of the CBRE estimator is not larger than the asymptotic variance of the RE estimator. The following proposition establishes under which condition both estimators are asymptotically efficient:

Proposition 2. The RE estimator is as efficient as the CBRE estimator of $\mu$ if the asymptotic variance of the latter equals $-\mathbb{E}\left[\sum_{i=1}^{N_{c}} \nabla_{\mu \mu} \log \left(\ell_{i c}\left(z_{i c}, \mu_{0}\right)\right)\right]^{-1}$.

Consequently, if the copula is fully known, i.e if it does not depend on $\rho$ or if $\rho$ is known, then RE has the same asymptotic variance as CBRE if and only if the actual copula is the independence copula, as stated in the next corrolary:

[^10]Corollary 1. If $\rho_{0}$ is known, then the asymptotic variance of the $R E$ and CBRE estimators coincide if and only if $C\left(u_{c} ; \rho_{0}\right)=\prod_{i=1}^{N_{c}} u_{i c}$.

In any case, it is necessary to take into account the within cluster correlation to compute the standard errors of the maximum likelihood estimates, which the likelihood of the CBRE estimator does by default, unlike the RE estimator. For the latter, a correction is required to reflect the actual variability of the estimator.

## 4 Implementation Algorithm

As in any discrete choice random effects model, implementing the estimator requires the numerical approximation of an integral. Both the Jacobian and the Hessian of the likelihood function depend on the copula of the individual effects, which implies that the dimension of the integrals equals the size of the clusters. Simulation methods like Monte Carlo tend to perform slowly in this kind of setup, and have been outperformed by some recent advances in high dimensional numerical integration methods, although they are still subject to the curse of dimensionality ${ }^{18}$ I propose an algorithm to numerically approximate a class of integrals when the copula is Archimedean. ${ }^{19}$ A variation of this algorithm can also be used with Elliptical copulas, as shown in appendix D .

By Corollary 2.2 in Marshall and Olkin (1988), an Archimedean copula is given by

$$
\begin{equation*}
C(u)=\int_{\mathbb{R}_{+}^{N}} \exp \left(-\sum_{i=1}^{N} \theta_{i} \phi_{i}^{-1}\left(u_{i}\right)\right) d G(\theta) \tag{6}
\end{equation*}
$$

where $G$ is the cdf of $\theta$, and $\phi_{i}$ is the Laplace transform of the marginal distributions of $G$. Some of the most common copulas have $\theta$ unidimensional and $\phi_{i}=\phi \forall i$. Consider the following integral:

$$
\begin{equation*}
\mathcal{I}=\int_{[0,1]^{N}} \prod_{i=1}^{N} \ell_{i}\left(u_{i}\right) d C(u)=\int_{\mathbb{R}_{+}} \prod_{i=1}^{N}\left[\int_{0}^{1} \ell_{i}\left(u_{i}\right) d F^{\theta}\left(u_{i}\right)\right] d G(\theta) \tag{7}
\end{equation*}
$$

[^11]where $F^{\theta}\left(u_{i}\right)=\exp \left(-\theta \phi^{-1}\left(u_{i}\right)\right)$. The originally $N$-dimensional integral can be expressed as the integral of the product of $N$ independent integrals, reducing the dimensionality from $N$ to 2. Hence, an algorithm to approximate the integral is given by

1. Compute a grid of values of $\theta$, given by $\theta_{j}=G^{-1}\left(\frac{j}{N_{1}+1}\right), \forall j=1, \ldots, N_{1}$.
2. Compute a grid of values of $u \forall j$, given by $u_{j h}=\phi\left(-\frac{1}{\theta_{j}} \log \left(\frac{h}{N_{2}+1}\right)\right), \forall h=1, \ldots, N_{2}$.
3. Approximate the integral by $\hat{\mathcal{I}}=\frac{1}{N_{1}} \sum_{j=1}^{N_{1}} \prod_{i=1}^{N}\left[\frac{1}{N_{2}} \sum_{h=1}^{N_{2}} \ell_{i}\left(u_{j h}\right)\right]$.

To understand how the algorithm works, consider the integration of a function $g$ with respect to a distribution $F: \int g(x) d F(x)$. One possibility is to split the unit interval into $Q+1$ intervals of equal probability using $Q$ evenly spaced quantiles: $0<\frac{1}{Q+1}<\ldots<\frac{Q}{Q+1}<1$. Then the integral is approximated by evaluating the function $g$ at these quantiles and taking the average across quantiles: $\frac{1}{Q+1} \sum_{q=1}^{Q} g\left(x_{q}\right)$, where $x_{q}=F^{-1}\left(\frac{q}{Q+1}\right)$ is the $q$ th quantile of the function $F 2$

The algorithm uses this approximation twice, and figure 1 shows how the selection of the points used for integration is done in practice. Suppose that we want to do an integration using a bivariate Clayton copula. For a fixed value of $\theta$, we have $N_{2}$ different values for each $u_{i}$ as shown in the upper graphs. These points split the unit interval into $N_{2}+1$ intervals that have the same probability of occurring, conditional on $\theta$. Thus, it is possible to approximate the inner integral of each dimension $j$ as $\frac{1}{N_{2}+1} \sum_{h=1}^{N_{2}} \ell_{i}\left(u_{j h}\right)$. The symmetry of the copula means that the points $u_{j h}$ are indeed the same for each dimension, so there is no need to compute a different number of points of support for each dimension. Then, to approximate the outer integral, one would do the same for the $N_{1}$ values of $\theta_{j}$ and calculate the average. Graphically, the number of squares increases, as shown in figure 1 as we move from the upper to the lower graphs. And as $N_{1}, N_{2} \rightarrow \infty$, the unit square is covered by more points and $\hat{\mathcal{I}} \rightarrow \mathcal{I}$. For higher dimensions, the intuition remains the same, and for each value of $\theta_{j}$ there is a hypercube composed of $N_{2}^{d}$ points.

[^12]Figure 1: Algorithm grid to approximate the integral


To show the performance of the algorithm in terms of speed and precision, I numerically approximate the integral $\mathcal{I} \equiv \int_{[0,1]^{d}} \prod_{j=1}^{d} \sqrt{u_{j}} d C\left(u_{1}, \ldots, u_{d} ; \rho\right)$ with a Clayton (4) copula and dimension $d=\{2,3\}$. This integral has no closed form solution. For the algorithm used in this paper I set $N_{1}=N_{2}=\{9,19,49,99\}$. The number of draws in the Monte Carlo equals the number of points evaluated by the algorithm, i.e. $N_{1} N_{2}^{d}$ draws, and the number of repetitions was 100 . The sampling algorithm for the Monte Carlo is the one proposed by Marshall and Olkin (1988). Table 1 shows the mean value of both methods, the standard deviation of the Monte Carlo across repetitions (the algorithm proposed in this paper yields always the same result.), and the average time spent per repetition.

Even when the dimensionality of the integral is low, the algorithm proposed in this paper is several orders of magnitude faster than the traditional Monte Carlo, and the difference increases with the dimension of the integral. When the dimension is 2 , for a given number of points, their performance is quite similar, and the approximation is within two standard deviations of the Monte Carlo. Even though the new algorithm consistently reports a number inferior to the mean across repetitions of the Monte Carlo, increasing the number of points at which the integral is evaluated is not as costly as for the Monte Carlo, resulting in a more accurate approximation for a given amount of computational time. When $d=3$, the

Table 1: Implementation algorithm \& Monte Carlo comparison

| $N_{1}=N_{2}$ |  | 9 | $c$ | 19 | 49 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $d=2$ |  |  |  |
| $\hat{\mathcal{I}}$ | Algorithm | 0.4933 | 0.4934 | 0.4936 | 0.4937 |
|  | Monte Carlo | 0.4942 | 0.4944 | 0.4940 | 0.4940 |
| S.D. | Algorithm | - | - | - | - |
|  | Monte Carlo | 0.0112 | 0.0033 | 0.0008 | 0.0003 |
| Time | Algorithm | 0.0001 | 0.0003 | 0.0011 | 0.0032 |
|  | Monte Carlo | 0.0027 | 0.0036 | 0.0569 | 0.4776 |
| $d=3$ |  |  |  |  |  |
| $\hat{\mathcal{I}}$ | Algorithm | 0.3786 | 0.3827 | 0.3854 | 0.3863 |
|  | Monte Carlo | 0.3868 | 0.3873 | 0.3873 | 0.3873 |
| S.D. | Algorithm | - | - | - | - |
|  | Monte Carlo | 0.0039 | 0.0007 | 0.0001 | 0.0000 |
| Time | Algorithm | 0.0001 | 0.0003 | 0.0011 | 0.0035 |
|  | Monte Carlo | 0.0252 | 0.0828 | 3.3281 | 58.8875 |

Notes: $\hat{\mathcal{I}}$ is the approximated value of the integral for the proposed algorithm, and the mean value across repetitions for the Monte Carlo simulations.
algorithm I propose loses some accuracy with respect to the Monte Carlo, but the time gains are so large that by increasing the number of integration points the proposed algorithm outperforms the Monte Carlo. Table 2 shows the performance of the algorithm in high dimensions: its accuracy decreases with the dimensionality of the problem, as reflected in the changes in the approximation when we increase the number of points used to evaluate the integral. However, for given $N_{1}$ and $N_{2}$, computational time remains unchanged despite the increase of the dimensionality.

## 5 Monte Carlo

To show the finite sample performance of the estimator, I run a Monte Carlo with the following data generating process: $y_{i c t}=\mathbf{1}\left(\eta_{i c}+\xi_{t}+x_{i t}^{\prime} \beta+\varepsilon_{i c t}>0\right)$, where $\varepsilon_{i c t}$ is logistically distributed, $\eta_{c} \sim \mathcal{N}\left(0, \sigma_{0}^{2}\right), u_{c} \sim$ Clayton $\left(\rho_{0}\right), x_{i c t} \sim U(0,1), \xi=(-1.5,-1,-0.5,0)$, $\beta_{0}=1, \sigma_{0}=1$, and $\rho_{0}=0.5$ for $i=1, \ldots, 5, c=1, \ldots, C$ for $C=200,400,1000$, and $t=1,2,3,4$. The total number of repetitions is 1000 . The main results are shown in

Table 2: Performance in high dimensions

| $N_{1}=N_{2}$ | 9 | 19 | 49 | 99 | 199 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $d=2$ |  |  |  |  |
| $\hat{\mathcal{I}}$ | 0.4933 | 0.4934 | 0.4936 | 0.4937 | 0.4938 |
| Time | 0.0001 | 0.0003 | 0.0011 | 0.0032 | 0.0108 |
|  | $d=3$ |  |  |  |  |
| $\hat{\mathcal{I}}$ | 0.3786 | 0.3827 | 0.3854 | 0.3863 | 0.3868 |
| Time | 0.0001 | 0.0003 | 0.0011 | 0.0035 | 0.0107 |
|  | $d=5$ |  |  |  |  |
| $\hat{\mathcal{I}}$ | 0.2452 | 0.2534 | 0.2584 | 0.2602 | 0.2610 |
| Time | 0.0001 | 0.0003 | 0.0011 | 0.0035 | 0.0109 |
|  | $d=10$ |  |  |  |  |
| $\hat{\mathcal{I}}$ | 0.1076 | 0.1176 | 0.1238 | 0.1260 | 0.1271 |
| Time | 0.0001 | 0.0003 | 0.0011 | 0.0033 | 0.0109 |
|  | $d=50$ |  |  |  |  |
| $\hat{\mathcal{I}}$ | 0.0017 | 0.0033 | 0.0049 | 0.0057 | 0.0062 |
| Time | 0.0001 | 0.0003 | 0.0011 | 0.0033 | 0.0108 |

table 3. Both the CBRE and the RE estimators consistently estimate the time fixed effects and $\beta$. The standard deviation of the individual effects is consistently estimated by the RE estimator, but the CBRE estimator of this parameter is slightly upward biased. This bias is reduced as the number of points used for the approximation increases, and it is of the same magnitude if the sample size varies. The choice of $N_{1}$ and $N_{2}$ also results in a substantial bias of the correlation parameter when the two numbers are different: if $N_{1}$ is larger than $N_{2}$, then the parameter is downward biased, whereas if $N_{1}$ is smaller than $N_{2}$, the bias is positive. Therefore, when choosing $N_{1}$ and $N_{2}$ one should be aware that if they are different, the correlation parameter will be biased, and if they are too small, also the standard deviation of the individual effects will be biased. In terms of efficiency, both estimators have a similar performance, with the CBRE estimator having slightly smaller standard errors, but the difference was of the order of the fourth digit ${ }^{21}$ Finally, the likelihood function for the RE estimator is always smaller than those of the CBRE estimator.

[^13]Table 3: Monte Carlo Results

| N | 1000 |  |  |  |  |  | 2000 |  |  | 5000 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CBRE |  |  |  | RE | CBRE |  |  |  | RE | CBRE |  |  |  | RE | $\theta_{0}$ |
| $N_{1}$ $N_{2}$ | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $\begin{aligned} & 10 \\ & 50 \end{aligned}$ | $\begin{aligned} & 50 \\ & 10 \end{aligned}$ | $\begin{aligned} & 50 \\ & 50 \end{aligned}$ |  | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $\begin{aligned} & 10 \\ & 50 \end{aligned}$ | $\begin{aligned} & 50 \\ & 10 \end{aligned}$ | $\begin{aligned} & 50 \\ & 50 \end{aligned}$ |  | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $\begin{aligned} & 10 \\ & 50 \end{aligned}$ | $\begin{aligned} & 50 \\ & 10 \end{aligned}$ | $\begin{aligned} & 50 \\ & 50 \end{aligned}$ |  |  |
| $\xi_{1}$ | $\begin{aligned} & \hline-1.51 \\ & (0.12) \end{aligned}$ | $\begin{aligned} & -1.53 \\ & (0.12) \end{aligned}$ | $\begin{aligned} & -1.49 \\ & (0.12) \end{aligned}$ | $\begin{aligned} & -1.51 \\ & (0.12) \end{aligned}$ | $\begin{aligned} & -1.51 \\ & (0.12) \end{aligned}$ | $\begin{aligned} & -1.50 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & -1.52 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & -1.49 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & -1.50 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & -1.50 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & -1.51 \\ & (0.05) \end{aligned}$ | $\begin{aligned} & -1.53 \\ & (0.05) \end{aligned}$ | $\begin{gathered} -1.49 \\ (0.05) \end{gathered}$ | $\begin{aligned} & -1.50 \\ & (0.05) \end{aligned}$ | $\begin{aligned} & -1.50 \\ & (0.05) \end{aligned}$ | -1.5 |
| $\xi_{2}$ | $\begin{aligned} & -1.01 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & -1.03 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & -1.00 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & -1.01 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & -1.01 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & -1.01 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & -1.03 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & -0.99 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & -1.01 \\ & (0.08) \end{aligned}$ | $\begin{gathered} -1.00 \\ (0.08) \end{gathered}$ | $\begin{aligned} & -1.01 \\ & (0.05) \end{aligned}$ | $\begin{aligned} & -1.02 \\ & (0.05) \end{aligned}$ | $\begin{aligned} & -0.99 \\ & (0.05) \end{aligned}$ | $\begin{aligned} & -1.00 \\ & (0.05) \end{aligned}$ | $\begin{aligned} & -1.00 \\ & (0.05) \end{aligned}$ | -1 |
| $\xi_{3}$ | $\begin{aligned} & -0.51 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & -0.53 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & -0.49 \\ & (0.11) \end{aligned}$ | $\begin{gathered} -0.51 \\ (0.11) \end{gathered}$ | $\begin{gathered} -0.50 \\ (0.11) \end{gathered}$ | $\begin{aligned} & -0.51 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & -0.52 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & -0.49 \\ & (0.08) \end{aligned}$ | $\begin{gathered} -0.50 \\ (0.08) \end{gathered}$ | $\begin{gathered} -0.50 \\ (0.08) \end{gathered}$ | $\begin{aligned} & -0.51 \\ & (0.05) \end{aligned}$ | $\begin{aligned} & -0.52 \\ & (0.05) \end{aligned}$ | $\begin{gathered} -0.49 \\ (0.05) \end{gathered}$ | $\begin{aligned} & -0.50 \\ & (0.05) \end{aligned}$ | $\begin{gathered} -0.50 \\ (0.05) \end{gathered}$ | -0.5 |
| $\xi_{4}$ | $\begin{gathered} 0.00 \\ (0.11) \end{gathered}$ | $\begin{aligned} & -0.02 \\ & (0.11) \end{aligned}$ | $\begin{gathered} 0.02 \\ (0.11) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.11) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.11) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.08) \end{gathered}$ | $\begin{aligned} & -0.02 \\ & (0.08) \end{aligned}$ | $\begin{gathered} 0.02 \\ (0.08) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.08) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.08) \end{gathered}$ | $\begin{aligned} & -0.01 \\ & (0.05) \end{aligned}$ | $\begin{gathered} -0.03 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.01 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.05) \end{gathered}$ | 0 |
| $\beta$ | $\begin{gathered} 1.01 \\ (0.14) \end{gathered}$ | $\begin{gathered} 1.01 \\ (0.14) \end{gathered}$ | $\begin{gathered} 1.01 \\ (0.14) \end{gathered}$ | $\begin{gathered} 1.01 \\ (0.14) \end{gathered}$ | $\begin{gathered} 1.01 \\ (0.14) \end{gathered}$ | $\begin{gathered} 1.00 \\ (0.09) \end{gathered}$ | $\begin{gathered} 1.00 \\ (0.09) \end{gathered}$ | $\begin{gathered} 1.00 \\ (0.09) \end{gathered}$ | $\begin{gathered} 1.00 \\ (0.09) \end{gathered}$ | $\begin{gathered} 1.00 \\ (0.09) \end{gathered}$ | $\begin{gathered} 1.00 \\ (0.06) \end{gathered}$ | $\begin{gathered} 1.00 \\ (0.06) \end{gathered}$ | $\begin{gathered} 1.00 \\ (0.06) \end{gathered}$ | $\begin{gathered} 1.00 \\ (0.06) \end{gathered}$ | $\begin{gathered} 1.00 \\ (0.06) \end{gathered}$ | 1 |
| $\sigma$ | $\begin{gathered} 1.24 \\ (0.09) \end{gathered}$ | $\begin{gathered} 1.12 \\ (0.08) \end{gathered}$ | $\begin{gathered} 1.19 \\ (0.08) \end{gathered}$ | $\begin{gathered} 1.06 \\ (0.07) \end{gathered}$ | $\begin{gathered} 1.00 \\ (0.07) \end{gathered}$ | $\begin{gathered} 1.24 \\ (0.06) \end{gathered}$ | $\begin{gathered} 1.12 \\ (0.05) \end{gathered}$ | $\begin{gathered} 1.18 \\ (0.06) \end{gathered}$ | $\begin{gathered} 1.06 \\ (0.05) \end{gathered}$ | $\begin{gathered} 1.00 \\ (0.05) \end{gathered}$ | $\begin{gathered} 1.24 \\ (0.04) \end{gathered}$ | $\begin{gathered} 1.12 \\ (0.04) \end{gathered}$ | $\begin{gathered} 1.18 \\ (0.04) \end{gathered}$ | $\begin{gathered} 1.06 \\ (0.03) \end{gathered}$ | $\begin{gathered} 1.00 \\ (0.03) \end{gathered}$ | 1 |
| $\rho$ | $\begin{gathered} 0.52 \\ (0.15) \end{gathered}$ | $\begin{gathered} 0.69 \\ (0.19) \end{gathered}$ | $\begin{gathered} 0.39 \\ (0.11) \end{gathered}$ | $\begin{gathered} 0.51 \\ (0.15) \end{gathered}$ | - | $\begin{gathered} 0.53 \\ (0.11) \end{gathered}$ | $\begin{gathered} 0.69 \\ (0.14) \end{gathered}$ | $\begin{gathered} 0.39 \\ (0.08) \end{gathered}$ | $\begin{gathered} 0.52 \\ (0.11) \end{gathered}$ | - | $\begin{gathered} 0.52 \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.69 \\ (0.08) \end{gathered}$ | $\begin{gathered} 0.39 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.51 \\ (0.06) \end{gathered}$ | - | 0.5 |
| $\mathcal{L}$ | -2541 | -2541 | -2541 | -2540 | -2556 | -5087 | -5086 | -5086 | -5086 | -5117 | -12723 | -12723 | -12722 | -12722 | -12797 |  |

Notes: Mean estimates of the parameters across repetitions, standard deviations across repetitions in parentheses, $\mathcal{L}$ denotes the maximized value of the likelihood function, and $\theta_{0}$ the true value of the parameters. The RE estimates were calculated by approximating the integral with a Gauss-Hermite quadrature with 20 points.

Finally, table 4 shows the results of the tests of independence ( T 1 and T 3 ), and between the Clayton and Gumbel copulas ( T 2 and T 4 ), both when the true copula is a Clayton(2) (T1 and T2), and an independent copula (T3 and T4), which nests both the Clayton and Gumbel copulas. When the true copula is a Clayton(2), the first test always rejects the null hypothesis of independence. The second test accepts the alternative hypothesis of the Clayton copula being a better fit than the Gumbel more often than not, and with a higher probability as the sample size increases. It also accepts the null hypothesis that both copulas provide an equally good fit, but it never accepts the hypothesis that the Gumbel is the best fit ${ }^{22}$ In the second experiment however, the null hypothesis of independence is almost always accepted by the first test, whereas the second test shows that both copulas provide a statistically equal fit.

| Table 4: Monte Carlo Tests |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | 1000 |  |  |  |  |  |  |  |  |  |  |  |
| Test | T 1 | T 2 | T 3 | T 4 | T 1 | T 2 | T 3 | T 4 | T 1 | T 2 | T 3 | T 4 |
| $H_{0}$ accepted | 0 | 34.8 | 99.6 | 97.6 | 0 | 13.8 | 99.6 | 99.2 | 0 | 0 | 96.8 | 100 |
| $H_{1}$ accepted | 100 | 65.2 | 0.4 | 2.4 | 100 | 86.2 | 0.4 | 0.8 | 100 | 100 | 3.2 | 0 |
| $H_{2}$ accepted |  | 0 |  | 0 |  | 0 |  | 0 |  | 0 |  | 0 |

Notes: The numbers represent the percentage each hypothesis was accepted in the 500 repetitions of each experiment; $5 \%$ test size; $N_{1}=N_{2}=50$.

## 6 Empirical Application

To illustrate the estimator, I study the existence of labor supply in married couples. I use the 2012 wave of the EU-SILC (European Union Statistics on Income and Living Conditions) dataset, which follows 279,115 individuals for the 2009-2012 period. ${ }^{23}$ I keep the sub-population of married couples, in which both individuals were aged 21-65 during the whole period, leaving us with 28,246 individuals.

[^14]For these couples I run a CBRE logit regression in which the dependent variable takes value one if they worked during the year and zero otherwise, and the covariates included are gender, age, level of education, and total household non-labor income, on top of yearly dummies. I assume that the random effects are normally distributed and that the copula is a Clayton. The results are shown in table $6{ }^{[24}$ The estimates are qualitatively the same for all countries: married females work with a smaller probability than their husbands, the older workers become, the smaller the probability that they work, and increasing the level of education is correlated with an increase in the probability of working (with the exception of Greece, where workers with primary or no education have a larger probability of working than those with secondary education). On the other hand, the coefficient of non-labor income is not significant in all countries. Regarding the distribution of the individual effects, its standard deviation is always significantly different from zero and substantially large, implying that the probability of working at a period greatly varies across individuals, but the correlation inside the couple is always small: Denmark, the country for which the correlation is the highest has a coefficient of 0.55 , which in terms of the linear correlation would be approximately $0.33{ }^{25}$

Using these estimates, I compute the probability that at least one member of the couple was employed in every period, to which I refer as a working household, and then I change the estimated copula by the independence copula, obtaining the counterfactual probability when there is neither sorting nor spillovers in the individual heterogeneity, presenting these estimates in table 7. Consistently with the large differences in the labor market across countries, the probability of observing a working household has a lot of variation: countries with a low unemployment rate, such as Denmark, the Netherlands, or Norway, have a high probability, whereas countries with high unemployment rate, such as Greece or Spain, have a low probability. In the counterfactual scenario, this probability would increase in most countries, reducing the proportion of non-working households. However, this increase would

[^15]Table 5: CBRE logit estimates

|  | AT | BE | BG | CZ | DK | EL | ES | FI | FR | HU | IT | NL | NO | PL | PT | UK |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FE | -2.06 | -3.67 | -1.11 | -1.75 | -0.97 | -5.03 | -4.08 | -0.94 | -1.96 | -1.07 | -4.23 | -5.15 | -2.17 | -2.87 | -3.01 | -1.06 |
|  | (0.49) | (0.81) | (0.48) | (0.36) | (0.35) | (0.58) | (0.30) | (0.39) | (0.29) | (0.31) | (0.30) | (0.67) | (0.34) | (0.38) | (0.52) | (0.50) |
| C5 | -0.55 | -0.23 | -1.41 | 0.29 | -1.30 | 0.78 | 0.09 | -1.47 | -0.40 | 0.69 | 0.94 | -0.52 | -0.70 | 0.58 | -0.03 | 1.00 |
|  | (0.70) | (0.68) | (1.21) | (0.79) | (0.68) | (0.59) | (0.32) | (0.51) | (0.42) | (0.46) | (0.39) | (1.21) | (0.50) | (0.45) | (0.91) | (1.00) |
| C5*FE | -2.93 | -1.43 | -1.61 | -7.99 | 0.66 | -1.69 | -1.02 | -3.93 | -3.20 | -5.56 | -2.69 | -2.33 | -0.79 | -3.55 | -0.99 | -3.98 |
|  | (0.83) | (1.04) | (1.77) | (0.88) | (0.78) | (0.74) | (0.43) | (0.64) | (0.49) | (0.47) | (0.46) | (1.25) | (0.58) | (0.53) | (1.05) | (1.05) |
| AGE | -0.19 | -0.34 | -0.17 | -0.22 | -0.08 | -0.18 | -0.11 | -0.14 | -0.31 | -0.17 | -0.17 | -0.31 | -0.08 | -0.26 | -0.23 | -0.10 |
|  | (0.03) | (0.05) | (0.03) | (0.02) | (0.03) | (0.03) | (0.02) | (0.02) | (0.02) | (0.02) | (0.02) | (0.04) | (0.02) | (0.02) | (0.03) | (0.03) |
| SE | 0.92 | 1.33 | 1.66 | 2.60 | 0.31 | -0.15 | 2.05 | 1.90 | 1.21 | 1.57 | 2.53 | 2.08 | 2.01 | 2.12 | 1.63 | -0.03 |
|  | (0.41) | (0.44) | (0.59) | (0.61) | (0.43) | (0.30) | (0.29) | (0.50) | (0.25) | (0.29) | (0.28) | (0.62) | (0.39) | (0.66) | (0.47) | (0.38) |
| TE | 1.68 | 2.42 | 4.28 | 4.06 | 1.89 | 3.61 | 3.93 | 2.70 | 3.86 | 3.26 | 4.67 | 4.06 | 3.24 | 5.60 | 4.21 | 0.76 |
|  | $(0.61)$ | (0.48) | (0.75) | (0.74) | $(0.49)$ | $(0.54)$ | (0.31) | $(0.56)$ | (0.37) | (0.42) | (0.44) | (0.61) | (0.42) | (0.77) | (0.75) | (0.41) |
| IN | 0.00 | -0.01 | -0.23 | 0.05 | 0.01 | 0.01 | 0.00 | 0.00 | 0.00 | 0.00 | 0.02 | 0.03 | 0.00 | 0.11 | 0.03 | -0.03 |
|  | (0.01) | (0.01) | (0.42) | (0.05) | (0.00) | (0.04) | (0.03) | (0.01) | (0.00) | (0.10) | (0.02) | (0.01) | (0.01) | (0.01) | (0.08) | (0.03) |
| $\hat{\sigma}$ | 4.72 | 7.43 | 5.17 | 4.58 | 3.47 | 5.73 | 4.75 | 4.00 | 6.39 | 4.95 | 4.77 | 6.59 | 4.08 | 6.09 | 5.57 | 4.56 |
|  | (0.36) | (0.80) | (0.38) | (0.25) | (0.29) | (0.41) | (0.21) | (0.29) | (0.27) | (0.26) | (0.20) | (0.49) | (0.26) | (0.32) | (0.40) | (0.40) |
| $\hat{\rho}$ | 0.39 | 0.47 | 0.22 | 0.28 | 0.55 | 0.07 | 0.17 | 0.25 | 0.29 | 0.39 | 0.12 | 0.10 | 0.19 | 0.15 | 0.24 | 0.19 |
|  | (0.19) | (0.25) | (0.18) | (0.15) | (0.26) | (0.16) | (0.11) | (0.16) | (0.09) | (0.14) | (0.11) | (0.12) | (0.14) | (0.12) | (0.17) | (0.19) |
| N | 764 | 604 | 780 | 1404 | 696 | 930 | 1906 | 882 | 3370 | 1422 | 2186 | 1360 | 1364 | 1848 | 814 | 640 |
| T | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 |

Notes: Standard errors in parentheses for all coefficients except for $\hat{\rho}$, for which I report the critical values at the $95 \%$ level. FE, C5, AGE, SE, TE, and IN respectively denote female, number of children smaller than 5 years old, age, secondary education, tertiary education, and non-labor income (expressed in thousands of euros); N is the sample size of each country; T is the total number of periods. The countries whose estimates are shown in this table are Austria, Belgium, Bulgaria, Czech Republic, Denmark, Greece, Spain, Finland, Hungary, Italy, Netherlands, Norway, Poland, Portugal, and the United Kingdom. The estimates for the remaining countries (Cyprus, Estonia, Iceland, Lithuania, Luxemburg, Latvia, Malta, and Slovenia) are available upon request.
be concentrated in those countries with an already high probability: the largest one would be in Denmark, followed by the United Kingdom and Austria. On the other hand, countries with a relatively low probability of having working households (Greece, Spain, Italy) would only have a slightly higher probability in the counterfactual scenario.

Then, I redo the same analysis computing the probability that a wife is employed conditional on whether the husband employed or unemployed ${ }^{26}$ The probability of a woman being employed is higher in every country whenever the husband is employed, and this difference ranges from $5 \%$ in Greece to $25 \%$ in Belgium. There is a positive correlation between this difference and the unconditional probability of the woman being employed. However, when the husband is unemployed, the probability of the woman being employed is positively correlated to the probability of observing a working household in every period, with countries like Belgium, Greece, Italy, and Spain having the lowest probability, and Denmark, the Netherlands, and Norway having the highest probability. If no such correlation in the unobserved propensity to work existed, then the probability of the wife being employed would lie in between the two probabilities, but closer to the conditional probability when the husband is employed (and the copula is not independent) than when he is unemployed.

Some remarks are in order. These results cannot be extrapolated to the whole population, as the characteristics of married couples in working age, both observable and unobservable, differ from those of singles. Moreover, the coefficient $\rho$ does not have a causal interpretation in this example: marrying someone with a higher propensity to work does not imply that the own propensity is changed in any direction, nor marrying people at random would lead to the counterfactual scenario if there are such spillovers inside the marriage. The goal of this exercise is to isolate the contribution of the correlation in the unobserved propensity to work inside couples to the probability of having working households.

[^16]Table 6: Counterfactuals

|  | AT | BE | BG | CZ | DK | EL | ES | FI | FR | HU | IT | NL | NO | PL | PT | UK |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{P}_{\rho}$ | 80.4 | 71.0 | 77.8 | 86.1 | 89.8 | 65.2 | 68.9 | 82.9 | 76.0 | 66.7 | 67.8 | 90.6 | 92.2 | 67.5 | 69.0 | 86.3 |
|  | (2.6) | (3.9) | (3.0) | (1.6) | (2.0) | (4.4) | (2.6) | (2.5) | (1.5) | (2.7) | (2.7) | (1.5) | (1.3) | (2.7) | (3.7) | (2.7) |
| $\underline{P}_{I}$ | 83.5 | 72.6 | 79.8 | 88.3 | 93.8 | 65.2 | 69.2 | 85.2 | 77.7 | 67.6 | 67.9 | 91.6 | 94.2 | 67.9 | 69.9 | 88.7 |
|  | (3.5) | (5.1) | (3.6) | (2.1) | (2.9) | (4.6) | (2.9) | (3.0) | (1.8) | (3.4) | (2.9) | (1.6) | (1.6) | (3.0) | (4.3) | (3.3) |
| DIF | 3.1 | 1.6 | 2.0 | 2.1 | 3.9 | 0.1 | 0.3 | 2.3 | 1.7 | 0.9 | 0.1 | 1.0 | 2.0 | 0.5 | 0.9 | 2.4 |
|  | (1.4) | (1.4) | (0.8) | (0.7) | (1.5) | (0.2) | (0.3) | (0.8) | (0.4) | (0.8) | (0.2) | (0.2) | (0.4) | (0.3) | (0.7) | (0.8) |
| $C P 1_{\rho}$ | 78.1 | 73.7 | 82.1 | 77.8 | 91.8 | 57.2 | 58.9 | 79.5 | 77.9 | 70.4 | 59.4 | 79.8 | 85.7 | 66.0 | 69.4 | 80.9 |
|  | (2.6) | (3.6) | (2.2) | (2.2) | (1.3) | (4.1) | (2.8) | (2.5) | (1.3) | (2.5) | (2.6) | (1.9) | (1.5) | (2.6) | (3.5) | (2.5) |
| $C P 0{ }_{\rho}$ | 56.6 | 48.4 | 71.5 | 62.1 | 72.8 | 52.5 | 49.1 | 67.5 | 61.7 | 52.1 | 51.7 | 71.3 | 74.4 | 57.3 | 56.4 | 69.9 |
|  | (9.9) | (13.1) | (6.9) | (8.4) | (7.0) | (10.9) | (7.0) | (6.5) | (4.5) | (6.5) | (7.2) | (8.2) | (6.1) | (6.0) | (8.8) | (9.0) |
| $C P_{I}$ | 75.2 | 69.3 | 80.1 | 76.3 | 90.3 | 56.4 | 57.3 | 77.7 | 75.2 | 66.1 | 58.3 | 79.2 | 84.8 | 64.2 | 66.8 | 79.5 |
|  | (3.0) | (4.4) | (2.5) | (2.3) | (1.6) | (4.2) | (3.0) | (2.8) | (1.5) | (2.9) | (2.7) | (2.0) | (1.6) | (2.7) | (3.8) | (2.7) |
| N | 764 | 604 | 780 | 1404 | 696 | 930 | 1906 | 882 | 3370 | 1422 | 2186 | 1360 | 1364 | 1848 | 814 | 640 |
| T | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 |

Notes: Standard errors of the estimated probabilities were computed using the delta method. $\underline{P}_{\rho}$ and $\underline{P}_{I}$ respectively denote the probability (in \%) that at least one member of the couple was employed in every period when the parameter of the copula is the estimated one and when the copula is independent, and DIF denotes the difference between the two of them; $C P 1_{\rho}, C P 0_{\rho}$, and $C P_{I}$ respectively denote the probability that a wife is employed conditional on her husband being employed when the copula is the estimated one, conditional on her husband being unemployed when the copula is the estimated one, and with the independence copula; N is the sample size of each country; T is the total number of periods. The countries whose estimates are shown in this table are Austria, Belgium, Bulgaria, Czech Republic, Denmark, Greece, Spain, Finland, Hungary, Italy, Netherlands, Norway, Poland, Portugal, and the United Kingdom. The estimates for the remaining countries (Cyprus, Estonia, Iceland, Lithuania, Luxemburg, Latvia, Malta, and Slovenia) are available upon request.

## 7 Conclusion

In this paper I present the CBRE estimator for clustered data, a random effects estimator for binary choice panel data in which the unobserved heterogeneity of individuals in the same cluster is correlated. The correlation of the unobserved heterogeneity is modeled using a copula. This estimator allows to easily compute joint and conditional events, which are inherently difficult to model in a simultaneous equations framework with limited dependent variables. It is more efficient than standard random effects estimators, and unlike the latter, it can be used to consistently estimate the probability of joint and conditional events. I also propose two types of tests of hypothesis, one in which the null hypothesis is that the value of the correlation parameter lies on the boundary of the parameter space (usually for the independence copula), and another one along the lines of Vuong (1989) that discriminates between two non-nested models, both of which could be potentially misspecified.

The computation of the estimator requires the numerical approximation of potentially high-dimensional integrals. To overcome this issue, I propose an algorithm that approximates such integrals for Archimedean copulas. This algorithm does not suffer from the curse of dimensionality unlike traditional simulation methods, such as Monte Carlo integration.

I illustrate the use of the estimator with a Monte Carlo simulation, and an empirical application of labor supply of married couples. The results show evidence of some degree of correlation in the unobserved propensity to be employed between the two members of the couple. Then I use these estimates to compute the probability that the wife is employed, conditional on the employment status of the husband, and compare it to the counterfactual probability when the individual effects are independent. The findings suggest that the probability of the woman being employed is substantially larger when the husband is also employed.
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## Appendix

## A Mathematical proofs

## A. 1 Proof to proposition 1

The proposition is shown by checking that assumptions 1 to 11 satisfy the assumptions in theorems 2.5 and 3.3 in Newey and McFadden (1994). Rather than considering the data iid at the individual level, I do it at the cluster level. Begin with the consistency result.

By assumptions 10 and 11 .

$$
\ell_{c}\left(z_{c} ; \theta\right)=\int_{[0,1]}^{N_{c}} \prod_{i=1}^{N_{c}} P_{i c}\left(z_{i c}, \eta_{i c} ; \beta\right) c\left(u_{c} ; \rho\right) d u_{i c}<\bar{c} \max _{i=1, \ldots, N_{c}} \ell_{i c}\left(z_{i c} ; \theta\right)^{\bar{N}}<\infty
$$

So $\ell_{c}\left(z_{c i} ; \theta\right)$ is well defined and finite. By assumption 4, for any sequence $\theta_{n}: \theta_{n} \rightarrow \theta$, $\prod_{i=1}^{N_{c}} P_{i c}\left(z_{i c}, \eta_{i c, n} ; \beta_{n}\right) c\left(u_{c} ; \rho_{n}\right) \rightarrow \prod_{i=1}^{N_{c}} P_{i c}\left(z_{i c}, \eta_{i c} ; \beta\right) c\left(u_{c} ; \rho\right)$ for almost every $u_{c}$. Therefore, by the dominated convergence theorem, $\ell_{c}\left(z_{c} ; \theta_{n}\right) \rightarrow \ell_{c}\left(z_{c} ; \theta\right)$, so $\ell_{c}\left(z_{c} ; \theta\right)$ is continuous with respect to $\theta$.

$$
\log \left(\ell_{c}\left(z_{c} ; \theta\right)\right)=\log \left(\int_{[0,1]}^{N_{c}} \prod_{i=1}^{N_{c}} P_{i c}\left(z_{i c}, \eta_{i c} ; \beta\right) c\left(u_{c} ; \rho\right) d u_{i c}\right)<\log (\bar{c})+\sum_{i=1}^{N_{c}} \log \left(\ell_{i c}\left(z_{i c} ; \mu\right)\right)
$$

where the inequality follows from assumption 10. By a similar argument, $\log \left(\ell_{c}\left(z_{c} ; \theta\right)\right)>$ $\log (\underline{c})+\sum_{i=1}^{N_{c}} \log \left(\ell_{i c}\left(z_{i c} ; \mu\right)\right)$. Hence, by assumptions 5 and 11 , $\mathbb{E}\left[\sup _{\theta \in \Theta}\left|\log \left(\ell_{c}\left(z_{c} ; \theta\right)\right)\right|\right]<\max \{|\log (\underline{c})|,|\log (\bar{c})|\}+\bar{N} \mathbb{E}\left[\max _{i=1, \ldots, N_{c}} \sup _{\theta \in \Theta}\left|\log \left(\ell_{i c}\left(z_{i c} ; \mu\right)\right)\right|\right]<\infty$

These two results, together with assumptions 1 to 3, verify the conditions in theorem 2.5 in Newey and McFadden (1994) and hence $\hat{\theta} \xrightarrow{P} \theta_{0}$. Note that it would be further possible to relax assumption 3 to allow $\theta_{0}$ to be on the boundary of $\Theta$ and still get consistency.

By assumptions 7. 10, and $11,\left\|\nabla_{\mu} \ell_{c}\left(z_{c} ; \theta\right)\right\|<\bar{c} \bar{N} \max _{i=1, \ldots, N_{c}} \prod_{j \neq i} \ell_{j c}\left(z_{j c} ; \mu\right)\left\|\left(\nabla_{\mu} \ell_{i c}\left(z_{i c} ; \mu\right)\right)\right\|$ for all $\theta \in \mathcal{N}$. Hence,
$\int \sup _{\theta \in \mathcal{N}}\left\|\nabla_{\mu} \ell_{c}\left(z_{c} ; \theta\right)\right\| d z_{c}<\bar{c} \bar{N} \max _{i=1, \ldots, N_{c}} \prod_{j \neq i} \int \sup _{\theta \in \mathcal{N}} \ell_{j c}\left(z_{j c} ; \mu\right) d z_{j c} \int \sup _{\theta \in \mathcal{N}}\left\|\nabla_{\mu} \ell_{i c}\left(z_{i c} ; \mu\right)\right\| d z_{i c}<\infty$

By assumptions 10 and $11\left\|\nabla_{\rho} \ell_{c}\left(z_{c} ; \theta\right)\right\|<\left\|\bar{c}_{1}\right\| \prod_{i=1}^{N_{c}} \ell_{i c}\left(z_{i c} ; \mu\right)$ for all $\theta \in \mathcal{N}$. Hence,

$$
\int \sup _{\theta \in \mathcal{N}}\left\|\nabla_{\rho} \ell_{c}\left(z_{c} ; \theta\right)\right\| d z_{c}<\left\|\bar{c}_{1}\right\| \prod_{i=1}^{N_{c}} \int \sup _{\theta \in \mathcal{N}}\left|\ell_{i c}\left(z_{i c} ; \mu\right)\right| d z_{i c}<\infty
$$

By a parallel argument, the second derivatives can be bounded. Consequently, it follows that $\int \sup _{\theta \in \mathcal{N}}\left\|\nabla_{\theta} \ell_{c}\left(z_{c} ; \theta\right)\right\| d z_{c}<\infty$ and $\int \sup _{\theta \in \mathcal{N}}\left\|\nabla_{\theta \theta} \ell_{c}\left(z_{c} ; \theta\right)\right\| d z_{c}<\infty$. This, together with assumptions 1, 3, 6, and 8, and 10, the conditions in theorem 3.3 in Newey and McFadden 1994 are verified and $\sqrt{C}\left(\hat{\theta}-\theta_{0}\right) \xrightarrow{d} \mathcal{N}\left(0, \Sigma_{\theta}^{C B R E}\right)$.

## A. 2 Proof to proposition 2

The asymptotic variance of the CBRE estimator $\hat{\theta}$ is given by

$$
\Sigma_{\theta}^{C B R E}=-\mathbb{E}\left[\begin{array}{cc}
\nabla_{\mu \mu} \log \left(\ell_{c}\left(z_{c} ; \theta_{0}\right)\right) & \nabla_{\mu \rho} \log \left(\ell_{c}\left(z_{c} ; \theta_{0}\right)\right) \\
\nabla_{\mu \rho} \log \left(\ell_{c}\left(z_{c} ; \theta_{0}\right)\right)^{\prime} & \nabla_{\rho \rho} \log \left(\ell_{c}\left(z_{c} ; \theta_{0}\right)\right)
\end{array}\right]
$$

Using the inverse block matrix formula, the variance of $\hat{\theta}$ is given by

$$
\begin{aligned}
\Sigma_{\mu}^{C B R E} & =-\left(\mathbb{E}\left[\nabla_{\mu \mu} \log \left(\ell_{c}\left(z_{c} ; \theta_{0}\right)\right)\right]\right. \\
& \left.-\mathbb{E}\left[\nabla_{\mu \rho} \log \left(\ell_{c}\left(z_{c} ; \theta_{0}\right)\right)\right] \mathbb{E}\left[\nabla_{\rho \rho} \log \left(\ell_{c}\left(z_{c} ; \theta_{0}\right)\right)\right]^{-1} \mathbb{E}\left[\nabla_{\mu \rho} \log \left(\ell_{c}\left(z_{c} ; \theta_{0}\right)\right)\right]^{\prime}\right)^{-1}
\end{aligned}
$$

Similarly, for the RE estimator, its asymptotic variance is given by

$$
\Sigma_{\mu}^{R E}=-\mathbb{E}\left[\sum_{i=1}^{N_{c}} \nabla_{\mu \mu} \log \left(\ell_{i c}\left(z_{i c} ; \mu_{0}\right)\right)\right]^{-1}
$$

## A. 3 Proof to corollary 1

$$
\begin{aligned}
& -\mathbb{E}\left[\nabla_{\mu \mu} \sum_{i=1}^{N_{c}} \log \left(\ell_{i c}\left(z_{i c} ; \mu_{0}\right)\right)\right]^{-1}=-\mathbb{E}\left[\nabla_{\mu \mu} \log \left(\ell_{c}\left(z_{c} ; \mu_{0}\right)\right)\right]^{-1} \\
& \Leftrightarrow \mathbb{E}\left[\nabla_{\mu \mu} \sum_{i=1}^{N_{c}} \log \left(\ell_{i c}\left(z_{i c} ; \mu_{0}\right)\right)-\nabla_{\mu \mu} \log \left(\ell_{c}\left(z_{c} ; \mu_{0}\right)\right)\right]=0 \\
& \Leftrightarrow \mathbb{E}\left[\int\left(\nabla_{\mu \mu} P_{c}\left(z_{c}, \eta_{c} ; \beta_{0}\right)-\nabla_{\mu} P_{c}\left(z_{c}, \eta_{c} ; \beta_{0}\right) \nabla_{\mu} P_{c}\left(z_{c}, \eta_{c} ; \beta_{0}\right)^{\prime}\right) \cdot\right. \\
& \left.\left(\frac{1}{\int P_{c}\left(z_{c}, \eta_{c} ; \beta_{0}\right) \prod_{j=1}^{N_{c}} d u_{j c}}-\frac{c\left(u_{c} ; \rho_{0}\right)}{\int P_{c}\left(z_{c}, \eta_{c} ; \beta_{0}\right) c\left(u_{c} ; \rho_{0}\right) \prod_{j=1}^{N_{c}} d u_{j c}}\right) \prod_{i=1}^{N_{c}} d u_{i c}\right]=0 \\
& \Leftrightarrow c\left(u_{c} ; \rho_{0}\right)=1 \\
& \Leftrightarrow C\left(u_{c} ; \rho_{0}\right)=\prod_{i=1}^{N_{c}} u_{i c}
\end{aligned}
$$

## A. 4 Extra lemma

Lemma 1. Assume that the distribution of $X_{i c t}$ is discrete with finite support, and let $\mathbb{P}\left(Y_{c} \mid X_{c}\right)=\int_{\mathcal{Y}} P_{c}\left(\eta_{c} ; \beta\right) d C\left(u_{c} ; \rho\right)$, where $P_{c}\left(\eta_{c} ; \beta\right)$ is defined as in the main text and is a measurable function of $\eta_{c}$ for each $\beta \in B$, and $\mathcal{Y}$ denotes the support of $\eta_{c}$. Then, for each $\beta$, every marginal distribution $F_{\eta}\left(\eta_{i c} ; \sigma\right)$ on the support of $\eta_{i c}$, and every copula $C\left(u_{c} ; \rho\right)$ on $[0,1]^{N}$, there exists a discrete distribution $F_{\eta}^{k, N, T}$ with no more than $2^{N T}$ support points such that $\int_{\mathcal{Y}} P_{c}\left(z_{c}, \eta_{c} ; \beta\right) d C\left(u_{c} ; \rho\right)=\int_{\mathcal{Y}} P_{c}\left(z_{c}, \eta_{c} ; \beta\right) d F_{\eta}^{k, N, T}\left(\eta_{c}\right)$.

Proof. The definition of the copula implies the existence of a multivariate cdf $F_{\eta}$ such that $C\left(u_{c} ; \rho\right)=F_{\eta}\left(\eta_{c} ; \sigma, \rho\right)$. For each $k=1, \ldots, K$ of the possible values that the vector $\left(X_{11}, \ldots, X_{N T}\right)$ can take, there are $J=2^{N T}$ distinct values that the vector $\left(Y_{11}, \ldots, Y_{N T}\right)$ can take. Apply lemma 7 in Chernozhukov et al. (2013) to $\int_{\mathcal{Y}} P_{c}\left(z_{c}, \eta_{c} ; \beta\right) d F_{\eta}\left(\eta_{c} ; \sigma, \rho\right)$ to obtain the desired result.

## B Score and Hessian

Let $F_{i c t}$ and $f_{i c t}$ be shorthand for $F_{\varepsilon}\left(-\left(\eta_{i c}+x_{i c t}^{\prime} \beta\right)\right)$ and $f_{\varepsilon}\left(-\left(\eta_{i c}+x_{i c t}^{\prime} \beta\right)\right)$, denote the quantile function of $\eta_{i c}$ by $Q_{\eta}(u) \equiv F_{\eta}^{-1}(u)$ and by $q_{\eta}(u ; \sigma)$ its derivative with respect to $\sigma$. Then, the score is given by ${ }^{27}$

$$
\begin{gather*}
\frac{\partial \mathcal{L}(\theta)}{\partial \beta}=\sum_{c=1}^{N_{c}} \frac{\int_{[0,1]^{N_{c}}} P_{c}\left(z_{c}, \eta_{c} ; \beta\right) \sum_{i=1}^{N_{c}} \sum_{t=1}^{T} \frac{f_{i c t}}{F_{i c t}\left(1-F_{i c t}\right)}\left(y_{i c t}-\left(1-F_{i c t}\right)\right) x_{i c t} d C\left(u_{c} ; \rho\right)}{\int_{[0,1]^{N_{c}}}^{P_{c}\left(z_{c}, \eta_{c} ; \beta\right) d C\left(u_{c} ; \rho\right)}} \begin{array}{c}
\frac{\partial \mathcal{L}(\theta)}{\partial \sigma}=\sum_{c=1}^{N_{c}} \frac{\int_{[0,1]^{N_{c}}} P_{c}\left(z_{c}, \eta_{c} ; \beta\right) \sum_{i=1}^{N_{c}} \sum_{t=1}^{T} \frac{f_{i c t}}{F_{i c t}\left(1-F_{i c t}\right)}\left(y_{i c t}-\left(1-F_{i c t}\right)\right) q_{\eta}\left(u_{i c t} ; \sigma\right) d C\left(u_{c} ; \rho\right)}{\int_{[0,1]^{N_{c}}} P_{c}\left(z_{c}, \eta_{c} ; \beta\right) d C\left(u_{c} ; \rho\right)} \\
\frac{\partial \mathcal{L}(\theta)}{\partial \rho}=\sum_{c=1}^{N_{c}} \frac{\int_{[0,1]^{N_{c}}} P_{c}\left(z_{c}, \eta_{c} ; \beta\right) \frac{\partial^{N_{c}+1} c\left(u_{c} ; \rho\right)}{\prod_{j=1}^{N_{c} \partial u_{j c} \partial}} \prod_{i=1}^{N_{c}} d u_{i c}}{\int_{[0,1]^{N_{c}}} P_{c}\left(z_{c}, \eta_{c} ; \beta\right) d C\left(u_{c} ; \rho\right)}
\end{array} \tag{8}
\end{gather*}
$$

It is immediate to approximate equations 8 and 9 using the proposed algorithm presented in this paper. Regarding equation 10, it is more convenient to numerically evaluate the derivative, i.e. $\frac{\partial \mathcal{L}(\theta)}{\partial \rho} \approx \frac{\mathcal{L}(\mu, \rho+\varepsilon)-\mathcal{L}(\mu, \rho)}{\epsilon}$. This approximation works reasonably well for values of the parameters such that the copula is not independent or close to independent, but is numerically unstable when the copula is approximately independent. Consequently, it is convenient to bound the parameter space used in the estimation. For example, for the Clayton copula $\rho \geq 0.0001$, and for the Gumbel copula $\rho>1.01$. Finally, the Hessian is easily computed by

$$
\hat{H}(\hat{\theta},)=\frac{1}{C} \sum_{c=1}^{C} \frac{\partial \log \left(\hat{\ell}_{c}\left(z_{c} ; \hat{\theta}\right)\right)}{\partial \theta^{\prime}} \frac{\partial \log \left(\hat{\ell}_{c}\left(z_{c} ; \hat{\theta}\right)\right)}{\partial\left(\theta^{\prime}\right)}
$$

[^17]
## C Archimedean Copulas

The following table shows for the generator function and the sampler for several of the most popular Archimedean copulas. Geo denotes a geometric distribution with pmf $\theta(1-\theta)^{k}$ for $k \in \mathbb{N}, \Gamma$ denotes a gamma distribution with $\operatorname{pdf} x^{\frac{1}{\theta}-1} \frac{\exp (-x)}{\Gamma\left(\frac{1}{\theta}\right)}$ for $x \in \mathbb{R}_{++}$, $\log$ a logarithmic distribution with pmf $\frac{\theta^{k}}{-k \log (1-\theta)}$ for $k \in \mathbb{N}$, St denotes a Stable distribution with characteristic function $\exp \left[i t \mathbf{1}(\theta=1)-\left|\cos \left(\frac{\pi}{2 \theta}\right) t^{\frac{1}{\theta}}\right|(1-i \operatorname{sgn}(t) \Phi)\right]$ for $\Phi=\tan \left(\frac{\pi}{2 \theta}\right)$ if $\theta \neq 1$, and $\Phi=-\frac{2}{\pi} \log |t|$ if $\theta=1$, and Sib denotes a Sibuya distribution with pmf $\binom{\frac{1}{\theta}}{k}(-1)^{k-1}$ for $k \in \mathbb{N}$. Figure 2 shows the pdf for some of these copulas, and it compares them to the grid of points used by the algorithm to approximate the likelihood integrals.

Table 7: Generator and Sampler of Archimedean Copulas

| Copula | $\Theta$ | $\phi(t)$ | $G(\theta)$ |
| :---: | :---: | :---: | :---: |
| Ali-Mikhail-Haq | $[0,1]$ | $\frac{1}{\exp (t)-\theta}$ | Geo $(1-\theta)$ |
| Clayton | $(0, \infty)$ | $(1+t)^{\frac{1}{\theta}}$ | $\Gamma\left(\frac{1}{\theta}, 1\right)$ |
| Frank | $(0, \infty)$ | $-\frac{1}{\theta} \log \left(1-\left(1-e^{-\theta}\right) e^{-t}\right)$ | $\log (1-\exp (-\theta))$ |
| Gumbel | $[1, \infty]$ | $\exp \left(-t^{\frac{1}{\theta}}\right)$ | St $\left(\frac{1}{\theta}, 1, \cos ^{\theta}\left(\frac{\pi}{2 \theta}\right), \mathbf{1}(\theta=1) ; 1\right)$ |
| Joe | $[1, \infty]$ | $1-(1-\exp (-t))^{\frac{1}{\theta}}$ | $\operatorname{Sib}\left(\frac{1}{\theta}\right)$ |

## D Elliptical copulas

The algorithm presented in section 4 is designed for Archimedean copulas. Elliptical copulas constitute another major parametric family, including two of the most widely used copulas, the Gaussian and the $t{ }^{28}$ In this section I show that, even though it is not possible to apply the proposed algorithm for these two copulas, it is possible to use Heiss and Winschel (2008) approximation using sparse grids to compute the likelihood which, despite being increasingly slower to compute as the dimension of the integral increases, does not suffer so heavily from the curse of dimensionality like other methods.

[^18]Figure 2: Copula contour and approximation


Let $R$ denote the linear correlation matrix of a $d$-variate normal distribution and $\Phi_{R}$ its cdf. The Gaussian copula with correlation $R$ is given by

$$
C(u ; R)=\Phi_{R}\left(\Phi^{-1}\left(u_{1}\right), \ldots, \Phi^{-1}\left(u_{d}\right)\right)
$$

If $R$ is positive definite, then it is possible to obtain the Cholesky decomposition, denoted by $A$. As shown by Embrechts et al. (2001), it is possible to express the Gaussian copula in terms of $d$ independent normal distributions and the coefficients of $A$, where the $(i, j)$ element is denoted by $a_{i j}$. Hence, it is possible to rewrite the integral that is required to evaluate the likelihood as

$$
\begin{align*}
\mathcal{I} & =\int_{[0,1]^{d}} \prod_{i=1}^{d} \ell_{i}\left(u_{i}\right) d C(u ; R)  \tag{11}\\
& =\int_{[0,1]^{d}} \prod_{i=1}^{d} \ell_{i}\left(\Phi\left(\sum_{j=1}^{i} a_{j i} \Phi^{-1}\left(v_{j}\right)\right)\right) \prod_{j=1}^{d} d v_{j} \tag{12}
\end{align*}
$$

Thus, it is not possible to reduce the dimensionality of this integral as it was done when the copula was Archimedean. Notice however that the likelihood is decomposed into $d$ independent random variables, meaning that one can use Heiss and Winschel (2008) approximation, and the correlation structure is general, which is a richer structure than the one implied by standard Archimedean copulas.

A similar reformulation of the integral for the $t$ copula is possible: denote by $t_{\nu, R}$ the cdf of the $d$-variate $t$ distribution with $\nu$ degrees of freedom and correlation matrix $R$, then the $t$ copula is given by ${ }^{29}$

$$
C(u ; \nu, R)=t_{\nu, R}\left(t_{\nu}^{-1}\left(u_{1}\right), \ldots, t_{\nu}^{-1}\left(u_{d}\right)\right)
$$

Again, if $R$ is positive definite, and following Embrechts et al. (2001), the copula can be written in terms of $d$ independent normal variables and a $\chi^{2}$ with $\nu$ degrees of freedom,

[^19]whose cdf I denote by $F_{\nu}$. The integral $\mathcal{I}$ is then given by
\[

$$
\begin{align*}
\mathcal{I} & =\int_{[0,1]^{d}} \prod_{i=1}^{d} \ell_{i}\left(u_{i}\right) d C(u ; \nu, R)  \tag{13}\\
& =\int_{[0,1]^{d+1}} \prod_{i=1}^{d} \ell_{i}\left(t_{\nu}\left(\frac{\sqrt{\nu}}{\sqrt{F_{\nu}^{-1}(w)}} \sum_{j=1}^{i} a_{j i} \Phi^{-1}\left(v_{j}\right)\right)\right) \prod_{j=1}^{d} d v_{j} d w \tag{14}
\end{align*}
$$
\]

With respect to the Gaussian copula, the only remarkable difference is the inclusion of the $\chi^{2}$, which results in an increase of the dimension of the integral from $d$ to $d+1$, but it is still possible to use Heiss and Winschel (2008) approximation.

If one were willing to adopt a symmetric correlation among the elements of the copula, i.e if all the off-diagonal elements of $R$ were equal to $\rho$, then it would be possible to obtain a reduction of the dimensionality of the integral similar to the one attained for the Archimedean copulas. To see this, notice that by the properties of the normal distribution, it is possible to obtain a $d$-variate normal distribution with covariance function $R=(1-\rho) I_{d}+\rho \iota_{d} \iota_{d}^{\prime}$, where $\iota_{d}$ is a vector of ones, if each element is the sum of two independent random normals, one specific to each dimension, and one common to all, with weights $\sqrt{1-\rho}$ and $\sqrt{\rho}$. Hence, when the copula is Gaussian, the integral $\mathcal{I}$ can be rewritten as

$$
\mathcal{I}=\int_{0}^{1} \prod_{i=1}^{d}\left[\int_{0}^{1} \ell_{i}\left(\Phi\left(\sqrt{\rho} \Phi^{-1}(z)+\sqrt{1-\rho} \Phi^{-1}\left(v_{i}\right)\right)\right) d v_{i}\right] d z
$$

For the $t$ copula a similar decomposition is feasible, but the dimensionality of the resulting integral is 3 , because of the $\chi^{2}$ distribution:

$$
\mathcal{I}=\int_{[0,1]^{2}} \prod_{i=1}^{d}\left[\int_{0}^{1} \ell_{i}\left(t_{\nu}\left(\frac{\sqrt{\nu}}{\sqrt{F_{\nu}^{-1}(w)}}\left(\sqrt{\rho} \Phi^{-1}(z)+\sqrt{1-\rho} \Phi^{-1}\left(v_{i}\right)\right)\right)\right) d v_{i}\right] d z d w
$$

## E Extra Results

Table 8: RE logit estimates


Notes: Standard errors in parentheses. FE, C5, AGE, SE, TE, and IN respectively denote female, number of children smaller than 5 years old, age, secondary education, tertiary education, and non-labor income (expressed in thousands of euros); N is the sample size of each country; T is the total number of periods. The countries whose estimates are shown in this table are Austria, Belgium, Bulgaria, Czech Republic, Denmark, Greece, Spain, Finland, Hungary, Italy, Netherlands, Norway, Poland, Portugal, and the United Kingdom. The estimates for the remaining countries (Cyprus, Estonia, Iceland, Lithuania, Luxemburg, Latvia, Malta, and Slovenia) are available upon request.
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    ${ }^{1}$ See Arellano and Bonhomme (2011) for a survey on existing approaches to deal with unobserved heterogeneity with fixed $T$.

[^2]:    ${ }^{2}$ It is left for the econometrician to determine whether the estimated probabilities have a causal interpretation in each empirical study.
    ${ }^{3}$ Belloni and Alessie (2013) used the GHK simulator to approximate integrals of dimension 11, which, as far as I know, is the highest-dimensional integral that has been approximated in applied work. On the other hand, the algorithm I propose was used in Pereda-Fernández (2015) to approximate integrals of dimension up to 35 .

[^3]:    ${ }^{4}$ Conditional fixed effects logit (Chamberlain, 1980) does not depend on the unobserved heterogeneity, although it cannot be used to estimate average partial effects or the probability of a joint event unconditionally. The same problem applies to any other deconvolution that differences out the distribution of the unobserved heterogeneity, as in Bonhomme (2012).

[^4]:    ${ }^{5}$ It is also possible to consider quasi-panels. This was the case considered in Pereda-Fernández (2015), in which the different questions of an exam constituted the time dimension, and students' individual effects were correlated within classrooms.
    ${ }^{6}$ See e.g. Kaya 2014 for a study of the labor supply in couples in which the author compares the

[^5]:    ${ }^{8}$ Sklar (1959) showed that any continuous multivariate cdf can be written in terms of a copula whose arguments are the marginal distributions, i.e. $\mathbb{P}\left(X_{1} \leq x_{1}, \ldots, X_{d} \leq x_{d}\right)=C\left(F_{1}\left(x_{1}\right), \ldots, F_{d}\left(x_{d}\right)\right)$.
    ${ }^{9}$ It can be extended to allow for the existence of correlated random effects by letting the marginal distribution of $\eta_{i c}$ depend on $x_{i c} \equiv\left(x_{i c 1}, \ldots, x_{i c T}\right)^{\prime}$. Consequently, the conditional ranks would be given by $u_{i c}=F_{\eta}\left(\eta_{i c} \mid x_{i c} ; \sigma_{0}\right)$. Similarly, one could allow the copula to depend on $x_{c}$.

[^6]:    ${ }^{10}$ It is worth noticing that the individual effects are unobserved, and therefore it is not possible to carry out a visual analysis to help the researcher choose the most appropriate copula.

[^7]:    ${ }^{11}$ It is worth remembering however, that the APE depend on the parametric assumptions. There is a vast literature that focuses on the identification and estimation of APE in this and other related frameworks. See, for instance, Graham and Powell (2012), Chernozhukov et al. (2013), or Fernández-Val and Lee (2013).

[^8]:    ${ }^{12}$ For some copulas, the parameter space is bounded, with the value that makes the copula independent lying at the boundary. For example, a Clayton (0), a Gumbel (1), or a Frank (0) are actually the independence copula.

[^9]:    ${ }^{13}$ They should be rewritten to reflect the fact that the marginal distributions do not depend on $\rho$. Hence, one should appropriately redefine the parameter space, the hessian, etc.
    ${ }^{14}$ For example, if the distribution of class size depended on $\theta$, the jacobian and the hessian would become harder to implement.

[^10]:    ${ }^{15}$ The most common estimators are RE logit and $R E$ probit. See Wooldridge (2010) for further details.
    ${ }^{16}$ This is a conceptually similar problem to the one considered by Prokhorov and Schmidt (2009), but unlike their case, the copula here models a latent variable, complicating the analysis, as the likelihood cannot be decomposed into the sum of the logarithms of the marginals and the copula.
    ${ }^{17}$ Notice that the expectations are at the cluster level, to reflect the dependence across individual effects. Therefore, the asymptotic distribution of the RE estimator is not the usual one, which assumes no correlation.

[^11]:    ${ }^{18}$ See, for instance, Heiss and Winschel (2008) or Skrainka and Judd 2011).
    ${ }^{19}$ A copula is Archimedean if $C\left(u_{1}, \ldots, u_{d} ; \rho\right)=\phi\left(\sum_{i=1}^{d} \phi^{-1}\left(u_{i} ; \rho\right) ; \rho\right)$, where $\phi$ is the so called generator function. See appendix $C$ for more details.

[^12]:    ${ }^{20}$ This is not the only possibility, and wherever it is applicable, one could use a quadrature rule to approximate the integral.

[^13]:    ${ }^{21}$ Results available upon request.

[^14]:    ${ }^{22}$ Even when the true copula was the Clayton(2), the estimates of the slope parameters, i.e. the $\beta$ and $\xi_{j}$ for $j=1, \ldots, 4$, were centered around their true values. Results available upon request.
    ${ }^{23}$ Other papers that have used the EU-SILC dataset to study labor supply are Bredtmann et al. (2014), Kalíšková (2015), and Schlenker (2015), though their approaches are different from the discrete choice model presented in this paper.

[^15]:    ${ }^{24}$ For completeness, the results for the standard RE logit estimator are shown in appendix E
    ${ }^{25}$ A Clayton ( 0.65 ) has a Kendall $\tau$ statistic of 0.22 , which is the value attained by a Gaussian copula with a linear correlation of 0.33 .

[^16]:    ${ }^{26}$ Notice that for the case in which the copula is independent, the conditional probability is the same regardless of the working status of the husband, since conditional on the covariates, the joint probability is the product of the marginals.

[^17]:    ${ }^{27}$ If $\eta_{i c}$ belongs to a scale family of distributions, i.e. if $\eta_{i c}=\sigma \tilde{\eta}_{i c}$, where $\tilde{\eta}_{i c} \sim F_{\eta}(1)$, then $Q_{\eta}\left(u_{i c}\right)=\sigma \tilde{\eta}_{i c}$, and thus $q_{\eta}\left(u_{i c} ; \sigma\right)$ simplifies to $q_{\eta}\left(u_{i c} ; 1\right)=\tilde{\eta}_{i c}$.

[^18]:    ${ }^{28}$ See Cambanis et al. (1981) or Embrechts et al. (2001) for the definition of elliptical distributions and copulas, and thorough discussions of their properties.

[^19]:    ${ }^{29}$ Generalization of the previous algorithm to other elliptical copulas is conceptually straightforward, as it only requires changing the $t$ distribution by another appropriately chosen continuous distribution on $\mathbb{R}^{+}$. See Cambanis et al. (1981) for details.
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