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Core and valence excitations in resonant X-ray spectroscopy
using restricted excitation window time-dependent density
functional theory
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We report simulations of X-ray absorption near edge structure (XANES), resonant inelastic X-ray
scattering (RIXS) and 1D stimulated X-ray Raman spectroscopy (SXRS) signals of cysteine at the
oxygen, nitrogen, and sulfur K and L2,3 edges. Comparison of the simulated XANES signals with
experiment shows that the restricted window time-dependent density functional theory is more ac-
curate and computationally less expensive than the static exchange method. Simulated RIXS and
1D SXRS signals give some insights into the correlation of different excitations in the molecule.
© 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4766356]

I. INTRODUCTION

New, high intensity X-ray sources1, 2 have triggered cur-
rent interest in nonlinear spectroscopy with X-rays.3–5 The
pump-probe experiment is the simplest time-resolved X-ray
measurement. It was performed in atoms. Impulsive 1D-
stimulated X-ray Raman spectroscopy (SXRS)6 and 2D-
SXRS signals7 were simulated for trans-N-methylacetamide
(tNMA) at the N and O K-edges. These signals pose consid-
erable theoretical and experimental challenges. These stud-
ies used the static exchange (STEX) approximation for the
core-excited states, an approach whose limitations will be dis-
cussed in Sec. II A. The simulation of resonant X-ray spec-
troscopy signals requires calculation of core excited states. A
major difficulty in these calculations is that every high en-
ergy core-excited state is embedded in a continuum of ex-
cited states which have very weak X-ray transition dipole
moments to the ground state. For K shell spectra we have
the low lying L, M, etc., core excitations as well as nu-
merous valence excitations. Conventional numerical meth-
ods that calculate the eigenvalues from the bottom-up then
become very tedious. Other complications, such as self-
interaction for localized core orbitals and relativistic effects
for heavy atoms make the calculation of core-excited states
very challenging. The easiest way to represent a core hole
on an atom is to increase the nuclear charge by one. This
is known as the equivalent core approximation (ECA) or Z

+ 1 approximation.8, 9 ECA was very easily used to sim-
ulate the X-ray nonlinear signals.10–14 It is also very easy
to apply to singly or doubly core excited states. However,
ECA is a crude representation of the charge near the excited
atom, and only applies to deep core holes. In addition, it does
not represent the correct spin of the system. STEX15–17 pro-
vides a higher level approximation: a core hole is explic-
itly created in the electron configuration and the occupied
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orbitals of the core excited N-electron system are represented
by the occupied orbitals of an ionic N-1-electron system. One
goal of this paper is to compare and contrast the STEX and
restricted window time-dependent density functional theory
(REW-TDDFT) methods. We found that REW-TDDFT gives
better relative peak positions and better peak intensities, com-
pared to STEX. The latter is sometimes qualitatively incorrect
in some cases.

First, we briefly discuss some other methods which
have been used to calculate core-excited state properties. In
the 1970s Slater proposed the transition state method,18, 19

in which the excitation energies are calculated from the
energy difference of the two orbitals involved in the tran-
sition with both orbitals occupied by a half electron. The
orbital binding energy may be also calculated using the
transition potential method,20, 21 as the derivative of the total
energy with respect to the occupation number when the
occupation number is 0.5. Both transition state and transition
potential methods introduce electronic relaxation but are very
expensive for large systems since a separate self-consistent
field (SCF) calculation is needed for each transition. These
approaches have some additional disadvantages. The calcu-
lated excited states are not orthogonal, and a half electron
in an orbital does not represent a real physical spin. The
transition potential method usually underestimates core
excitation energies by about 1.5∼2 eV and has been used in
simulations of surface adsorbates X-ray absorption near edge
structure (XANES) spectra.21

The multiple scattering Xα method has been extensively
used in the past 30 years22–24 to model core-excitations.18

In solid state systems, pseudopotentials are usually used to
represent the core hole. Several other models exist, e.g., the
full core hole (FCH), half core hole (HCH) and excited state
core hole (XCH). FCH is similar to STEX and HCH is equiv-
alent to the transition potential method.25 XCH is FCH with a
self-consistent inclusion of the excited electron.26 For simple
solid systems such as diamond and α-quartz, pseudopotential
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calculations give very accurate X-ray absorption spectra.27

Even though the core hole pseudopotential approach has
been effective, it is not easy to transfer pseudopotentials
between different computational packages and those pseu-
dopotentials must be tested extensively in different chemical
environments.

Many-body methods account for a large part of elec-
tron correlation and are highly accurate, but computation-
ally expensive. They have only been applied to highly sym-
metric (e.g., diamond28, 29) or very small systems (e.g., a
neon chain of three atoms30). A quasiparticle theory has
been used to study core excited states31 by solving a Dyson
equation with the photoelectron self-energy term. The Bethe-
Salpeter approach has also been successfully applied to
XANES calculations.28, 29 The dynamics of core holes and
particles can also be obtained by means of Green’s function
techniques,30, 32 using the algebraic diagrammatic construc-
tion approach.33

The complex resonant propagator method34–36 developed
by Norman and co-workers is unique since it directly calcu-
lates the X-ray absorption cross section at a particular fre-
quency without explicitly addressing the excited states. The
polarizability is obtained by solving a response equation. The
accuracy of the results depends on the level of electronic
structure theory used. Restricted open-shell Kohn-Sham or-
bitals have been used to construct the polarization propaga-
tor and give very good XANES spectra of a large molecule,
copper phthalocyanine.37 Since the excited states are not ex-
plicitly addressed, many response calculations are needed in
order to cover a broad frequency range.

Other high level ab initio methods such as the equa-
tion of motion coupled cluster (EOM-CC) method,38

the symmetry-adapted-cluster configuration interaction
(SAC-CI) method,39–43 and multireference coupled cluster
approaches44 have also been applied to study core excited
states. They are very accurate (error less than 0.1 eV) but their
computational scaling is not favorable. They are, therefore,
usually used to produce benchmark results for very small
molecules such as CO or N2O.39, 43 Another interesting idea
related to excited state calculation is the correlated orbital
theory (COT).45 Effective one-particle equations, whose
eigenvalues correspond to the exact principal ionization
potentials (IPs) and electron affinities (EAs), are constructed.
With the exchange-correlation potential obtained from
ab initio DFT,46, 47 COT produces principal IPs and EAs
comparable to the very accurate IP-EOM-CCSD results.45

Applying COT to core excited state calculations is an
interesting future possibility.

Time-dependent density functional theory48 has be-
come the method of choice for calculating valence excited
states49, 50 because of its good balance between accuracy and
computational expense. Core excited state calculations using
conventional TDDFT bottom-up implementations are difficult
since there are many valence excited states below the core ex-
cited states. New algorithms are needed. In this paper, we de-
scribe the REW approach51 that can circumvent this problem.

We compare the REW-TDDFT method with the STEX
approach and apply them to calculating the linear absorption,
frequency, and stimulated time-domain X-ray Raman spectra

of cysteine. This small sulfur-containing amino acid provides
an important structural function by connecting different re-
gions of proteins through disulfide bonds and has been impli-
cated in biological charge transfer in the respiratory complex
I.52 We first describe the STEX and REW-TDDFT methods in
detail, comparing both formalisms. XANES, resonant inelas-
tic X-ray scattering (RIXS), and 1D-SXRS simulations are
then presented for cysteine at the K edges of nitrogen and
oxygen, and the K and L2,3 edges of sulfur. We show that
REW-TDDFT offers a substantial improvement on STEX, in
both accuracy and computational expense. By comparing the
two-color SXRS signals taken with positive and negative time
delays, we can see interference between the resonant X-ray
polarizabilities for different atomic sites in a molecule.

II. METHODS

A. The STEX method

According to Hunt and Goddard’s analysis,15 the virtual
orbitals of a (N-1)-electron system are good approximations
for the excited state orbitals of the N-electron system at the
Hartree Fock level of theory (N-1 approximation). STEX uses
the occupied orbitals of the (N-1)-electron ionic system to
represent the occupied orbitals of the core-excited system.
First, a core electron is removed and a SCF calculation is per-
formed on the N-1 ionic system. This is not straightforward
since the core hole collapses easily during the SCF process.
Suitable constraints are necessary to avoid this collapse. One
approach, the maximum overlap method,53 chooses the new
occupied orbitals to be those have a maximum overlap with
the old occupied orbitals during the SCF process. We have
used a carefully chosen level shift54, 55 parameter in the STEX
calculations reported here to guarantee that we target the right
core-excited state. Upon exciting a core electron to a virtual
orbital, we obtain an open-shell singlet state

∣
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The STEX Fock operator is constructed using the orbitals of
the N-1 ionic system
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Here, ĥ is the single-particle Hamiltonian (kinetic plus nu-
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change operators for the core orbital j, respectively,
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Since F̂
j

STEX is different from the Fock operator of the
(N-1)-electron system, its eigenvectors are not orthogonal to
the occupied molecular orbitals (MOs) of the (N-1)-electron
system. The projection operator P̂ j projects out all occupied
orbitals of the (N-1)-electron system from the basis set

F̂
P,j

STEX = (1 − P̂ j )F̂ j

STEX(1 − P̂ j ). (5)

The eigenvectors of the projected STEX Fock operator pro-
vide a good representation for the excited orbitals. The STEX
orbitals are the occupied orbitals of the (N-1)-electron system
and the eigenvectors of the projected STEX Hamiltonian. The
core excitation energy within the orbital approximation is fi-
nally given by

ωj,l = IPj + εj,l, (6)

where IPj is the ionization potential of the core electron j (got
from the energy differences of the (N-1)-electron system and
the N-electron system). A more accurate excitation manifold
can be obtained by running configuration interaction singles
(CIS) calculations using the STEX orbitals as a reference.

B. Restricted excitation window TDDFT

The response equation of TDDFT and its implementa-
tion in NWCHEM code have been described in Refs. 56–58.
Formally, equivalent expressions were derived for the time-
dependent Hartree-Fock (TDHF) theory.59 We briefly outline
the formalism here. The TDDFT response equation can be
written as an eigenvalue problem (Casida equation)

�F i = ω2
i Fi, (7)

where

�iaσ,jbτ = δστ δijδab(εa − εi)
2

+ 2
√

(εa − εi)(εb − εj )Kiaσ,jbτ , (8)

and ωi are the excitation frequencies. Here, the indices i, j,
and a, b indicate occupied and virtual Kohn-Sham orbitals,
respectively, and τ , σ are spin variables; εi, j, a, b are Kohn-
Sham orbital energies. The coupling matrix K is given by

Kiaσ,jbτ =
∫

dr1

∫

dr2ψiσ (r1)ψaσ (r1)

×
[

1

|r1 − r2|
+ f στ

xc (r1, r2, ω)

]

ψjτ (r2)ψbτ (r2),

(9)

where ψ iσ , ψaσ , ψ jτ , and ψbτ are Kohn-Sham orbitals and
the exchange-correlation kernel f στ

xc (r1, r2, ω) is the second
derivative of the exchange-correlation functional. After solv-
ing Eq. (7), the eigenvalues are given by the square of the
excitation energies, and the oscillator strengths can be ex-
tracted from the eigenvectors Fi with standard methods.56

Equation (7) is usually solved by the Davidson iterative
algorithm.60 Conventional TDDFT implementations have dif-
ficulties in dealing with core excitations, since there could
be hundreds or even thousands of valence excitations below
the target core excitation in a large molecule. Any bottom-
up algorithm for computing the eigenvalue spectrum thus be-

comes prohibitively expensive. This numerical difficulty can
be circumvented by only allowing electrons to be excited
from a certain set of relevant core orbitals, thereby creating
a restricted excitation window. This method was proposed by
Stener and co-workers51 and followed by other authors.61, 62

Two schemes have been used to define the restricted exci-
tation window: (i) directly select the core orbitals of inter-
est (e.g., all MOs dominated by nitrogen 1s atomic orbitals);
and (ii) use some orbital energy or energy difference cutoff
to filter out all orbitals or orbitals pairs which lie above or
below the cutoff. (i) is intuitive but becomes inconvenient if
there are many atoms of interest of the same type in a large
molecule. Orbital localization schemes have been developed
for equivalent atoms in a molecule.62–64 (ii) is more conve-
nient for specifying all relevant core orbitals of the same type
of atoms. REW-TDDFT has been implemented in a develop-
ment version of NWCHEM code.65, 66 An orbital energy cutoff
is set in the program input to restrict the excitation window:
any orbital with energy higher than the cutoff is excluded.
Trial excitation vectors are prepared in this REW before the
Davidson iterative solver is invoked to find the relevant eigen-
vectors. Very recently, Schmidt and co-workers proposed that
core excited states can be accessed by standard TDDFT eigen-
solver by shifting the orbital energy differences.67 This is very
similar to Stener and co-workers’ implementation in the ADF
package.68, 69 Li et al. also suggested to project the TDDFT re-
sponse equation into a subspace, in which the trial vectors cor-
respond to energies in a specific range.70 Conventional density
functionals used in TDDFT calculations often underestimate
core excitation energies, which is due to the self-interaction
error.61, 71–74 Core-valence hybrid71, 75, 76 and short-range cor-
rected hybrid functionals77, 78 were proposed to improve the
accuracy of TDDFT for core excitations.

In the present study, we use the adiabatic approximation
for the exchange-correlation kernel f στ

xc (r1, r2, ω), i.e., we ne-
glect the frequency-dependence of the kernel. The frequency-
dependence becomes important when the excitation studied
has a significant double or multiple excitation character.79

However, in this study we only discuss core excitations which
are dominated by single excitations. The adiabatic approx-
imation is adequate for these single core excitations. This
conclusion is based on several successful applications of the
REW-TDDFT approach in conjunction with using non-local
hybrid density functionals on molecular systems.62, 66, 70, 78, 80

Frequency-dependent exchange-correlation kernels have been
proposed recently and tested on model systems.81, 82

C. Comparison of STEX and REW-TDDFT

STEX is a simple single Slater determinant theory that
can be applied to deep as well as shallow core holes. The inde-
pendent channel approximation is used and orbital relaxation
is included, but electron correlations are neglected. In addi-
tion, the influence of the excited electron on the other N-1 in-
ner electrons is neglected. Running a SCF calculation with a
core-hole configuration is not trivial and often leads to conver-
gence problems. In addition, calculating the transition dipole
moments between states in the two excitation manifolds is not



194306-4 Zhang et al. J. Chem. Phys. 137, 194306 (2012)

straightforward, as the STEX orbitals are not orthogonal to
the MOs of the N-electron system. After applying Löwdin’s
rule83 for calculating one-particle operator expectation value
between nonorthogonal states on the same basis set, the tran-
sition dipole between two states reads

〈�A|d̂|�B〉 =
Nconfig.
∑

m,n

ambn

∑

i,j

(−1)i+jdmn
ij Minor(Smn)ij ,

(10)

where �A,B are two nonorthogonal excited states, d̂ is the
transition dipole operator, am and bn are CI coefficients for
different single excitation configurations (m and n) of state A
and B, respectively,

dmn
ij =

∑

p,q

c∗
ip,m,Acjq,n,B

∫

φ∗
pd̂φqdτ (11)

is the transition dipole matrix between single excitation con-
figurations m and n, cip,m,A and cjq,n,B are MO coefficients
for the configurations m and n of state A and B, respectively,
and

Smn
ij =

∑

k,l

c∗
ik,mcj l,n

∫

φ∗
i φj dτ (12)

is the overlap matrix between the MOs of the configurations m

and n of state A and B, respectively. φi, j in Eqs. (11) and (12)
are basis functions and i, j, p, q, k, l are indices for these basis
functions. Minor(Smn)ij denotes the (i, j) minor of the matrix
S

mn. Calculations based on Eq. (10) becomes very tedious if
the size of the basis set is large.

REW-TDDFT is simple to use and can be readily ap-
plied to various types of core holes. With the energy cutoff,
near-degenerate MOs can be included in the REW so that
core hole mixing can be observed, which is not possible in
STEX calculations. Electron correlation is partially accounted
for in the exchange-correlation kernel but MO relaxation is ig-
nored. Since REW-TDDFT is a response approach based on
the ground state, no SCF core excited state orbitals, which
may cause convergence problems, are needed. Moreover, all
MOs are orthogonal and Eq. (10) reduces to transition dipoles
between different MOs, which drastically reduces the compu-
tational effort.

In both STEX and REW-TDDFT core excited state cal-
culations, a constant energy shift must be added to the cal-
culated excitation energies to agree with experiment. This re-
flects the absence of electron correlation in STEX, the lack of
self-interaction in the density functionals, and also accounts
for basis set error and relativistic effects.

TABLE I. Shifts (in eV) for excitation energies calculated at different edges
and level of theories.

Nitrogen K Oxygen K Sulfur K Sulfur L

STEX 3.6 − 5.0 4.5 − 46.5
TDDFT 16.0 14.5 57.7 5.3

III. RESULTS

A. Computational details

The geometry of cysteine was optimized using the quan-
tum chemistry package GAUSSIAN84 at the B3LYP/6-311G**
level. The STEX model used to calculate the core-excited
states was implemented in a modified version of the quan-
tum chemistry package PSI3.85 All STEX transition frequen-
cies and dipoles moments were calculated using the orbital
approximation at the HF/6-311G** level. Implementation de-
tails are given in Appendix C of Ref. 6. All TDDFT cal-
culations were performed with a development version of
NWCHEM code65, 66 at the CAM-B3LYP86/6-311G** level
of theory with the Tamm-Dancoff approximation .87 In REW-
TDDFT calculations, the energy cutoffs were chosen a little
bit higher than the energies of the interested orbitals. Since the
core orbital energies are well separated, these settings would
only keep the relevant orbitals in the REW.

B. Absorption spectra

The cysteine XANES was calculated at the nitrogen
K-, oxygen K-, and sulfur K-, L-edges with STEX and
REW-TDDFT for comparison. All calculations are compared
with experiment (adapted from Refs. 88 and 89) in Fig. 1.
In order to match experiment, the transitions energies were
shifted. The energy shifts for different edges and theories are
listed in Table I. In order to match experiment, where above
the K-edge the spectra become very broad due to coupling
with a continuum of photoelectron states, we have used an
energy-dependent core-excited state linewidth Ŵe, which is
shown in the dashed lines overlaying the XANES plots in
Fig. 1. The phenomenological linewidths used in XANES
curve fitting are also shown on Fig. 1. A more detailed anal-
ysis of core excitations above the molecular ionization po-
tential is needed to describe these effects. A static core-
hole linewidth, corresponding to the core-hole lifetime,90 was
used in calculating the RIXS and SXRS spectra. The static
linewidths for the N1s, O1s, S1s, and S2p core holes were
0.09 eV, 0.13 eV, 0.59 eV, and 0.054 eV, respectively.

For the high energy range in Fig. 1 (e.g., with energy
10 eV or more higher than the rising edge), the core excited
states strongly couple with the ionized continuum states to
form resonances, which we do not consider in our calcula-
tions. Our comparison is based on the peaks around the pre-
and near-edge (XANES). Many peaks around the nitrogen
K-edge absorption edge are missing in STEX, which cannot
reproduce the broad peak in experiment. The REW-TDDFT
results show such peaks. STEX requires individual calcula-
tions for each of the two oxygen atoms in cysteine. Unfortu-
nately, the double-bonded oxygen suffers from a serious con-
vergence problem in the �SCF step6 of the STEX calculation.
According to our experience, this kind of SCF convergence
problem is not rare in STEX calculations. STEX predicts
a too strong peak around 538.6 eV for the other hydroxyl
oxygen, so that the shoulder peak around 535.0 eV is cov-
ered. We can clearly see this shoulder peak in REW-TDDFT
spectrum. STEX gives too weak peaks for the sulfur K-edge
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FIG. 1. Calculated XANES spectra of cysteine taken at the nitrogen, oxygen, and sulfur K-edges (solid red traces), from either the REW-TDDFT (top) or
STEX (bottom) level of theory, compared with experimental spectra (solid blue traces) adapted from Refs. 88 and 89. In plotting the calculated absorption, the
stick spectrum (black lines) is convoluted with a Lorentzian function with an energy-dependent linewidth, Ŵe, whose value is given by the dashed green trace
(the same Ŵe is used for both REW-TDDFT and STEX).

around 2479.0 eV, making the broad peak shown in experi-
ments less obvious. At the L-edge spin-orbit interaction splits
the core excited states into two edges (2p1/2 and 2p3/2), which
makes the situation more complicated. However, ligand field
multiplet studies have found that spin-orbit interaction
does not affect L-edges too much,91 and other spin-free
DFT studies have also given good L-edge results.92, 93 Very
recently, it has been shown that the Ru L3 edge including
scalar relativistic corrections via the zeroth order regular
approximation can be modeled reliably with REW-TDDFT.66

So spin-orbit interaction is neglected in this study. STEX and
REW-TDDFT results for sulfur L-edge are similar. In all, the
simulated XANES results for different edges from the two
theories support that REW-TDDFT is more accurate and
computationally less expensive than STEX.

In Secs. III C and III D, we use the REW-TDDFT re-
sults to simulate frequency- and time-domain spectroscopic
signals that depend on the coupling between valence- and
core-excited states. Dipoles between the ground and valence-
excited states can be directly probed via UV absorption. The
UV absorption spectrum for cysteine calculated with REW-
TDDFT, plotted according to Eq. (17) of Ref. 7, is shown
in Fig. 2. In this calculation, as well as the Raman simula-
tions presented in Secs. III C and III D, we set the valence
excited state linewidth to Ŵg′g = 0.05 eV for the sake of visu-
alizing the results. A theory of the relaxation dynamics which
governs the actual lineshape, e.g., nuclear motion, interaction
with a thermal bath, etc., is beyond the scope of the present
study.

C. RIXS

Frequency-domain spontaneous Raman (RIXS) is the
simplest technique that can probe the correlation between va-
lence and core excitations. In RIXS, a monochromatic X-ray
beam (ω1) interacts with the sample, and the spontaneous

emission (ω2) is frequency-resolved, with peaks recorded at
ω1 − ω2 = ωg′g . We take the incident beam ω1 to be polar-
ized, and the scattered light ω2 is also sent through a polar-
ization filter detected at the magic angle (54.7◦) with respect
to the excitation beam polarization. The Kramers-Heisenberg
formula for Raman scattering is given by Eq. (19) of Ref. 7.

In Fig. 3, we show the RIXS spectra taken at the nitrogen,
oxygen, and sulfur K-edges, and the sulfur L-edge. The verti-
cal axis represents the core-excitation frequency (with the first
K-edge transition set to zero), and the horizontal axis repre-
sents valence excitation frequencies. The nitrogen RIXS spec-
trum shows that each core excited state is primarily coupled
to a single valence excitation. The nitrogen peaks are mainly
along a diagonal line, indicating that a single particle picture
is appropriate for nitrogen excitations, where a core electron
is promoted to an unoccupied valence orbital and then an elec-
tron from the highest occupied molecular orbital (HOMO), or
an orbital nearly degenerate in energy to the HOMO, is de-
moted to fill the core hole. In this case, ω2 is approximately
independent of ω1.

FIG. 2. Calculated UV absorption spectrum of cysteine from TDDFT. The
same active valence excitations contribute to the Raman signals shown below.



194306-6 Zhang et al. J. Chem. Phys. 137, 194306 (2012)

FIG. 3. Calculated RIXS signal at the nitrogen K-edge, oxygen K-edge, sulfur K-edge, and sulfur L-edge from cysteine. The excitation frequency ω1 is given
with respect to the K-edge frequency.

The oxygen RIXS reveal that the first core-excited state
is coupled to many different valence excitations, and there-
fore the single-particle picture whereby the oxygen 1s elec-
tron is promoted to a single unoccupied valence orbital is not
appropriate here. We also see that the valence excited states
present in the oxygen RIXS are coupled to multiple core-
excited states. The same is true for the sulfur 1s RIXS spec-
trum. The sulfur 2p RIXS spectrum is uniquely sparse; only
a handful of states with energy within 2 eV of the L-edge are
coupled to valence states of moderate energy.

D. Time-domain SXRS

Stimulated X-ray Raman spectra were introduced in ear-
lier works.6, 7, 11 Two ultrashort pulses, the pump and probe,
separated by a controllable time delay impinge upon the sam-
ple. The signal is defined as the change in the integrated trans-
mission of the probe due to the presence of the probe. The first
pulse interacts twice with the molecule, transiently promoting
a core electron to the valence band and then de-exciting the
system and filling the previously created core-hole by stim-
ulated emission. In the presence of the core-hole, the system
is in a non-stationary state, and the final state will be a linear
superposition of valence electron-hole pairs. Thus, the states
accessed by a SXRS experiment are the same states that con-
tribute to a UV/Vis absorption spectrum, but at different inten-
sities, since the selection rules for optical and X-ray Raman
excitation are different.

In analogy with optical spectroscopy, the 1D-SXRS sig-
nal is essentially the ground-state bleach (GSB) component of
a pump-probe signal. The other two contributions, the stimu-
lated emission and excited-state absorption components, both
involve the creation of an excited state population by the first
pulse, i.e., the two interactions with the first pulse occur on
different sides of the density matrix. In order for this pop-
ulation to influence the subsequent absorption of the probe
pulse, it must still be present after the interpulse delay τ . Here
we take advantage of the short lifetimes of core-excited state,
typically smaller than 10 fs for the atoms under consideration

here, and assume that the interpulse delay is longer than the
lifetime. We thus need only consider the GSB contribution.
Just as in traditional (vibrational) resonance Raman, where
only those modes whose potential surfaces are distorted by the
electronic excitation contribute to the signal, in SXRS only
those valence excitations which are perturbed by a core-hole
local to the atom in question show up prominently.

Assuming that the pump and probe pulses are polarized
at the magic angle with respect to each other, we can write the
1D-SXRS signal as

SSXRS(τ ) = −2ℑ〈ᾱ′′
2 (τ )ᾱ1(0)〉, (13)

where

ᾱj = ᾱ′ + iᾱ′′

=
∑

e,g′,g′′

|g′〉
μg′e · μeg′′

2π

∫ ∞

−∞
dω

E∗
j (ω)Ej (ω + ωg′g′′ )

ω + ωj − ωeg′ + iŴe

〈g′′|

(14)

is the effective isotropic polarizability averaged over the spec-
tral envelope of the jth ultrashort pulse, Ej . The polarizability
is a rank-2 tensor, however, by using a magic angle polariza-
tion scheme we are able to focus only on the isotropic com-
ponent ᾱj = αxx

j + α
yy

j + αzz
j . The effective polarizability is

complex and symmetric, i.e., it is non-Hermitian. It is use-
ful to define Hermitian and anti-Hermitian components of the
polarizability as

ᾱ′
j = (ᾱj + ᾱ

†
j )/2

(15)
iᾱ′′

j = (ᾱj − ᾱ
†
j )/2.

Expressions for the matrix elements of these operators, eval-
uated for Gaussian pulse envelopes, can be found in Ref. 7.
The linear portion of the effective polarizabilities for pulses
tuned to the four core-transitions considered here are shown
in Fig. 4.



194306-7 Zhang et al. J. Chem. Phys. 137, 194306 (2012)

FIG. 4. Hermitian and anti-Hermitian parts of the effective isotropic polarizabilities (Eq. (14)) for the four pulses used in our simulations, in arbitrary units.
The Hermitian part is purely real, while the anti-Hermitian part is purely imaginary.

The 1D-SXRS signal is collected in the time-domain and
Fourier transformed (FT), giving

SSXRS(�) = −
∑

g′

ᾱ′′
2;gg′ ᾱ1;g′g

� − ωg′g + iŴg′
. (16)

In Eq. (16), we only include the � > 0 component. Since
SXRS is a pump-probe signal its Fourier transform obeys
S(−�) = S*(�). When the pump pulse is on resonance, the
anti-Hermitian part of the polarizability iα′′

1 is finite, and the
signal does not separate into dispersive and absorptive line-
shapes. In Fig. 5, we show the calculated modulus 1D-SXRS
signals for cysteine using Gaussian pulses (FWHM 128 as),

with the excitation pulse central frequency tuned to the core-
edge transition energy for the four core-excitations considered
here, and the pulses polarized at the magic angle relative to
each other.

Signals in the same row have the same pump pulse, while
signals in the same column share a common probe pulse.
The one color signals, with identical pump and probe pulses,
are along the diagonal. The one-color signals give essen-
tially the same information as the RIXS, integrated along ω1

gated by the pulse bandwidth, with the exception of polar-
ization effects. In SXRS, it is possible to obtain a signal that
is proportional to the isotropic polarizability by using magic
angle polarization, but in RIXS it is not. Note that the strong

FIG. 5. 1D SXRS spectra from cysteine with the two pulses polarized at the magic angle. The pulses are Gaussian, with bandwidth 14 eV, FWHM. The center
frequency of the pulses is set to the core edge frequency for a given atom. Spectra in the same row share a common pump pulse, while spectra in the same
column share a common probe pulse.
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FIG. 6. (Top row) The N1s/O1s (solid traces) and O1s/N1s (dashed traces) signals, shown as the real (left), imaginary (middle), and modulus (right) of the
Fourier transform signal. As shown in the text, differences between these signals are related to the complex valued polarizability when the pulses are near
resonance with multiple core transitions. The real and imaginary FT signals are both mixtures of dispersive and Lorentzian lineshapes. (Bottom row) The left
and middle panels show the imaginary and real parts of the FT difference spectra. Unlike the top row, here the imaginary part is purely absorptive and the real
part purely dispersive. The right panel shows both the modulus of the difference signal (solid trace), and the difference of the modulus signals (dashed trace).
Peaks for which the solid trace is large in value, but the dashed trace is not, indicate that the two signals have similar magnitude for a given peak but have a
large phase difference. Peaks for which the two traces are similar in magnitude indicate that the phase and amplitude for that peak are different for the two pulse
configurations.

S1 and S4 resonances in the sulfur K-edge RIXS (ω1 − ω2

= 5.74 and 6.59 eV) in Fig. 3 are nearly absent from the
S1s/S1s SXRS signal in Fig. 5. This is indicative of the fact
that the upward and downward transition dipoles which com-
prise the Raman transition are perpendicular, or nearly so, to
each other.94

Two-color SXRS signals provide a window into the inter-
action between localized core orbitals and delocalized valence
excitations for which there is no frequency-domain analog.
These signals can be interpreted as the time-dependent over-
lap between a doorway valence wavepacket created at time
zero by pulse 1, and a window valence wavepacket created
at time τ by pulse 2. We can see from Eq. (16) that only the
anti-Hermitian part of the probe polarizability contributes to
the signal, whereas both Hermitian and anti-Hermitian parts
of the pump polarizability are relevant. The two-color signals
have no time-reversal symmetry, i.e., the signal is different for
negative τ than for positive τ . Thus the spectra are not sym-
metric with respect to the interchange of the center frequen-
cies of the pump and probe pulses, though and examination
of the modulus signals shown in Fig. 5 shows that they are
similar.

To examine the difference between two-color 1D-SXRS
signals taken with time-reversed pulses, we define the differ-
ence signal as

SDiff(τ ) ≡ SSXRS(τ ) − SSXRS(−τ ). (17)

The Fourier transform of Eq. (17) is

SDiff(�) = −
∑

g′

(ᾱ′′
2;gg′ ᾱ

′
1;g′g − ᾱ′′

1;gg′ ᾱ
′
2;g′g)

� − ωg′g + iŴg′
. (18)

Unlike Eq. (16), and Eq. (18) does separate into purely disper-
sive and purely absorptive components. The difference spec-
trum gives amplitude level information regarding the interfer-
ence between valence wavepackets created at different atomic
sites within the molecule.

Figure 6 shows the N1s/O1s O1s/N1s, and N1s/O1s dif-
ference spectra. We note that the modulus spectra for the
two two-color signals are nearly identical to each other, with
some minor differences in signal amplitude. However, many
of the peaks have different phases as can be seen by look-
ing at the real and imaginary parts of the FT spectra, such
that the difference spectrum is of the same order of mag-
nitude as either of two-color spectra. In the bottom right
panel, we show both the modulus of the difference spec-
trum (solid trace) and the difference between the moduli of
the two-color spectra (dashed trace). This is instructive as
it shows which peaks differ only in phase between the two
signals (where the solid trace is large but the dashed trace
is small), and which peaks differ in amplitude between the
two signals (where the solid and dashed traces have the same
magnitude).

In Fig. 7, we show the modulus of the difference and the
difference of the moduli signals for all six two-color configu-
rations considered here (the upper left panel of Fig. 7 is thus
a repeat of the lower right panel of Fig. 6). We see that in
the N1s/O1s case, the peaks below 9 eV show mainly dif-
ferences in phase between the two signals. Alternatively, in
the N1s/S1s case, the difference appears to be mostly at the
amplitude level, with the S1s/N1s two-color signal being uni-
formly larger than the N1s/Sls signal. The S1s/S2p difference
signal is another case where the difference is in amplitude
rather than phase.
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FIG. 7. Difference 1D-SXRS spectra for the six possible two-color combinations considered here. The top middle panel, for example, shows the modulus of
the difference between the N1s/S1s and S1s/N1s signals as the solid trace, and the difference between the moduli of the N1s/S1s and S1s/N1s signals as the
dashed trace.

IV. CONCLUSIONS

REW-TDDFT is a simple and efficient method for calcu-
lating core-excited states. Its major advantage over STEX is
that both core- and valence-excited states can be represented
as linear combinations of electron-hole pairs in the same
molecular orbital basis, which greatly simplifies the transition
dipole calculations. This also makes it a good tool for X-ray
spectroscopy simulations on large molecular systems. How-
ever, because of the adiabatic approximation,79 most mod-
ern implementations of TDDFT cannot handle doubly excited
states, which are necessary in many types of nonlinear spec-
troscopy simulations. This problem will be addressed in our
future study.

We have presented calculated frequency-domain and
time-domain X-ray Raman signals, RIXS and SXRS, respec-
tively, for the amino acid cysteine. The RIXS signal can re-
veal coupling between core and valence degrees of freedom,
by showing which valence-excitations are perturbed by which
core excitations. It is important to emphasize that SXRS is not
merely the Fourier transform of RIXS. SXRS probes different
tensor elements of the polarizability than RIXS does, allow-
ing the isolation of the isotropic signal through magic angle
detection. Further, two-color SXRS probes cross correlations
between valence excitations created at different atomic cen-
ters in the molecule. By looking at the difference between
two-color pump/probe signals taken with positive and nega-
tive time delays, we gain amplitude-level information regard-
ing the valence wavepackets created at the different sites.
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