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Abstract
Coronary artery disease outstands health problem that causes high mortality in the world population.
This disease brings with it fateful problems such as heart attack and heart failure in patients with
cardiovascular problems. Early diagnosis of coronary artery disease is essential for the timely
administration of the right treatment and reduction of mortality. Angiography is the most preferred
method for CAD detection. However, the complications and costs of this method have led researchers to
forage alternative methods through machine learning algorithms. By developing a machine learning
model with high generalization ability, prediction errors can be minimized. Thus, these models could
potentially be useful for specialist physicians in the effective detection of coronary artery disease. The
main focus of this study is to perform coronary artery disease detection with improved support vector
machines. k-fold cross-validation experiments were performed on the Z-Alizadeh Sani dataset to evaluate
the performance of the models. According to the results obtained, support vector machines with
randomized search cross-validation provided the best performance when compared to other models.
87.102% average accuracy, 91.176% average sensitivity, 90.852% average precision, 76.996% average
speci�city, and also 8.824% average false negative rate obtained by 5-fold cross-validation competes
with the known approaches in the literature.

1. Introduction
Cardiovascular disease is the general name for many disorders relevant to heart diseases. There are a
particularly coronary artery disease (CAD) [1]. CAD causes a reduced �ow of blood to the heart muscles
[2]. This disease is known as an important clinical disorder that occurs due to the abnormal functioning
of the heart [3]. The blockage or narrowing of blood vessels in the heart causes heart disease or stroke [4].
Cardiovascular diseases, which include heart disease, cerebrovascular disease, and blood vessel disease,
are one of the leading causes of death worldwide [2]. A good deal of people is affected by heart disease,
especially CAD. World Health Organization reported that approximately 17.9 million people die each year
and it is estimated that 32% of the deaths in the world are due to this disease (WHO, 2022). CAD-related
deaths could be prevented by accurate detection and timely intervention [6].

Early diagnosis and appropriate treatment of heart disease can reduce and prevent the death rate of
patients. Angiography is a common method of diagnosing abnormal narrowing of the heart vessel [7].
Accurate and early diagnosis of heart disease allows timely and accurate treatment and also reduces
mortality [8]. Moreover, with timely treatment, the severity of the side effects of CAD can be reduced.
Angiography is used to detect stenosis and its location in the heart vessels [9].  In order to diagnose CAD,
�eld experts use different methods based on angiography, which is considered a de�nitive solution [10].
Coronary angiography [11] is costly and time-consuming. Therefore, machine learning-based systems in
CAD diagnosis will help �eld experts.

In the literature, it is seen that different machine-learning approaches have been used for the CAD
problem, so far. However, most of these studies were carried out on outdated datasets such as Cleveland,
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Hungarian. For example, Polat et al. �rst obtained new values for each attribute based on the k-nearest
neighbor method and the authors performed an arti�cial immune recognition system with fuzzy resource
allocation mechanism-based classi�cation to detect heart disease [12]. In another study, Bahani et al.
proposed a method based on a fuzzy rule-based classi�cation [13]. Gárate-Escamila et al. performed
experiments with 6 classi�ers on the features which are the combination of chi-square and principal
component analysis on the heart disease dataset downloaded from the UCI Machine Learning Repository
[14]. Lastly, Jabbar et al. proposed a genetic algorithm and k-Nearest Neighbors-based approach to
improve accuracy in diagnosing heart disease [15].

In recent years, studies based on arti�cial intelligence and machine learning have been very popular.
Different solutions are obtained with different models by performing machine learning studies on the
data obtained from patients [16]. Machine learning-based studies are often used to investigate the
relationship between attributes and target classes.

This study was conducted with the motivation of applying machine learning techniques to CAD data in
order to develop decision support systems that give support to specialist doctors in their �elds. The main
purpose of this study is to identify the most successful model for a decision support system that detects
CAD at an earlier stage with minimum error. In line with this, a comprehensive comparison of the models
based on three scenarios was made. The main contributions of this study are as follows:

1. This study investigates a prospering machine learning method in detecting CAD and proposes a
machine learning model that detects this disease with good accuracy.

2. A hybrid model, which includes SVM optimized with Randomize Search cross-validation that has not
been used in previous studies, is proposed to classify CAD.

3. The performances of the models are validated on the Z-Alizadeh Sani heart disease dataset with the
5-fold cross-validation techniques.

The remainder of the study is organized as follows: Section 2 provides detailed information on materials
and methods. Section 3 introduces the experimental procedure within the data preparation and data
classi�cation steps. Section 4 presents the experimental results in detail and discusses the studies in the
literature. Finally, Section 5 concludes the work with �nal remarks.

2. Material And Methods

2.1. Dataset
The performances of the models built in this study were validated on the Z-Alizadeh Sani dataset. This
dataset is a rich new dataset with no missing values for CAD which is one of the deadliest and most
common types of cardiac disorders known as cardiovascular diseases [17]. This dataset includes 303
samples, 87 Normal (non-CAD) and 216 CAD patients, and comprises 55 features that identify
demographic characteristics, electrocardiogram, symptom and examination, and laboratory and echo
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characteristics. If the patient's coronary diameter is narrowed by 50% or more, the patient is labeled "CAD",
otherwise labeled "normal".

2.2. Support vector machines (SVM)
SVM which is one of the classi�ers uses a hyperplane to perform the classi�cation by using essential
training tuples called support vectors. It is a machine-learning method commonly used in regression and
classi�cation [18]. Figure 2 demonstrates the working principle of the SVM classi�er.

2.3. Hyperparameter Tuning
High performance is aimed at the machine learning concept by adjusting the hyperparameter values of
the classi�er algorithms. There are many studies [19–25] in the literature dealing with this issue. In this
study, Randomize Search cross-validation and bayesian search cross-validation methods were used for
the optimal combination of SVM hyperparameters.

The Randomize Search technique is a technique in which a random combination of hyperparameters is
used to �nd the best parameter values for a model. It works with the best result, assuming that not all
hyperparameters are equally important. In this type of search model, random parameter sets are
considered at each iteration.

Bayesian optimization algorithm aims to �nd the optimal solution for the optimization of computation-
intensive objective functions with a few evaluations. Therefore, it uses a spare function to carefully
consider where the next objective function will be evaluated in the solution space. Bayesian search is
based on this algorithm [26]. Based on the Bayesian theorem [26], a surrogate model, which is a
probabilistic model of the objective function, looks for speci�c hyperparameters that give maximum or
minimum performance [27]. It is used to predict the next combination that may yield the greatest bene�t,
based on the hyperparameter combination tested [28].

3. Experiments
With the motivation of the design of a new and effective machine learning model to detect CAD, this
study consists of three steps: data preparation, modeling, and model testing. Figure 2 demonstrates the
general block diagram of the study.

Hyparameter tuning effectiveness for SVM was performed with a series of experiments on the dataset. In
the �rst step of this study, the dataset was normalized between 0 and 1 by applying the min-max
normalization given in Eq. 1. Here, x indicates the current value, xmin indicates the minimum value, xmax

indicates the maximum value and x' indicates the normalized value.

xnew =
x − xmin

xmax − xmin
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1

In experimental studies performed with the 5-fold cross-validation technique demonstrated in Fig. 3, the
dataset is divided into 5 different subsets. Four of them were used to train the classi�er and the
remaining one was used to test the performance of the model in each fold. In the next step, Base SVM,
Randomize Search cross validation + SVM referred to as Randomize Search + SVM, and Bayesian search
cross validation + SVM referred to as Bayesian Search + SVM-based models built were trained on the
training sets, and a comparative analysis of these models was made on the test sets. The performances
of the models were calculated by using the averages of the measurements in the test sets on each fold.
Randomize Search cross-validation and bayesian search cross-validation methods were used with
default parameters in the sklearn framework.

In this study, classi�cation accuracy (Acc), speci�city (Spe) and sensitivity (Sen) evaluation metrics,
which are given between Eqs. 2 and 6, were used to compare the models. Here, TP is the True Positive, TN
is the True Negative, FP is the False Positive, and the FN is the False Negative. Accuracy (Acc) measures
the general classi�cation performance of the model. Sensitivity (Sen) indicates the ratio of correctly
predicted CAD samples to all CAD samples. Speci�city (Spe) denotes the ratio of correctly predicted non-
CAD samples to all non-CAD samples. False Negative Rate (FNR) is the ratio of the CAD samples
incorrectly classi�ed to all CAD samples. Precision (Pre) is the ratio of correctly classi�ed CAD samples to
all samples classi�ed as CAD.

2

3

4

5

6

Acc =
TP + TN

TP + FN + TN + FP

Sen =
TP

TP + FN

Spe =
TN

TN + FP

Pre =
TP

TP + FP

FNR =
FN

FN + TP
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4. Results And Discussion
This section considers the CAD classi�cation performance of all models and also available comparisons
with studies in the literature. The performance of each model is validated using metrics such as accuracy,
sensitivity, speci�city, precision, and false negative rate. Table 1 summarizes the experimental results of
the models. The bold font in this table indicates the best performance. In experiments, SVM classi�ers
tuned by bayesian search and the randomized search performed better than base SVM. Speci�cally, SVM
with Randomize Search with cross-validation has higher Acc than other models. Especially Sen and Pre
are important metrics for comparing models in terms of the positive class. Sen and Pre metrics show that
Randomize Search + SVM is more successful in detecting CAD when compared to other models with
91.176% and 90.852%, respectively. On the other hand, although the Spe values of the models are not
very satisfying, Randomize Search + SVM is more successful in detecting control group patients without
CAD. In addition, Randomize Search + SVM has 8.824% fewer false negative rates. Overall, this model
achieved a 4.276% improvement over base SVM with an average accuracy of 87.102% and is 1.304%
more successful than the Bayesian + SVM model. In conclusion, Randomize Search + SVM has proven its
success in detecting of CAD.
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Table 1
Experimental results of the models with 5-fold cross-validation.

Model Fold
no.#

Acc Sen Pre Spe FNR

Base SVM 1 86.89 93.18 89.13 70.59 6.82

2 83.61 90.7 86.67 66.67 9.3

3 81.97 86.05 88.1 72.22 13.95

4 78.33 88.37 82.61 52.94 11.63

5 83.33 88.37 88.37 70.59 11.63

Average 82.826 89.334 86.976 66.602 10.666

SVM with Bayesian search cross
validation

1 86.89 93.18 89.13 70.59 6.82

2 85.25 90.7 88.64 72.22 9.3

3 88.52 90.7 92.86 83.33 9.3

4 83.33 88.37 88.37 70.59 11.63

5 85.0 90.7 88.64 70.59 9.3

Average 85.798 90.73 89.528 73.464 9.27

SVM with Randomized search cross-
validation

1 95.08 97.73 95.56 88.24 2.27

2 83.61 90.7 86.67 66.67 9.3

3 90.16 90.7 95.12 88.89 9.3

4 83.33 86.05 90.24 76.47 13.95

5 83.33 90.7 86.67 64.71 9.3

Average 87.102 91.176 90.852 76.996 8.824

Figure 4 shows the confusion matrices obtained by overlaying the confusion matrices achieved by the 5-
fold cross-validation strategy. As a result of 5-fold cross-validation, base SVM classi�ed 58 correctly and
29 incorrectly out of 87 samples in the non-CAD class. This model correctly classi�ed 193 of the 216
samples in the CAD class. Compared to Base SVM, the Bayesian + SVM model correctly classi�ed 64
samples from the CAD class and 196 from the non-CAD class. Finally, the Randomize Search + SVM
model correctly classi�ed 67 samples from the CAD class and 197 samples from the non-CAD class
compared to Base SVM.

Figure 5 shows the elapsed times for training of the models. As can be seen in this �gure, while the base
SVM was trained in very short time in each fold, Randomize Search was trained for less time when
compared to Bayesian Search.
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Also, Table 2 summarizes the comparison of the Randomize Search + SVM-based model, which provided
the highest accuracy in this study, with other methods presented in the literature. Shahid and Singh
hybridized emotional neural networks with the particle swarm optimization technique, which is a
metaheuristic approach, and obtained an average accuracy of 88.34% on the 22 attributes with 10-fold
cross-validation [29]. Hu et al. proposed a statistical model based on a �nite mixture model of inverted
Beta-Liouville distributions for clustering multivariate positive data and achieved an overall classi�cation
accuracy of 81.84% on the Z-Alizadeh Sani dataset [30]. Ali and Bukhari used the mutual knowledge-
based DNN model, which offers better generalization performance with a signi�cantly lower error rate,
and obtained 76.92% classi�cation accuracy on the test dataset [31]. Nasarian et al. examined the
heterogeneous hybrid feature selection technique they developed in the CAD problem and also the effects
of dataset balancing techniques on various classi�ers. The authors reported that the XGBoost classi�er
offered an overall classi�cation accuracy of 92.58% [32]. As a conclusion of this experiment, it is
evidently clear that Randomize Search + SVM-based model has acceptable capability. In particular, the
proposed method presented a higher success rate of 87.102% when compared to the studies of [30] and
[31].

Table 2
Comparison of the different machine learning studies.

Study Method k-fold cross-validation
(Yes/No)

Acc(%)

Shahid and Singh
[29]

Hybrid PSO-EmNN coupled with feature
selection

Yes 88.34

Hu et al. [30] Var-IBLMM No 81.84

Ali and Bukhari
[31]

MI-DNN No 76.92

Nasarian et al.
[32]

SMOTE + XGBoost No 92.58

Proposed study Randomize Search + SVM Yes 87.102

*The result of the proposed study is in bold

5. Conclusion
CAD is one of the most common causes of death worldwide and is recognized as a major disease in
middle and older age. In particular, it is a common cardiovascular disease that causes high mortality
rates. Angiography is often considered the best method for diagnosing CAD, on the other hand, it has high
costs and signi�cant side effects. In this study, the performances of the models built with different
scenarios were compared in order to detect the CAD correctly. In experiments with 5-fold cross-validation
techniques, the performances of the models built were found as acceptable. Statistical results
demonstrate the robustness of Randomize Search CV + SVM in reliably distinguishing CAD patients from
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healthy ones with a 90.852% value of precision, 87.102% value of accuracy, 91.176% value of sensitivity,
and 76.996% value of speci�city, respectively. For early detection of CAD, Randomize Search CV + SVM
model with a minimum mistake can be included in a decision support system. Finally, it is anticipated
that this system can reduce the input of experts and save both cost and time during CAD diagnosis.
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Figures

Figure 1

Schematic of a Linear SVM for two-dimensional data.
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Figure 2

General block diagram of the proposed study.

Figure 3

5-fold cross-validation technique
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Figure 4

Overlapped confusion matrices of the models
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Figure 5

Elapsed times for training of the models.


