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Fish school descriptors extracted from omnidirectional multi-beam data are biased due to beam width-related effects, and echotraces are dis-

torted in a range-dependent manner that is a function of transducer intrinsic properties, as well as fish school characteristics. This work inves-

tigates a simulation approach that models the three-dimensional insonification of fish schools by an omnidirectional fishery sonar in order to

assess the bias in measuring two key morphometric and energetic descriptors, namely the horizontal cross-sectional area of schools and their

mean volume backscattering strength. Simulated fish schools of different sizes and backscattering properties were insonified at various ranges

from the multi-beam transducer, outputting volume backscattering strength echograms. The simulated data were used to develop empirical

models that correct the examined descriptors using only information extracted from the observed echotraces. Depending on the difference

between the observed mean volume backscattering strength of a school and the echogram processing threshold, mean absolute percentage

errors in measured area and volume backscatter reduced from 100.7% and 79.5% to 5.2% and 6.4%, respectively. The mean volume backscat-

tering strength of a school is a key parameter for obtaining fish density estimates, and the results highlight the need for descriptor corrections

to better interpret the multi-beam data.

Keywords: beam pattern effect, bias, echotrace, fishery sonar.

Introduction
Scientific echosounders and multi-beam sonars are the primary

underwater observation tools for acquiring fishery-independent

data on the abundance and distribution of fish stocks (Misund,

1997; Simmonds and MacLennan, 2005). A common analysis

procedure of the acoustic data is echotrace detection and

classification (Reid, 2000), i.e. the processing of echograms with

specialised algorithms (e.g. Weill et al., 1993; Coetzee, 2000; Reid

et al., 2000) that extract morphometric, energetic, and positional

descriptors at the fish school level.

Often complemented with auxiliary information (McClatchie

et al., 2000), fish school descriptors from downwards-looking

echosounders find multiple uses in partitioning the acoustic data

into species or target groups (Haralabous and Georgakarakos,

1996; Lawson et al., 2001; Petitgas et al., 2003; Fernandes, 2009),

and in assessing the diel variability (Fréon et al., 1996; Zwolinski

et al., 2007; Tsagarakis et al., 2012), clustering (Petitgas et al.,

2001; Petitgas, 2003) and spatial structure of fish school biomass

(Scalabrin and Massé, 1993; Bahri and Fréon, 2000; Castillo and

Robotham, 2004). Fish school behavioural aspects such as

swimming speed (Peraltilla and Bertrand, 2014), migration

(Hafsteinsson and Misund, 1995; Kvamme et al., 2003), and

reaction to vessels or fishing and other shipboard operations

(Soria et al., 2003; Pe~na et al., 2013; Stockwell et al., 2013) are

typically investigated with multi-beam sonars, due to the larger

sampling volume of these instruments and their ability for con-

current insonification of multiple fish schools (Trygonis et al.,

2016) near the sea surface (Misund et al., 1996). The multi-beam

data per ping can also be visualized as a two-dimensional image

(hereafter referred to as a “multi-beam echogram”), by arranging

the acoustic samples per beam in a sonar-centred polar grid,

whose across-beam resolution increases with range. School
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detection techniques are also applicable in multi-beam echo-

grams, and range from image processing of the sonar display

(Brehmer et al., 2006; Uranga et al., 2017) to direct manipulations

of the acoustic data samples in order to isolate and measure the

echotraces of interest (Gerlotto and Paramo, 2003; Trenkel et al.,

2009; Trygonis et al., 2009).

Regardless of the acoustic platform, an inherent restriction

that underlies the school detection methodologies is the impact

of the insonification procedure on observed fish school proper-

ties. It has been early recognized that fish school descriptors

extracted from echograms are biased by the beam pattern effect

(Olsen, 1969; Johannesson and Losse, 1977), and simulation

approaches have provided the means for corrections in single

beam echograms (Diner, 2001, 2007). The beam width-related

distortion of school echotraces and the threshold dependency of

effective detections (Aglen, 1983) are also present in horizontal

multi-beam measurements (Misund, 1990; Misund et al., 1995),

with increased complexities due to the larger ranges typically

used, the angular resolution of echograms, as well as the overlap

of neighbouring beams and the oblique angles under which fish

are insonified (Cutter and Demer, 2007). As demonstrated

by recent works (Holmin et al., 2012; Vatnehol et al., 2017),

simulations of the multi-beam insonification procedure can

greatly enhance the interpretation of echograms and provide

more accurate estimates of fish school metrics.

This paper presents a fisheries acoustic simulator that models

the insonification of fish schools by omnidirectional multi-beam

sonar in an environment without noise or reverberation. Taking

into account the range-dependent distortion of echotraces in-

duced by the polar geometry of the echogram, the beam pattern

effect, and the overlap between neighbouring beams, the study

objectives are to: (a) simulate data from an omnidirectional fish-

ery sonar that represent the insonification of fish schools of

different size and density classes, observed at varying distances

from the transducer; (b) assess the errors in measuring two key

morphometric and energetic descriptors of fish schools, namely

their horizontal cross-sectional area and mean volume backscat-

tering strength; (c) develop empirical models which use only in-

formation extracted from the observed echotrace to correct these

descriptors. The empirical models are also applied to real sonar

data to examine how the predicted corrections modify the acous-

tic descriptors of real fish schools.

Methods
General description of the simulation

The simulator (developed in MATLAB
VR
) implements a model of

the transducer’s two-way beam pattern and simulates echoes from

fish schools, outputting volume backscattering strength echograms

that are comparable to those produced by the real acoustic device

being modelled. The virtual fish schools insonified can be

customized into different sizes and backscattering properties, and

can be positioned at various distances and depths relative to the

transducer. Sonar operational settings such as transducer depth,

observation range, and tilt angle of beams are decoupled from the

insonified targets and can be modified on a ping-by-ping basis.

The main assumptions of this simulation approach are that:

(i) Target echoes are incoherent, i.e. their phases are unrelated

(Simmonds and MacLennan, 2005).

(ii) Acoustic extinction and multiple scattering are negligible.

(iii) The insonified school is the only source of backscatter.

(iv) Sound speed is constant throughout the propagation path.

(v) There is no noise or reverberation, nor seafloor or sea

surface reflections.

Figure 1. Example voxel school that consists of Nk¼ 10 720 cubic voxels with identical volume (Vvox¼ 8 m3) but varying volume
backscattering coefficients sv,k that derive from an exponential distribution with <l>¼ 10�39/10. The actual mean of the 10 720 voxel
backscattering coefficients is s�v,0¼ 1.2676� 10�4m�1, corresponding to the true mean volume backscattering strength of the school
S
�
v,0¼ 10 log10(s�v,0)¼ –38.970 dB. The true maximum length along the x-, y-, z-axes is (_Lx,0, _Ly,0, _Lz,0)¼ (72, 72, 32) m, which yields a

true cross-sectional area A0¼ 4048 m2 on the x–y plane at z¼ 0. To simplify notations in the main text, this school is referred to as A0¼ 4000
m2, S

�
v,0¼ –39 dB.

Corrections of fish school area and mean volume backscattering strength 1497
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The simulator was configured to implement the Simrad SP90

(Simrad, 2007), which is an omnidirectional multi-beam fishery

sonar that operates at a frequency of 20–30 kHz (for research ap-

plications of the SP90, see Brehmer et al., 2007, 2012; Stockwell

et al., 2013; Trygonis et al., 2009, 2016). The sonar can be oper-

ated in two configurations, namely the “horizontal” and “verti-

cal” transmit modes. In the horizontal mode, the SP90 provides

full 360� coverage around the cylindrical transducer and all beams

share the same tilt angle relative to the sea surface, forming an

umbrella-shaped omnidirectional fan; echoes are received by 64

beams. The vertical mode provides a 60� wide vertical slice of

the water column in a single transmission. Only the horizontal

(omnidirectional) configuration was simulated in the current

study, using the beam pattern corresponding to the 26 kHz con-

tinuous wave (CW) normal mode of the sonar (in this mode, the

SP90 operates at a fixed signal frequency; pulse duration: 10ms;

nominal beam width: 11.25� for horizontal reception, 9� vertical).

Notations

The subscripts annotating the various quantities are as follows:

� 0: True property of a simulated fish school.

� obs: Observed descriptor of an echotrace, as extracted from the

multi-beam echogram.

� CF: Correction factor of an observed descriptor.

� c: Corrected descriptor.

The “bar” and “dot” accents in descriptors (e.g. S
�
v and _S v) denote

the mean and maximum, respectively.

Fish school model

The virtual schools subjected to insonification (Figure 1) are

modelled as a three-dimensional structure of adjacent cubic vox-

els k (volume elements) that have the same volume Vvox but vary-

ing volume backscattering coefficients (MacLennan et al., 2002)

sv,k. For the simulations described herein, the shape of the school

and the sv,k value per voxel k remain fixed across insonifications,

and each voxel is assumed to have an omnidirectional response.

The geometric properties of a simulated school are determined

by the user-defined voxel volume Vvox, and the nominal equatorial

(a) and polar (a’< a) radii of an oblate spheroid that represents the

general school shape. To construct the school, the entire volume of

the spheroid is converted into an equivalent discrete space that con-

sists of cubic voxels of volume Vvox within a locally defined system

of reference. This process automatically determines the total num-

ber of voxels Nk comprising the school, as well as the position of

each voxel in space relative to the school-centred coordinate system.

The school’s true cross-sectional area A0 (m
2) is defined as the area

of the largest (equatorial) horizontal cross-section of the voxel-

based structure. In terms of acoustic characteristics, each voxel is al-

located a different volume backscattering coefficient sv,k that is

pseudo-randomly drawn from the exponential distribution with

mean parameter <l>¼ 10<M>/10 (m�1), where <M> in dB is the

nominal (expected) mean volume backscattering strength of the

school, as defined by the user. The mean of these Nk exponentially

distributed sv,k values assigned to the voxels is the true mean s�v,0
(m�1) of the school, and corresponds to the true mean volume

backscattering strength S
�
v,0¼ 10 log10(s�v,0) dB. Note that:

(i) the actual S
�
v,0 of a school will slightly differ from the nominal

value <M>, due to the pseudo-random sampling involved;

(ii) the school’s true cross-sectional area A0 on the equatorial

(x–y) plane will slightly differ from the nominal value pa2,

due to discrete nature of the school model.

To simplify notations in the remainder of this text, voxel schools

will be referred to using their nominal properties <M> and pa2;

the actual true values will be used for all calculations.

Simulated measurement of school backscatter

Consider a school voxel k that includes nk fish individuals and

has a known true volume backscattering coefficient sv,k. Each ith

individual contained in the voxel has a different backscattering

cross-section rbs,i,k and, assuming random phases and negligible

acoustic extinction, the voxel’s total backscatter is the sum of all

nk fish contributions:

sv;k ¼ R
nk

i¼1

rbs;i;k

Vvox
; (1)

where Vvox is the voxel’s volume, which is identical for all Nk voxels

that comprise the simulated school. The effective sampling volume

of an acoustic sample s located at range rs from the transducer is

Vs;bm ¼
1

3
ðrs þ Dr=2Þ3 � ðrs � Dr=2Þ3

� �

wbm; (2)

where the subscript bm denotes the beam index, wbm is the equiva-

lent beam angle in steradians, and Dr is the along-beam sample

size in meters; i.e. Vs,bm is a spherical cone shell that extends Dr in

the along-beam direction and across the face of the beam to include

the equivalent beam angle. This volume may contain Nk,s,bm voxels

during an insonification, and all individuals within this volume will

contribute to the volume backscattering coefficient of sample s

sv;s;bm ¼
R

Nk;s;bm

k¼1
R

nk

i¼1
rbs;i;k b

2
bmðhi;k;bm ; /i;k;bmÞ

Vs;bm
; (3)

where b2bmðhi;k;bm ; /i;k;bmÞ is the two-way beam pattern regarding

the ith individual within voxel k. The external sum in Equation (3)

adds across the Nk,s,bm voxels that can contribute backscatter to

sample s, while the internal one sums the backscattering cross-

sections within these voxels, weighted by the beam pattern. Here,

the beam angles hi,k,bm and /i,k,bm are referenced to the acoustic

axis and operate on the orthogonal directions that correspond to

the vertical (elevation) and horizontal (azimuth) aspect of the

beam, respectively. Assuming that the beam angle differences

for all individuals within a specific voxel are negligible, hi,k,bm and

/i,k,bm can be replaced with hk,bm and /k,bm, respectively, i.e. the el-

evation and azimuth angle of the voxel’s geometric centre relative

to the acoustic axis of beam bm. Combining Equations (1), (2),

and (3) results in the following expression that describes the

volume backscattering coefficient measured by the simulator:

sv;s;bm ¼
Vvox R

Nk;s;bm

k¼1
sv;k b

2
bmðhk;bm; /k;bmÞ

1
3
ðrs þ Dr=2Þ3 � ðrs � Dr=2Þ3

� �

wbm

; (4)

i.e. for each insonification, the volume backscattering strength

Sv,s,bm¼ 10 log10(sv,s,bm) of each sample s in the simulated
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echogram is calculated as the weighted sum of the (known)

volume backscattering coefficients sv,k of the Nk,s,bm voxels that ef-

fectively contribute backscatter to Vs,bm. In order to acquire

Nk,s,bm, the simulator selects the voxels whose radial position rk is

(rs – Dr/2< rk� rsþDr/2), and, to reduce unnecessary computa-

tions on voxels whose backscatter is practically nulled by the

beam pattern, it filters out any voxels that have angular position

hk,bm and/or /k,bm greater than five times the full beam width

bwh and bwu, respectively. If a voxel k contributes to more than

one range-ring of the echogram (i.e. it spans across multiple

samples in the along-beam direction), Equation (4) is modified

for that k by replacing Vvox with vk,s, where vk,s is the approximate

portion of the voxel’s volume that falls within

sample s (0< vk,s<Vvox); to perform the latter calculations, it is

temporarily assumed that the voxel’s face is normal to the acous-

tic axis and the samples have a planar (instead of a spherical) face

in the along-beam direction.

For each simulated insonification, the position of school voxels

relative to the sonar beams is assumed to be constant between

transmission and reception.

Transducer model

The beam pattern of the SP90 transducer was manually digitized

from the sonar manufacturer diagrams (26 kHz, normal mode,

see Brehmer et al., 2007 and sources therein) with a 0.5� step over

the [–25�,þ25�] domain centred to the acoustic axis. Digitization

of the beam pattern was performed separately for the horizontal

(bh) and vertical (bv) aspect, and piecewise cubic hermite interpo-

lating polynomials (PCHIP) (Fritsch and Carlson, 1980) were

used to model bh and bv as a function of the beam angles /k and

hk, respectively. The shape of only one beam was mapped as

described, and its directivity was applied to all beams of the

simulated omnidirectional fan.

Note that, when operating in the horizontal mode simulated

here, the sonar is directive in the horizontal aspect during recep-

tion, but the overall transmitted wave is omnidirectional when

viewed as a projection on a horizontal plane. Therefore, for each

beam, the two-way beam pattern used by the simulator in the

horizontal (azimuth) aspect is

bhð/kÞ ¼ bTxh ð/kÞ b
Rx
h ð/kÞ; (5)

where bTxh ð/kÞ ¼ 1 8/k , and the two-way directivity in the verti-

cal (elevation) aspect is

bvðhkÞ ¼ bTxv ðhkÞ b
Rx
v ðhkÞ; (6)

where bTxv ðhkÞ ¼ bRxv ðhkÞ. Superscripts Tx and Rx in Equations

(5) and (6) denote transmission and reception, respectively, while

the parameters bRxh ð/kÞ and bTxv ðhkÞ are the output of the PCHIP

model. According to these definitions, the two-way beam pattern

used in Equation (4) is

b2bmðhk ; /kÞ ¼ bvðhkÞ bhð/kÞ (7)

and is assumed identical for all beams bm. The equivalent beam

angle wbm was estimated from the integral of the entire beam pat-

tern over the hemisphere in front of the beam (Simmonds and

MacLennan, 2005).

Simulated scenarios

The stationary transducer was configured to simulate the SP90

sonar and was positioned at (x, y, z)¼ (0, 0, –4m) in the global

Cartesian coordinate system. Sonar observation range was set to

900m, and beam tilt angle was –5� below the horizon. The sonar

was subsequently rotated about the vertical so that, when

projected on the x–y plane, the acoustic axis of a beam was

aligned with theþx-axis (starboard side). The transducer place-

ment and insonification settings remained fixed throughout the

simulations.

Ten school size classes were created, characterized by their true

maximum horizontal cross-sectional area (A0) that ranged from

1000 to 10 000 m2. Ten different true mean volume backscatter-

ing strength (S
�
v,0) classes were allocated per school size class, pro-

ducing 100 simulated schools in total (Table 1); voxel volume

Vvox was 8 m3 (2� 2� 2m) for all schools. During the simula-

tions, the geometric centre of a school was incrementally posi-

tioned at (x, y, z)¼ (XG,0,n, 0, ZG,0) in the global Cartesian

coordinate system, where the subscript n denotes the nth insonifi-

cation and ZG,0 is the school depth. Depending on school size

class, ZG,0 varied between –25 and –35m to accommodate the

school’s width in the vertical dimension. Considering this

positioning setup, the XG,0,n coordinate practically governs

the school’s distance from the transducer, and was set to

XG,0,n¼ 100þ 20(n – 1) m, where n 2 [1, 2, . . ., 36]. Only one

school was present in the simulated world per insonification, and

ZG,0 remained constant as a specific school was translated

(with no rotation) away from the transducer.

Extraction of simulated fish school descriptors

A range of cut-off thresholds T (–53 to –47dB, in steps of 1 dB)

were applied on each simulated echogram, and a series of morpho-

metric, energetic, and positional echotrace descriptors were extracted

per threshold level, using the multi-beam school detection algorithm

described in Trygonis et al. (2009). Echotraces consisting of� 10

echogram samples were excluded from all further analyses. Based on

these simulation results, where both the true properties of the

schools and the observed echotrace descriptors were known,

(observed) correction factors were calculated per threshold level T to

assess the systematic bias on school horizontal area and mean vol-

ume backscattering strength. Specifically, the area correction factor

ACF was defined as the dimensionless number that the observed

echotrace area must be multiplied with, in order to match the true

value: A0¼Aobs�ACF. For the logarithmic mean volume backscat-

tering strength of the school, the correction factor S
�
v,CF was defined

as the difference (in dB) between the observed and the true value:

S
�
v,CF¼ S

�
v,obs – S

�
v,0. Accordingly, ACF< 1 denotes overestimation of

the true school area, while S
�
v,CF< 0 corresponds to underestimation

of the true school density.

Development of correction models

After calculating the observed correction factors, multiple linear

regression models were developed in order to investigate the abil-

ity to predict the true mean Sv and true area of a school (i.e. pre-

dict the correction factors) using only descriptors extracted from

the school’s echotrace. The underlying hypothesis is that, once all

sources of bias that are intrinsic to the system are in effect,

including the systematic distortions over the nominal echogram

geometry, the resulting echotrace retains enough information to

Corrections of fish school area and mean volume backscattering strength 1499
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statistically infer the true properties of the school with a sufficient

level of confidence.

To this end, separate models were built for S
�
v,CF and ACF, in

which the correction factor was the dependent variable and pre-

dictors were the school range (RG,obs, m), the number of school

echotrace samples (nsobs), the area (Aobs, m2), the maximum

along-beam ( _Lwobs, m) and across-beam width (C_wobs, m), the ra-

tio _Lwobs/RG,obs, the mean (S
�
v,obs, dB), max ( _Sv,obs,dB) and sum

(RSv,obs, dB) volume backscattering strength, and the log standard

deviation of the volume backscattering coefficients of school

echotrace samples [log10(rsv,obs), m
�1]; see Trygonis et al. (2009)

for details on the calculations of school descriptors. Note that

S
�
v,obs and RSv,obs are computed using the linear volume backscat-

tering coefficients of an observed echotrace, and then trans-

formed to dB (MacLennan et al., 2002). Statistically

non-significant (p> 0.05) predictors were removed from each

regression model, and the latter were rebuilt.

The S
�
v,CF and ACF prediction models were developed on train-

ing data and validated against unknown (testing) ones. Note that,

in order to assess the limitations of this descriptor correction

approach in echotraces of low S
�
v,obs, several candidate multiple

linear regression models were initially built using training data

with varying DS
�
T¼ S

�
v,obs – T, i.e. with varying difference (in dB)

between the observed mean volume backscattering strength of a

school and the cut-off threshold. Specifically, all available simu-

lated data (i.e. 100 voxel schools of varying A0 and S
�
v,0, each inso-

nified at different distances XG,0 and incrementally processed

with seven thresholds T) were pooled, and then filtered by

increasing levels of DS
�
T (� 0, 1, 2, 3, 4, 5, and 6 dB). Within each

DS
�
T pool, stratified random sampling was performed with a

50–50% partitioning scheme: for each unique combination

of [S
�
v,0, A0, T], the insonification distance XG,0 was split into

[140–240, 260–360, . . ., 620–720, 740–800m] bins, and 50% of

echotraces falling within each XG,0 bin were randomly selected

and moved to the training data set, while the other 50% were

moved to the testing one. This produced seven preliminary

training/testing data sets (one per DS
�
T level), within which the

relative proportion of S
�
v,0, A0, XG,0, and T instances was

maintained, but without any common cases between training and

testing data. One S
�
v,CF and one ACF candidate prediction model

was then built per DS
�
T training data set, and was applied to the

respective testing data. The candidate models built from the

lowest DS
�
T, which produced consistent prediction performance

with all higher DS
�
T models were selected as the final correction

models presented herein.

Note that the two smallest XG,0¼ [100, 120m] classes were

omitted from all models (and subsequent corrections). This was

based on a preliminary analysis, which showed that, due to the

fact that the largest portion of the school—or its entirety—was

outside the tilted acoustic beams at such short distances from the

transducer, the inclusion of these few, insufficiently sampled by

the sonar, echotraces reduced the performance of all candidate

S
�
v,CF and ACF models.

Results
The insonification of the 100 simulated schools across 36 differ-

ent positions relative to the stationary transducer (Table 1)

produced 3600 cases per threshold level T, yielding a total of

25 200 simulated pings that helped investigate the variability in

the observed descriptors. To facilitate the presentation, detailed

results are initially shown for the simulation scenarios processed

with T¼ –51 dB; the analysis of the total simulation output is

presented further below in this section.

Simulation scenarios processed with threshold –51 dB

Figure 2a and e shows the simulated echograms of two schools

that have identical true geometric characteristics, but different

true mean volume backscattering strength, insonified at various

distances from the stationary transducer. Selected geometric and

energetic descriptors of the observed echotraces and their relation

to the respective true values are plotted in Figure 2c–d and g–h.

Table 1. Summary of simulated scenarios, listing the stationary transducer settings, the true properties of the simulated schools, and their

position on the global Cartesian coordinate system.

Transducer properties

Range Position Tilt

900 m (x, y, z)¼ (0, 0, –4) m –5�

School properties

A0 (m
2) S

�
v,0 (dB) _Lx,0 (m) _Ly,0 (m) _Lz,0 (m) ZG,0 (m)

1000 [–42, . . ., –33]a 36 36 18 –25

2000 [–42, . . ., –33]a 48 48 24 –25

3000 [–42, . . ., –33]a 60 60 26 –28

4000 [–42, . . ., –33]a 72 72 32 –28

5000 [–42, . . ., –33]a 80 80 36 –30

6000 [–42, . . ., –33]a 88 88 38 –30

7000 [–42, . . ., –33]a 96 96 40 –32

8000 [–42, . . ., –33]a 100 100 42 –32

9000 [–42, . . ., –33]a 108 108 44 –35

10 000 [–42, . . ., –33]a 112 112 46 –35

School position

(x, y, z) ¼ (XG,0, 0, ZG,0), where XG,0 ¼ [100, . . ., 800] in steps of 20 m

Voxel backscattering coefficients are exponentially distributed and average at S
�
v,0 when expressed in dB. _Lx,0, _Ly,0, _Lz,0 represent the maximum school width along

the x-, y-, z-axis, respectively; ZG,0 is the depth of the geometric centre of the school; A0 is the school area at the largest horizontal cross-section, i.e. on the x–y

plane at z¼ ZG,0.
aIn steps of 1 dB.
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The simulation examples of Figure 2 demonstrate the angular

and range-dependent distortion of echotraces, i.e. the smearing of

the echotrace of a school over the span of all beams that fully or

partially contain it (see also Figure 2 in Vatnehol et al., 2017 for a

schematic illustration of this distortion). The number of beams

that effectively sample the school at a given range also varies, and

depends on beam directivity, the processing threshold, the density

of the school, and its position within the acoustic sampling vol-

ume. This smearing effect has small impact on the along-beam

width of the school (Lwobs), but it typically leads to the overesti-

mation of the across-beam width (Cwobs, about 50–100% at

200m from the transducer), which is the primary contributor to

the respective overestimation in the observed school area.

Conversely, the average density of the school is systematically

underestimated (Figure 2d and h). Low Sv samples at the periph-

ery of the school lower the overall computed mean, while, as in

single-beam echosounding (Diner, 2001), the bias further in-

creases with range, as the school fills up a smaller proportion of

the—progressively larger—acoustic sampling volume; this also

applies to the central beam(s) that insonify the school, depending

on the beam tilt angle and the school’s true depth and size.

Moreover, schools at very short distances to the transducer are

severely under-sampled.

Summarizing the scenarios processed with threshold T¼ –51dB,

Figure 3 shows the observed mean volume backscattering strength

(S
�
v,obs) and area (Aobs) of simulated echotraces; the same values ex-

pressed as relative percentage errors d are plotted in Supplementary

Figure S1. The results show that the S
�
v,obs extracted from the echo-

gram always underestimates the true value S
�
v,0, and does so by a

magnitude of 4–16dB (off-axis insonifications included), depending

on the range, the true size, and the true density of the school.

Overall, smaller schools fall below the detection threshold at closer

ranges to the transducer, and for the same S
�
v,0 class, they are

susceptible to a stronger underestimation of their true density and

larger relative errors in their observed area (Aobs). For the tilted

omnidirectional scenarios considered herein, the variability of Aobs

is also greater in smaller schools, as the same target that maintains a

constant depth is observed at different distances from the transducer

(Supplementary Figure S1e–h). It can be suggested that for these

insonification conditions, a favourable school observation range is

about 150–300m.

For each combination of (S
�
v,0, A0, distance from transducer)

plotted in Figure 3, the deviation between the observed and the

known true value was used to compute an observed correction

factor for the mean volume backscattering strength and area

(S
�
v,CF and ACF, respectively). Note that echotraces with

(a) (e)

(c) (g)

(b) (f)

(d) (h)

Figure 2. (a) Simulated echotraces of a school with true area A0¼ 5000 m2 and true mean volume backscattering strength S
�
v,0¼ –36dB

insonified at various distances from the stationary transducer, and processed with a threshold T¼ –51dB; the intermediate insonifications at
XG,0¼ [120, 140, 160, 180, 220, . . ., 780m] are not shown. At each insonification position, the projection of the school’s geometric centre on the x–y
plane is denoted with a closed marker, and a circle marks the school’s outer boundary. (b) x–z view of the simulated scenario. The sonar beams are
tilted at –5� , the transducer depth is –4m, and the depth of the school’s geometric centre is constant at ZG,0¼ –30m; the grey patch represents
the acoustic beam that is aligned with theþx-axis. (c) Observed geometric echotrace descriptors vs. the respective true properties. (d) Observed
maximum (_Sv,obs) and mean (S

�
v,obs) volume backscattering strength; the horizontal line at –36 dB denotes the true mean. (e–h) As in panels a–d,

but for a school with the same true area and lower S
�
v,0 (¼ –41dB). The dashed ellipse in panel e and the dashed lines with open markers in panels

g and h denote echotraces with DS
�
T< 2 dB (i.e. S

�
v,obs < –49dB), which could not be corrected with the final S

�
v,CF and ACF and prediction models.

The “x” markers and dotted lines in panels c, d, g, and h show the observations at XG,0¼ [100, 120m], which were omitted from all analyses.
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D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/ic
e
s
jm

s
/a

rtic
le

/7
5
/4

/1
4
9
6
/4

9
2
4
9
2
6
 b

y
 g

u
e
s
t o

n
 2

1
 A

u
g
u
s
t 2

0
2
2

Deleted Text:  &ndash;
Deleted Text: &ndash; 
Deleted Text: s
https://academic.oup.com/icesjms/article-lookup/doi/10.1093/icesjms/fsy009#supplementary-data
https://academic.oup.com/icesjms/article-lookup/doi/10.1093/icesjms/fsy009#supplementary-data
Deleted Text:  to 
https://academic.oup.com/icesjms/article-lookup/doi/10.1093/icesjms/fsy009#supplementary-data
Deleted Text:  to 
Deleted Text: [
Deleted Text: ]


DS
�
T< 2 dB (i.e. with S

�
v,obs< –49 dB, shown with open markers

in Figure 3) were maintained in the data set, but were eventually

excluded from the final, model-based corrections. This was

based on the output of all simulations analysed (see the respec-

tive section below), which showed that, for all examined pro-

cessing thresholds T, echotraces with S
�
v,obs comparable to T

and/or C_wobs comparable to the beam width (examples shown

in Figure 2e) could not be sufficiently corrected with the final

S
�
v,CF and ACF and prediction models. Similarly, under-sampled

schools that were detected at very short distances from the

transducer (XG,0¼ [100, 120m], corresponding to RG,obs of

about< 130m) were omitted from all analyses.

The observed correction factors S
�
v,CF and ACF are plotted in

Figure 4, and represent the exact corrections that must be applied

to the respective echotrace descriptors when the true properties

of the school are known. In practical applications, however, the

true properties are not known, and the only information available

about the insonified school is its acoustic image displayed in the

multi-beam echogram.

Analysis of the entire simulation

Following the same procedures described above for T¼ –51dB, all

simulation scenarios listed in Table 1 were processed with a range

of additional cut-off thresholds T (–53, –52, –50, –49, –48, and –

47 dB), and the school detector was run for each threshold level;

the echotraces were then tabulated according to their DS
�
T (� 0, 1,

2, 3, 4, 5, and 6 dB) and split into stratified training/testing data

sets. Separate S
�
v,CF and ACF candidate prediction models were built

per DS
�
T training set, in order to investigate the range of DS

�
T

values at which the correction method should not be used.

The results are summarized in Table 2, shown as adjusted R2

values of the candidate models and as mean absolute percentage

errors jdj (mean6 SD) of the corresponding corrections per-

formed on the respective (i.e. same DS
�
T) testing data; the errors

jdj for mean volume backscatter were computed using the linear

coefficients (jds�v,cj ¼ js�v,c – s�v,0j/s�v,0� 100). The results show that

the two lowest DS
�
T data sets (� 0 and� 1 dB) had poor correc-

tion performance; their mean percentage errors were almost dou-

ble for jds�v,cj than all other DS
�
T cases (e.g. 9.46 7.9% for

DS
�
T� 0 dB and 6.46 6.0% for DS

�
T� 2 dB), and were almost

triple for jdAcj, reaching up to 13.66 12.0% for DS
�
T� 0 dB.

Overall, Table 2 shows that filtering-out echotraces with low S
�
v,obs

(i.e. keeping only the high DS
�
T cases) significantly improved the

correction performance. For example, the correction models built

from the DS
�
T� 6dB testing echotraces achieved a mean jds�v,cj and

jdAcj error of 4.66 4.4% and 3.36 2.7%, respectively, when applied

to the corresponding testing data. The higher the DS
�
T filter, how-

ever, the more echotraces are removed out of the usable data set.

While the selection of a DS
�
T criterion other than� 0 and� 1 is

largely an ad hoc decision, a compromise appears to be DS
�
T� 2dB;

here, a large pool of simulated data is maintained to build the cor-

rection models (thus avoiding over-fitting the higher DS
�
T subsets),

the variability of jds�v,cj and jdAcj errors drops significantly when

compared to the two lower DS
�
T sets, and is the lowest DS

�
T at which

the mean errors jdj and adjusted R2 values appear to stabilize.

Based on these criteria, the S
�
v,CF and ACF prediction models

built from, and applicable to, echotraces with DS
�
T� 2 dB were

selected as the final ones, and are listed in Table 3. Both models

use only descriptors extracted from the observed echotraces as

predictive variables, and they explain more than 96% of the vari-

ance in their training data set (N¼ 8618 simulated echotraces)

with a standard error of 0.379 dB for S
�
v,CF and 0.040 for ACF.

When the models of Table 3 were applied to the DS
�
T� 2dB test-

ing data (N¼ 8601), relative percentage errors d in the observed

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 3. (a–d) Observed mean volume backscattering strength S
�
v,obs and (e–h) area Aobs of simulated schools vs. their distance from

the transducer (training and testing data pooled), tabulated by true S
�
v,0 and A0. Threshold T is –51 dB. The S

�
v,0¼ [–41, –40, –38, –37, –35,

–34 dB] and A0¼ [7000, 9000 m2] classes are not plotted to reduce clutter. Dashed lines with open markers denote echotraces with
DS
�
T< 2 dB (i.e. S

�
v,obs <–49 dB, marked by the horizontal line in panels a–d), which could not be corrected with the final S

�
v,CF and ACF and

prediction models. The “x” markers and dashed lines show the observations at XG,0¼ [100, 120m], which were omitted from all analyses
(i.e. XG,0< 140m, marked by the vertical line in panels a–d).
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mean volume backscatter and area of simulated echotraces de-

creased significantly, and were normally distributed around 0%

(Figure 5). In terms of mean absolute percentage errors, jds�v,obsj
averaged at 79.56 9.6% (percentiles P5%–P95%: 63.1–93.4%)

and dropped to jds�v,cj ¼ 6.46 6.0% (Table 2) after correction

(P5%–P95%: 0.5–19.1%); the respective jds�v,cj errors in the

DS
�
T� 2dB training data (N¼ 8618) were 6.36 5.9%. With respect

to area, errors in the testing data were jdAobsj ¼ 100.76 65.2%

(P5%–P95%: 10.9–220.0%) and reduced to jdAcj ¼ 5.26 4.8%

(P5%–P95%: 0.4–13.7%) after corrections; in the DS
�
T� 2dB training

data, jdAcj was 5.16 4.7%.

To further investigate the variability of corrections in the test-

ing data set across different true school properties and processing

thresholds, Table 4 lists the tabulation of jds�v,cj and jdAcj by se-

lected thresholds T and S
�
v,0 and A0 classes. The results show that

the mean difference between the corrected and true S
�
v was

0.1–0.5 dB for most cases, while area mean absolute percentage

errors typically averaged around 4–8% for most true size and

density classes examined. Errors jdj of the corrected descriptors

were generally similar across increasing school sizes, with the ex-

ception of the smallest schools (A0¼ 1000 m2) for which the cor-

rections did not perform so adequately; jds�v,cj and jdAcj of these
echotraces was 11.86 8.0% and 10.66 9.5%, respectively

(Table 4, “All S
�
v,0” row). It is also worth noting that increasing

the processing threshold for large schools of low true density de-

grades the corrections, especially those of volume backscatter, but

improves them, especially the corrections of area, for denser

schools of the same size class (see the A0¼ 10 000 m2 column in

Table 4 for the S
�
v,0¼ –42 and –33 dB cases, processed with differ-

ent thresholds).

Application to real sonar data

The descriptor correction approach investigated in this study was

applied to real SP90 data recorded around a drifting fish aggre-

gating device (FAD) in the western Indian Ocean (see Trygonis

et al., 2016 and sources therein for details on data collection

methods). The data originate from a recording session carried

out with similar sonar settings as to those used in the simulated

scenarios (horizontal omnidirectional mode at 26 kHz; observa-

tion range: 900m; beam tilt: –3�; automatic gain control filter:

off), and regard the consecutive observations of a single school of

large pelagic (tuna) fish with compact echotraces that also fell

within the simulated envelop (2–5-min gaps exist in the records

due to vessel manoeuvres around the FAD). The scientific output

of the uncalibrated sonar was analysed with custom software

(Trygonis et al., 2009) that implements the same school detector

used to process the simulated echograms. The cut-off threshold T

during school detection was set to –51 dB, and the correction

models listed in Table 3 were applied to real echotraces with

DS
�
T� 2 dB.

The results are summarized in Figure 6, and show that, on an

average, the corrections increased the estimated mean volume

backscattering strength of real schools by 11.3 dB (mean

S
�
v,obs¼ –45.5 dB, mean S

�
v,c¼ –34.2 dB; Figure 6e) and reduced

their estimated mean area by 68.7% (mean Aobs¼ 3766.0 m2,

mean Ac¼ 1180.4 m2; Figure 6f). When plotted against their dis-

tance from the transducer (Figure 7), the observed and corrected

real data show similar patterns as those produced by the simula-

tor (Supplementary Figure S2). Specifically, the sonar systemati-

cally under-samples the low density schools with increasing range

(i.e. only the denser instances are detected at large distances from

the transducer), and, simultaneously with this sampling bias, the

observed S
�
v of a detected school is an underestimate of its respec-

tive true value. Moreover, assuming that the true school area is

independent from range, the results suggest that the corrections

(a)

(b)

Figure 4. Observed correction factors for the (a) mean volume
backscattering strength and (b) area of simulated echotraces
(training and testing data pooled) vs. the school distance from the
transducer. Threshold T is –51 dB. Each observed correction factor
corresponds to a data point plotted in Figure 3, with the addition of
all S

�
v,0 and A0 classes that were not shown therein, and is marked

respectively: closed markers denote echotraces with DS
�
T� 2 dB

(N¼ 2708), open markers correspond to echotraces with
DS
�

T< 2 dB (N¼ 318), and “x” markers (N¼ 196) show the
observations at XG,0¼ [100, 120m], which were omitted from all
analyses. The overlaid mean and its confidence interval per distance
category refer to the DS

�
T� 2 dB data points only, and were

estimated after bootstrapping (a¼ 0.05, 10 000 resamples with
replacement); error bars show the standard deviation.

Table 2. Performance of 14 candidate multiple linear regression

models for predicting the mean volume backscattering strength and

area correction factors (S
�
v,CF and ACF, respectively).

S
�

v,CF ACF

DS
�
T (dB) Adj. R2 jds�v,cj % Adj. R2 jdAcj % N

�0 0.951 9.4 6 7.9 0.905 13.6 6 12.0 10031

�1 0.952 9.2 6 7.9 0.882 13.4 6 11.6 9910

�2a 0.974 6.4 6 6.0 0.966 5.2 6 4.8 8601

�3 0.975 5.8 6 5.3 0.971 4.4 6 3.9 7555

�4 0.975 5.4 6 5.0 0.973 4.0 6 3.3 6484

�5 0.975 5.0 6 4.7 0.974 3.6 6 3.1 5321

�6 0.977 4.6 6 4.4 0.976 3.3 6 2.7 4137

Each candidate model is built from training data that encompass simulated

echotraces that fulfil the specific DS
�

T criterion. The mean absolute percentage

errors jdj (mean6 SD) refer to the performance of models on the correspond-

ing testing data. Volume backscatter errors jdj were computed using the linear

(s�v) coefficients; N shows the echotrace count per testing data set, p< 0.001

for all models (see also Supplementary Table S1 for the performance of prelim-

inary candidate models that include the two smallest XG,0¼ [100, 120m]

classes, which were omitted from all analyses presented herein).
aModels selected as “final” and listed in Table 3.
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compensate for the range-dependent overestimation of school

area (Figure 7b).

Discussion
The acoustic image observed on the echogram depends both on

transducer and fish school characteristics, as well as on the process-

ing threshold used to analyse the data. The acoustic beam is direc-

tive, thereby schools with a higher volume backscattering strength

are sampled with an effectively wider beam angle. The same school

can produce different echotraces when observed at different ranges

due to beam spreading, and at any given range, the echotrace only

represents an approximation of the true school dimensions, dis-

torted to the discrete resolution of the echogram (Figure 2a and e).

These issues are intrinsic to the acoustic measurement (Reid, 2000;

Reid et al., 2000; Diner, 2001) and must be accounted for in order

to reliably infer the true shape, size, and density of schools

from their observed echotraces; see, for example, Johannesson and

Losse (1977), Kieser et al. (1993), Reid and Simmonds (1993),

Reid et al. (2000), and Diner (2001, 2007) for related discussions

or correction approaches with emphasis on vertical beaming.

Focusing on horizontal multi-beam observations, Misund

(1990) proposed a formula for correcting the across-beam width

of the school (Cw) based on the nominal beam width of the so-

nar. Vatnehol et al. (2017) used simulated multi-beam data and

modified Misund’s (1990) geometric model to also account for

long-range distortions of Cw; a respective correction formula for

school height was also produced by simulating the vertical insoni-

fication mode of the sonar. Applied to multi-beam horizontal

area measurements (AR) of the same school observed at different

ranges (R), Misund et al. (1995) used the linear regression of �AR

against R, and extrapolated it to the origin of the sonar beams to

estimate the true value. This area correction approach makes no

assumptions about the nominal beam width, but cannot handle a

number of cases that often occur in horizontal multi-beam sam-

pling. For example, the regression yields incorrect results if the

proportion of the school that is being insonified changes with

range, and is not applicable if the school area measured near the

transducer is larger than the area measured at an outer position.

The simulation exercise investigated herein is an attempt to

build sonar device-specific correction models that use the

descriptors extracted from the observed echotrace as the only

predictors of the true morphometric and energetic values of

the insonified school. This implicitly assumes that, although the

multi-beam sonar induces substantial intrinsic distortions to

echotraces, the latter contain sufficient information to statistically

infer the true properties of the school that is being sampled. The

simulated scenarios included a broad range of school sizes and

mean densities (1000 to 10000 m2 and –42 to –33 dB, respec-

tively) to increase variability in the source data, which, when

combined with a tilted omnidirectional fan and constant school

depth, ensured that partial (off-axis) insonification of schools was

also included in the simulation.

Overall, the corrections significantly reduced the errors in the

measured area and mean volume backscattering strength of echo-

traces, over the entire range of processing thresholds examined.

The applicability limits of the method were empirically outlined

via DS
�
T, which is also a quantity that can be computed from the

observed echotrace, and is similar to the corresponding metric

Table 3. Final multiple linear regression models for predicting the mean volume backscattering strength and area correction factors (S
�
v,CF

and ACF, respectively), built from the DS
�
T� 2 dB training data set (N¼ 8618 simulated echotraces).

Dependent
Adjusted R2 S.E. of the estimate

Dependent
Adjusted R2 S.E. of the estimate

S
�
v,CF 0.974 0.379 ACF 0.966 0.040

Predictors B S.E. B b S.E. b Predictors B S.E. B b S.E. b

(constant) –23.351291 0.217 (constant) –1.465251 0.028

RSv,obs 2.060 0.026 1.113656 0.014 log10(rsv,obs) –3.711 0.033 –2.218302 0.020

log10(rsv,obs) –1.579 0.016 –10.183501 0.101 _Sv,obs 1.797 0.051 0.125210 0.004

RG,obs –1.327 0.006 –0.017038 0.000 RSv,obs 1.255 0.030 0.062886 0.002
_Lwobs/RG,obs –0.627 0.008 –11.629761 0.157 nsobs –1.015 0.010 –0.005403 0.000
_Lwobs 0.521 0.011 0.057721 0.001 _Lwobs/RG,obs 0.991 0.010 1.702406 0.017

nsobs –0.496 0.009 –0.028484 0.000 RG,obs –0.845 0.007 –0.001006 0.000

S
�
v,obs –0.092 0.013 –0.081974 0.011 Aobs 0.650 0.011 0.000025 0.000

Aobs 0.074 0.009 0.000030 0.000 S
�
v,obs 0.416 0.025 0.034432 0.002

C_wobs –0.051 0.006 –0.002091 0.000 C_wobs 0.238 0.007 0.000909 0.000
_Lwobs –0.199 0.013 –0.002044 0.000

Excluding b, values are rounded to the third decimal.

B and b are the standardized and raw regression coefficients, respectively; p< 0.001 for both models.

(a) (b)

(c) (d)

Figure 5. Distribution of relative percentage errors d in the mean
volume backscatter (s�v) and area (A) of all simulated echotraces in
the DS

�
T� 2 dB testing data set (N¼ 8601), (a–b) before and (c–d)

after correction with the models of Table 3.
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Table 4. Mean absolute percentage errors jdj (mean6 SD) of the corrected mean volume backscatter (s�v,c) and area (Ac) of simulated

echotraces in the DS
�
T� 2 dB testing data set, tabulated by true school area (A0), true mean volume backscattering strength (S

�
v,0), and

processing threshold (T).

A0 (m
2) 1000 5000 10 000 1000 5000 10 000

S
�
v,0 (dB) T (dB) jds�v,cj % jdAcj %

–42 –53 10.5 6 4.0 (3) 6.3 6 4.2 (11) 5.0 6 7.5 (17) 7.0 6 2.5 3.8 6 1.9 2.4 6 2.0

–51 — 9.6 6 3.8 (9) 6.5 6 4.2 (13) — 2.2 6 1.6 4.2 6 1.5

–49 — 8.1 6 3.3 (6) 8.7 6 5.9 (9) — 2.4 6 1.4 4.5 6 6.3

–47 — — 20.6 6 1.5 (3) — — 8.0 6 1.8

All Ta 13.4 6 5.3 (5) 7.7 6 4.1 (44) 7.9 6 7.1 (75) 6.0 6 2.3 3.0 6 2.1 4.2 6 4.2

–38 –53 8.7 6 3.8 (8) 4.2 6 4.2 (17) 3.9 6 3.5 (17) 6.7 6 4.7 4.7 6 2.9 3.9 6 3.0

–51 6.9 6 6.1 (6) 7.8 6 8.0 (16) 4.3 6 4.4 (17) 8.4 6 5.0 4.2 6 2.7 3.6 6 2.5

–49 9.1 6 4.6 (4) 6.7 6 6.7 (12) 8.1 6 9.7 (17) 6.9 6 2.5 4.6 6 3.8 3.6 6 2.6

–47 — 7.1 6 2.6 (9) 8.6 6 5.7 (14) — 3.9 6 2.2 4.2 6 3.1

All Ta 7.8 6 4.6 (31) 6.2 6 5.5 (94) 5.7 6 6.1 (114) 7.5 6 4.9 4.5 6 2.9 3.6 6 2.6

–33 –53 15.8 6 8.5 (17) 4.6 6 3.8 (17) 6.4 6 4.6 (17) 31.4 6 21.2 8.3 6 4.8 15.0 6 11.7

–51 11.9 6 9.4 (13) 3.3 6 6.6 (17) 6.6 6 6.6 (17) 13.4 6 7.8 7.9 6 2.9 9.4 6 8.2

–49 10.2 6 7.1 (9) 4.2 6 4.2 (17) 4.2 6 4.3 (17) 4.7 6 3.1 4.3 6 2.7 3.2 6 2.7

–47 6.2 6 5.1 (8) 6.3 6 3.1 (17) 3.1 6 2.5 (17) 3.3 6 3.3 4.6 6 2.6 1.8 6 1.7

All Ta 12.2 6 8.4 (81) 4.3 6 4.0 (119) 5.0 6 4.9 (119) 14.9 6 15.1 6.1 6 3.9 7.1 6 8.2

All S
�
v,0

b 11.8 6 8.0 (396) 5.1 6 4.5 (918) 5.4 6 5.4 (1072) 10.6 6 9.5 4.9 6 3.1 4.6 6 4.8

Totalc 6.4 6 6.0 (8601) 5.2 6 4.8

All corrections derive from the models listed in Table 3; numbers in parentheses show the echotrace count (N) per category. Note that only selected thresholds

T and S
�
v,0 and A0 classes are shown to reduce information density.

aIncluding the T¼ [–52, –50, –48 dB] levels not shown in this table.
bIncluding the S

�
v,0¼ [–41, –40, –39, –37, –36, –35, –34 dB] classes not shown in this table.

cIncluding the S
�
v,0 and A0¼ [2000, 3000, 4000, 6000, 7000, 8000, 9000 m2] classes not shown in this table.

(a) (d)

(b) (e)

(c) (f)

Figure 6. (a–c) Comparison of observed descriptors extracted from real and simulated echotraces; processing threshold T is –51 dB for both
data categories. Open markers denote observations with DS

�
T< 2 dB. Simulated data include both training and testing observations and are

only shown at selected distances from the transducer (140, 200, 260, . . ., 800m) to reduce clutter. (d) Example real echotraces of the same
school observed at different ranges (T¼–51 dB). The echotraces are shown at their actual range, but for illustration purposes, their angular
(across-beam) position has been rotated to align with theþx-axis. (e) Distribution of mean volume backscattering strength of real echotraces
(DS
�
T� 2 dB, N¼ 213 detections), before (S

�
v,obs) and after correction (S

�
v,c); only real data plotted with closed markers in panels a–c were

included in the corrections, using the models of Table 3. (f) As in panel e, but for echotrace area.
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used in Diner’s (2001) simulations. While the correction perfor-

mance (see candidate models of Table 2) was superior when only

echotraces with high signal-to-noise ratio were processed (mean-

ing that their observed mean volume backscattering strength was

at least 5–6 dB above the processing threshold), the analysis

showed that a lower DS
�
T criterion was sufficient for consistent re-

sults. Specifically, when echotraces with DS
�
T< 2 dB were filtered

out, the corrections produced mean absolute percentage errors of

5.2% and 6.4% for Ac and s�v,c, respectively. These area correction

errors are very similar to those reported by Vatnehol et al. (2017)

for the closely related (see Figure 2c and g) Cw descriptor mea-

sured with a Simrad SX90 sonar (Simrad, 2015a), although the

two studies used different simulator and correction model designs

to account for the systematic measurement errors.

Corrections could not be applied to echotraces representing

fish schools that were located near the transducer, and were, as a

result, severely under-sampled. Directing a tilted omnidirectional

fan at fish schools that occupy a depth layer is a characteristic

that underpins the sampling with horizontal sonar (Misund and

Coetzee, 2000), but it inherently creates an asymmetrical sam-

pling with range, unless a single school is selected and tracked by

actively manipulating the tilt angle (Misund et al., 1998). With re-

spect to our simulations, this would correspond to a design that

translated the schools away from the transducer while keeping

them always on (or near) the acoustic axis. This sampling mode

was partially represented in the more general simulation scenarios

examined herein, where the centre of schools intersected the

acoustic axis at a range of about 250–300m from the transducer.

While specific simulations are needed to conclude with confi-

dence, the overall good performance of the corrections across a

challenging mixture of on- and off-axis school insonifications

suggests that the method investigated herein would also be appli-

cable to sampling modes that actively modify the beam tilt angle

to keep the tracked school on-axis.

In its current design, the simulator accounted for some of the

systematic measurement errors involved in horizontal sonar

sampling, i.e. those related to the beam pattern effect, the overlap

of neighbouring beams, the polar geometry of the multi-beam

echogram, and the spatial configuration of the tilted omnidirec-

tional fan in relation to the location of fish schools. While the

overall behaviour of the simulator was convincing and the sys-

tematic issues were reproduced well, the study did not consider

environmental sources of variability or fish school behavioural as-

pects. For example, the simplified school model ignored fish po-

larization and its substantial effects on the recorded Sv (Boswell

et al., 2009; Holmin et al., 2012), while the allocation of voxel

backscatter had no spatial correlation within the school, thus

dense regions or vacuoles that emerge in schooling fish (Fréon

et al., 1992; Gerlotto et al., 2006; Guillard et al., 2011) were not

represented in the simulations. Furthermore, this internal struc-

ture remained static across all insonification positions, and the

general shape of the school was fixed to an idealized oblate spher-

oid. Fish schools are in fact dynamic structures (Misund, 1993)

that can present substantial temporal fluctuations in their cross-

sectional area (Trygonis et al., 2016), while their vertical or

horizontal dynamics introduce additional uncertainties due to

the variable position of the schools’ gravity centre relative to the

acoustic axis (Brehmer et al., 2006). In addition, the actual in situ

sampling schemes used to collect the sonar data may also impact

the observed fish school descriptors. For example, Brehmer et al.

(2002, 2006) proposed that school area can be approximated

through the along-beam width (Lw) of the school, by assuming a

spherical school shape that has a diameter equal to Lw. Yet, a dif-

ferent variant of Lw was appropriate (i.e. the mean or maximum

Lw) depending on whether data were recorded from a free-

drifting vessel or from one that moved along a transect line or

adapted its course to actively follow a school.

Given the enormous complexity of modelling all dynamic and

behavioural aspects in a single simulation, several simplifications

were made to both transducer and school model properties. The

systematic sources of bias, however, that were integrated into the

analysis were not trivial, and by themselves, contributed to mean

absolute percentage errors in the order of 100% and 80% in the

observed area and mean volume backscatter, respectively, as per

the simulated DS
�
T� 2 dB testing data set. Of course, simplifica-

tions increase discrepancies between the simulated and real sys-

tem, and indeed, Figure 6a shows that, for the same observed

mean volume backscattering strength, the echotraces currently

generated by the simulator have smaller variance than the real

ones. However, overall, the side-by-side comparison of simulated

vs. real echotrace descriptors revealed no anomalous behaviour in

the former, increasing confidence in the validity of the simulation

engine. The experimental application of corrections to real SP90

data also yielded a pattern in the corrected descriptors that was

concordant to the one expected by the simulations, but there was

no means to ground truth the true properties of real fish schools.

Therefore, it is not possible to assess the errors in the corrected

real data.

Using a calibrated sonar (Foote et al., 2005; Demer et al., 2015;

Macaulay et al., 2016) for the comparisons and implementing its

actual directivity in the simulator is necessary to obtain more pre-

cise results. Moreover, incorporating dynamic aspects in the in-

ternal structure and motion of schools, and expanding the

simulation scenarios to cover multiple sonar settings and school

sizes will increase the fidelity of the simulated system and the ap-

plicability of generated correction models to a broader range of

real data. This is of particular importance, given that the

(a)

(b)

(m
2
)

Distance from transducer (m)

Aobs

Ac

0 100 200 300 400 500 600 700 800
0

2000

4000

6000

8000

10000

(d
B

)
S̄

v,obs

S̄
v,c

−51

−47

−43

−39

−35

−31

−27

Figure 7. Scatter plots of observed and corrected (a) mean volume
backscattering strength and (b) area of real echotraces with
DS
�

T� 2 dB vs. their distance from the transducer (see also
Supplementary Figure S2 for corresponding plots based on
simulated data).
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correction models established herein are based on observed

descriptors, which in turn depend on the properties of the simu-

lated schools and transducer. In addition, the models significantly

reduce the observed errors through a linear combination of the

distorted echotrace descriptors, but provide no insight on the

relative importance of the sources of bias that actually caused that

distortion. Therefore, and as in all simulation attempts, the

resulting correction models are applicable only to data from a

similar sonar and fish school size/density properties as those used

in the simulations that produced them.

New fishery sonars like the Simrad SX90 or SU90 (Simrad,

2015b) have identical frequency range and similar spatial configu-

ration of beams with the SP90 (i.e. cylindrical transducer and 64

beams arranged in an omnidirectional fan), but narrower beam

widths. The methodological framework of the correction models

suggests that a similar approach can be applied to these sonars,

and future work should expand the simulations on these devices.

Notwithstanding complexities pertaining to the target strength of

schooling fish in the lateral aspect (Cutter and Demer, 2007; Tang

et al., 2009), this will help establish more general solutions to the

multi-parametric problem of debiasing fish school descriptors, in

order to convert the corrected mean volume backscattering

strength of schools to absolute fish density estimates.

Supplementary data
Supplementary material is available at the ICESJMS online

version of the article.
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