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The correlated insulator (CI) states and the recently discovered density wave (DW) states in
magic-angle twisted bilayer graphene (TBG) have stimulated intense research interest. However, up
to date, the nature of these “featureless" correlated states with zero Chern numbers are still elusive,
and are lack of characteristic experimental signature. Thus, an experimental probe to identify the
characters of these featureless CI and DW states are urgently needed. In this work, we theoretically
study the correlated insulators and density-wave states at different integer and fractional fillings
of the flat bands in magic-angle TBG based on extended unrestricted Hartree-Fock calculations
including the Coulomb screening effects from the remote bands. We further investigate the nonlinear
optical response of the various correlated states, and find that the nonlinear optical conductivities
can be used to identify the nature of these CI and DW states at most of the fillings. Therefore, we
propose that nonlinear optical response can serve as a promising experimental probe to unveil the
nature of the CI and DW states observed in magic-angle TBG.

Twisted bilayer graphene (TBG) system around the
magic angle provides a promising platform to achieve
various intriguing quantum phases [1, 2] such as the cor-
related insulators [3–12], orbital magnetic and Chern-
insulator states [9, 13–19], as well as unconventional su-
perconductivity [4, 10–12, 20–23]. Near the magic angle
1.05 ◦ [24], there are two low-energy flat bands per spin
per valley which are associated with nontrivial topolog-
ical properties[25–29]. As a result, the electron-electron
Coulomb interactions prevail kinetic energy, and the in-
terplay between the strong Coulomb correlations and the
nontrivial band topology give rise to diverse correlated
and topological states in this system [30–49].

Most of the previous works focus on the integer fillings,
and only a few pioneering works have paid attention to
the fractional fillings of the flat bands in TBG [18, 50–54],
which may realize unconventional density-wave (DW)
states [18, 50, 51] and even fractional Chern-insulator
states [51]. However, up to date the nature of most of
the “featureless" correlated insulator (CI) states observed
at integer fillings such as the zero-Chern-number CIs at
ν = 3, 0,±2 [3, 4], and the recently observed DW states
at the fractional fillings ν= 7/2, and 11/3 [51]), are still
elusive. An experimental probe to distinguish the char-
acters of these states is needed.

In this work, we use an extended unrestricted Hartree-
Fock (HF) method within the subspace of the flat bands
to study CIs and DW states at all integer fillings −3 ≤
ν ≤ 3, and a few fractional fillings ν = 8/3, 7/2, and
11/3, at which CI and DW states are observed. The
Coulomb potentials acted on the flat-band subspace from
the occupied remote bands are taken into account [42],
and the screening of Coulomb interactions in the flat-
band subspace are treated by constrained random phase
approximation (cRPA). We further study different com-

ponents of the nonlinear optical conductivities of all the
symmetry-breaking states in the valley-sublattice space,
and propose that the various competing correlated states
in TBG can be identified through the nonlinear optical
response.

We first introduce the non-interacting Hamiltonian
and the moiré superlattice geometries used in this work.
In Fig. 1(a), the primitive moiré cell is marked by black
rhombus, and the real-space moiré lattice vectors of the
primitive cell, the doubled supercell, and the

√
3 ×
√

3
tripled supercell are marked by black, red, and blue vec-
tors, respectively; the corresponding reciprocal lattice
vectors and moiré Brillouin zones of the three types of
moiré supercells are shown in Fig. 1(b). The low-energy
effective Hamiltonian for TBG of valley µ (µ = ∓ for
K/K ′ valley) is described by Bistritzer-MacDonald con-
tinuum model[24]:

H0
µ =

(
−~vF (k̂−Kµ

1 ) · σµ Uµ(r)
U†µ(r) −~vF (k−Kµ

2 ) · σµ

)
, (1)

where vF denotes the Fermi velocity, and the Hamilto-
nian is expanded near the Dirac points of the two layers
Kµ

1 or Kµ
2 , with σµ = (µσx, σy, σz) (µ = ±) denoting

Pauli matrices in the sublattice space. Uµ(r) refers to
the interlayer coupling matrix [55]. In Fig. 1(c), we show
the energy bands of the continuum model of the K valley
at the magic angle θ = 1.05◦ in the moiré Brillouin zone
(mBZ) of the primitive cell, which can be classified into
two flat bands near the charge neutrality point (CNP)
and remote bands above and below them.

Now we consider the dominant intra-valley component
of the long-range Coulomb interactions in the TBG sys-
tem [55],

HC =
1

2Ns

∑
λλ′

∑
kk′q

V (q) ĉ†k+q,λ ĉ
†
k′−q,λ′ ĉk′,λ′ ĉk,λ (2)
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FIG. 1: (a) Illustration of the moiré superlattice of twisted
bilayer graphene. The lattice vectors of the primitive moiré
cell, the doubled moiré supercell, and

√
3 ×
√

3 moiré super-
cell are marked by black, red, and blue arrows, respectively.
(b) Moiré Brillouin zones of the primitive cell, doubled super-
cell, and

√
3 ×
√

3 tripled supercell. (c) The non-interacting
energy bands of magic-angle TBG, and (d) the flat-band dis-
persions including remote-band Hartree-Fock potentials. (e)
The wavevector dependence of the effective dielectric constant
calculated by cRPA method.

where Ns denotes the total number of moiré cells in the
system, k and q represent wavevectors relative to the
Dirac points, λ ≡ (µ, α, σ) is a composite index, with
µ, α, σ referring to the valley, layer/sublattice, and spin
indices, respectively. A double-gate screened Coulomb
interaction, V (q) = e2 tanh(|q|ds)/( 2ΩM εBNε0|q| ) is
adopted, where ΩM is the area of moiré supercell, ds =
40 nm, εBN ≈ 4, and ε0 is the vacuum permittivity.
Then we self-consistently solve the interacting Hamilto-
nian H0 + HC with unrestricted Hartree-Fock approxi-
mation, which will be extended to be adapted for the
doubled and tripled moiré supercells.

In Ref. 42 and Ref. 56, the authors propose to “regular-
ize" the Coulomb interaction by subtracting a constant
density (1/2)δq,0 from the density operator ρ̂(q), which
reads

H ′C =
Ns
2

∑
q

V (q) δρ̂(q) δρ̂(−q), (3)

in which δρ̂(q) is defined as the density matrix at
wavevector q subtracted by a constant (1/2) δq,0[55].
Note that Eq. (17) is not normal ordered. After being
projected onto a subset of low-energy bands, e.g., the
flat bands, Eq. (17) would differ from its normal ordered
form HC , and the difference ∆HC = H ′C − HC can be
re-expressed as the HF potentials exerted by the remote
bands on the flat bands by virtue of the particle-hole and
C2zT symmetry of the projected interaction Hamiltonian
[42]. In Fig. 1(d), we present the flat band structures in-
cluding remote-band HF potentials. Clearly, ∆HC signif-

icantly enhances the overall bandwidth of flat bands and
induces the particle-hole asymmetry. In addition to the
screening effects from the metallic gates, the Coulomb
interactions between electrons in the flat bands of TBG
can be further screened by virtual particle-hole excita-
tions from the remote bands, which are treated by cRPA
[57], and the details are presented in Supplementary In-
formation [55]. The calculated effective dielectric con-
stant as a function of wave vector q = q̃ + Q is shown
in Fig. 1(e), which is consistent with the previous report
[57].

We perform unrestricted HF calculations within the
low-energy subspace of the flat bands including remote-
band HF potentials, with the cRPA screened Coulomb
interactions. We first study the ground states at inte-
ger fillings −3 ≤ ν ≤ 3 without breaking moiré transla-
tional symmetry. With a realistic parameter choice of the
continuum model [55, 58], our calculations reveal that
the ground state at CNP is a Kramers intervalley co-
herent (K-IVC) state characterized by order parameters
(τx, τy)σy [34], with mixture of small valley polarization
component |〈τz〉|≈0.1 , where τ and σ denote Pauli ma-
trices defined in the valley and sublattice space, respec-
tively. The slight mixture of valley polarization into the
KIC state at CNP results from the remote-band screen-
ing effects [55]. At ν = ±1, the HF ground state is also a
mixed state with both K-IVC and spin-valley polarized
(SVP) orders with Chern number ±1, consistent with
previous theoretical and experimental reports [14, 35, 43].
At ν = ±2, with realistic parameter choice, we find that
the ground state is a fully spin and valley polarized (SVP)
state based on Hartree-Fock+cRPA calculations. How-
ever, if we take a fixed dielectric constant ε = 10, then
the ground state at ν = 2 involves the nearly degenerate
IVC and SVP states [55]. This indicates that the actual
ground state at ν = 2 is subtle, and can be sensitive to de-
tails of the system. At ν = ±3, the calculated HF ground
state is always a SVP state with Chern number ±1. In
Table I we present the dominant order parameters, sym-
metries, valley polarizations, Chern numbers, and gaps of
the HF ground states preserving moiré translational sym-
metry at all integer fillings. We find that most of these CI
states exhibit significant valley polarizations, which will
contribute to nonlinear optical responses as will be dis-
cussed below. The band structures from the HF+cRPA
calculations are given in Supplementary Information [55].

CI state with zero Chern number has been observed
at ν = 3 in TBG [4], which is inconsistent with previ-
ous theoretical results assuming preserved moiré trans-
lational symmetry [36, 37, 43]. Thus one naturally ex-
pects that the zero Chern number state at ν = 3 may in-
volve a spontaneous moiré translational symmetry break-
ing. Therefore, in this work we also perform HF calcu-
lations at ν = 3 based on a doubled moiré supercell (see
Fig. 1(a)-(b)). Moreover, motivated by the recent dis-
coveries of correlated states at fractional fillings of the
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TABLE I: Symmetries, order parameters, valley polarizations,
Chern numbers C, and gaps for the ground states at integer
fillings.
ν order parameters symmetry |〈τz〉| |C| gap (meV)
3 τz, sz, τzsz C3z, C2x 1 1 7.1
2 τz, sz, τzsz C3z, C2zT , C2x 2 0 15.3
1 (τx, τy)σy, τz, sz, τzsz C3z 0.85 1 7.5
0 (τx, τy)σy, τz C3z 0.10 0 25.0
−1 (τx, τy)σy, τz, sz, τzsz C3z 1.14 1 6.1
−2 τz, sz, τzsz C3z, C2zT , C2x 2 0 14.1
−3 τz, sz, τzsz C3z, C2x 1 1 4.4

(a) (b)

(c) (d)

(e)

(f)

(g)

(h)

FIG. 2: The Hartree-Fock energy bands of density-wave
states for (a) ν=1 (b) ν=3, (c) ν=7/2, and (d) ν=8/3.
The real-space distributions of charge density for (e) ν=1,
(f) ν=3, (g) ν=7/2, and (h) ν=8/3. The moiré primitive
cell is marked with white dash lines.

flat bands [51], we also study the possible DW states
at ν = 1, 7/2, 8/3 and 11/3. Let us first consider the
DW state at ν = 3 in TBG with doubled moiré super-
cell. The system still stays in the SVP phase at ν = 3
, but there is one pair of unoccupied energy bands from
the same valley-spin flavor due to the cell doubling, and
both of them have zero Chern numbers. The real-space
charge density distribution of this zero-Chern-number
DW state is inhomogeneous around the neighbouring
AA sites, clearly breaks the primitive moiré translational
symmetry as shown in Fig. 2(f). We also study the pos-
sible DW state with doubled moiré supercell at ν = 1,
and the ground state is a SVP state with zero Chern
number, with C3-broken charge distributions as shown
in Fig. 2(e). The HF band structures of these DW states
with doubled primitive cell are presented in Fig. 2(a)
(ν = 1) and (b) (ν = 3), where the solid blue and red
dashed lines denote bands from the K and K ′ valleys
respectively.

We continue to study the DW states at fractional fill-
ings 7/2, 8/3, and 11/3, which are calculated based on
doubled (ν = 7/2) and

√
3 ×
√

3 tripled (ν = 8/3, 11/3)
moiré supercells, respectively. The choice of such super-
cells can be justified by generalized susceptibility calcu-

TABLE II: Symmetries, order parameters, valley polariza-
tions 〈τz〉, K-IVC order amplitudes and gaps for the different
DW states
ν main order parameters symmetry |〈τz〉| IVC gap (meV)
1 τz, sz, τzsz C2zT 6 0 12.7
3 τz, sz, τzsz C2zT 2 0 17.2

7/2 (τx, τy)σys0,z, sz T ′ 0.07 0.45 35.7
8/3 τz, sz, τzsz, (τx, τy)σy C3z 3.65 0.54 20.6
11/3 τz, sz, τzsz C2zT , C3z 1 0 52.4

lations [55]. The calculated ground states at 7/2, 8/3,
and 11/3 fillings are gapped, which may explain the ex-
perimentally observed C=0 correlated insulators at 7/2
and 11/3 fillings, and the unusual C = 1 Chern insula-
tor at ν = 8/3, as reported in Ref. 51. In particular, at
7/2 filling, we find two nearly degenerate ground states
with the energy difference ∼ 10µeV: one is a zero-Chern-
number spin-polarized K-IVC state with slight valley po-
larization, and the other is a SVP state having Chern
number 1. We propose that the experimentally observed
C= 0 insulator state at 7/2 is the spin polarized K-IVC
state. With doubled primitive moiré cells, there are 8
flat bands from each valley, and the K-IVC order would
mix the two valleys, opening a gap between the 8 valence
flat bands and the 8 conduction flat bands, all with zero
Chern numbers. At 7/2 filling, 7 out of the 8 conduc-
tion flat bands are filled, yielding a zero-Chern-number
spin polarized K-IVC state. The single-particle spectrum
around 7/2 filling is presented in Fig. 2(c).

At 8/3 filling, based on
√

3×
√

3 tripled supercell HF
calculations, we find the ground state is a SVP state with
slight mixture of K-IVC order, and the calculated Chern
number of this state is 1 [55], consistent with experiments
[51]. Such a state is adiabatically connected to a pure
SVP state with Chern number 1 [55]. At 11/3 filling, the
ground state turns out to be a pure SVP state with zero
Chern number. It should be noted that the bandwidth of
the conduction flat band can be significantly reduced in
the presence of vertical magnetic fields due to the orbital
magnetic effects, concomitant with a more uniform dis-
tribution of Berry curvatures [51, 59]. As a result, around
filling 11/3 the system would undergo a transition from
the DW state to the fractional Chern insulator state with
increased magnetic field [51, 59].

The Hartree-Fock band structures at 7/2 and 8/3 fill-
ings are presented in Fig. 2(c) and (d), respectively. The
corresponding ground-state real-space charge density dis-
tributions are presented in Fig. 2(g) (ν = 7/2) and (h)
(ν = 8/3), respectively. The leading order parameters,
symmetries, the calculated valley polarizations 〈τz〉, and
the calculated IVC order amplitudes in the different DW
states at ν = 1, 3, 7/2, 8/3 and 11/3 are presented in Ta-
ble. II.

Quite a few of the experimentally observed CIs and
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DWs in magic-angle TBG are featureless insulators, such
as the CIs observed at CNP, ν = ±2, the CI at ν = 3,
and the DW states at 7/2, etc. All of these states are
just insulating with zero Chern number, and do not ex-
hibit any particular signature in conventional transport
and optical approaches. Therefore, it is difficult to exper-
imentally identify the nature of these correlated states.
Here we propose that these featureless correlated states
may exhibit distinct nonlinear optical responses, which
is described by the generation of an alternating current
density jc(ω1 + ω2) due to the second-order response to
the electric fields:

jc(ω1 + ω2) =
∑

a,b=x,y

σcab(ω1 + ω2)Ea(ω1)Eb(ω2) . (4)

The nonlinear optical conductivity tensor σcab may serve
as a promising probe to unveil the nature of the various
correlated states observed in magic-angle TBG. In this
work, we study two kinds of nonlinear optical processes,
the shift-current response with ω1 = −ω2 = ω, and the
second hardmoic generation (SHG) with ω1 = ω2 = ω.
For SHG response, the nonlinear susceptibility χcab(2ω) =
iσcab(2ω)/(ε02ω).

We illustrate our idea by comparing the nonlinear op-
tical responses of two prototypical CIs both with zero
Chern numbers: a K-IVC state characterized by order
parameter (τxσy, τyσy), and a VP state characterized by
order parameter τz. A VP order actually spontaneously
breaks both C2z, time-reversal (T ), and C2y symmetries,
and preserves C2zT , C3z, and C2x symmetries. Such a
state exhibits counter-propagating current loops in real
space, which contribute to staggered orbital magnetic
fluxes [35]. Since both C2z and T symmetries are broken
due to such real-space current pattern (although C2zT
is preserved), a VP state can have nonlinear optical re-
sponse with symmetry-allowed nonlinear optical conduc-
tivity components: σxxx(ω) = −σyxy(ω) = −σyyx(ω) =
−σxyy(ω) [55]. In particular, a non-vanishing σxxx(ω) com-
ponent is a smoking gun for the valley polarization, i.e.,
σxxx(ω) = σxxx,z(ω)〈τz〉 [55]. On the other hand, although
a K-IVC order (τxσy, τyσy) generally breaks C2z symme-
try, the combination of C2z symmetry and a C ′2z = τzC2z

symmetry, would enforce the vanishing nonlinear optical
response of a K-IVC state [55]. Thus nonlinear optics
can be considered as a reliable approach to distinguish
the VP and K-IVC states. Further analysis reveal that all
the IVC states have vanishing nonlinear optical response,
and there are only three types of order parameters, i.e.,
the VP order τz, the “nematic order" (τzσx, σy), and the
sublattice order σz, that are allowed to have nonzero non-
linear optical responses in TBG [55]. We note that the
order parameters (τzσx, σy) are also involved in the “in-
commensurate Kekulé state" which are proposed as the
ground states at non-zero fillings of magic-angle TBG
under finite strain [53].

In order to verify the above argument, we have nu-

(a) (b)

FIG. 3: The nonlinear optical response of TBG at the CNP
assuming constant order parameters with amplitudes (1meV)
applied to the flat bands.

merically calculated the SHG susceptibility and nonlin-
ear photo conductivity for the shift current for various
different ordered states in TBG, assuming a constant, k
independent order parameter with amplitude of 1meV in
each state, with the filling fixed at CNP. The results are
presented in Fig. 3(a) (for SHG) and (b) (for shift cur-
rent). We see that the nonlinear susceptibilities vanish
for both K-IVC state, and the time-reversal invariant in-
tervalley coherent (T-IVC) state characterized by order
parameter (τxσx, τyσx). In contrast, the SHG suscepti-
bility and shift-current conductivity of a VP state are
giant in the infra-red frequency regime ~ω ∼ 15-25meV.

Now we discuss the feasibility of performing nonlin-
ear optical measurements for a magic-angle TBG device.
Nowadays the size of a good TBG sample can be made
more than 10µm in each lateral direction, whereas the
spot size of a laser beam in the infrared frequency regime
(say, with the wavelength of 2500 nm) can be adjusted
to ∼ 5µm [60, 61], smaller than the size of the TBG
sample. Thus one can safely rule out any undesirable re-
sponse from the sample boundaries, and directly perform
SHG rotation anisotropy measurements for a bottom-
gated TBG device with vertical incident light. Actu-
ally SHG measurements have already been performed for
non-magic-angle TBG device [61]. By virtue of the chi-
ral structure of TBG, remarkable second-harmonic signal
contributed by the χxyz component of the SHG suscep-
tibility tensor has been observed [61]. This experiment
indicates that performing SHG measurements on magic-
angle TBG device is promising and feasible. Moreover,
given that a couple of “hidden" correlated phases have
already been unveiled by SHG measurements in some
strongly correlated systems such as cuprates and iridates
[62–64], we would expect the successful application of this
technique to the magic-angle TBG system as well.

To summarize, in this work we have theoretically stud-
ied the correlated insulators and density wave states at
various integer and fractional fillings of the flat bands
based on extended unrestricted HF calculations with
screening effects treated by cRPA method. We have ex-
plained the nature of the recently observed density wave
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states and symmetry-breaking Chern insulator states at
ν = 1, 3, 7/2, and 8/3 fillings. We also find that most of
the CI and DW states exhibit substantial valley polariza-
tions, which would contribute to giant nonlinear optical
response. We have identified the symmetry-allowed non-
linear optical conductivity components in different types
of ordered states. Our results indicate that nonlinear
optical response may serve as a promising probe to dis-
tinguish different types of correlated states observed in
magic-angle TBG, which would stimulate further exper-
imental and theoretical studies on the nonlinear optical
properties of moiré 2D systems.
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Supplementary Information for “Correlated insulators, density wave states, and their
nonlinear optical response in magic-angle twisted bilayer graphene"

I The continuum model for twisted bilayer graphene

The Bistritzer-Macdonald continuum model is adopted to describe the low-energy physics of twisted bilayer graphene
around the magic angle:

H0
µ(r) =

(
−~vF (k̂−Kµ

1 ) · σµ Uµ(r)

U†µ(r) −~vF (k̂−Kµ
2 ) · σµ

)
, (5)

where vF represents the Fermi velocity, k̂ = −i∇, and σµ = (µσx, σy) denote the Pauli matrix in the sublattice space.
Our Hamiltonian is expanded near the Dirac point Kµ

l (l = 1, 2), with µ = ∓ standing for the K/K ′ valley. The
Uµ(r) matrix refers to the interlayer coupling which introduces a smooth moiré potential,

Uµ(r) =

(
u0gµ(r) u′0gµ(r− µrAB)

u′0gµ(r + µrAB) u0gµ(r)

)
eiµ∆K·r , (6)

where rAB = (
√

3Ls/3, 0), u′0 and u0 refer to the intersublattice and intrasublattice interlayer tunneling amplitudes,
with u′0 = 0.0975 eV, and u0 = 0.0797 eV [58]. u0 is smaller than u′0 due to the effects of atomic corrugations.
∆K = K − K′ = (0, 4π/3Ls) is the shift between the Dirac points of two layers. We define the phase factor
g(r) =

∑3
j=1 e

−iµqj ·r, with q1 = (0, 4π/3Ls), q2 = (−2π/
√

3Ls,−2π/3Ls), and q3 = (2π/
√

3Ls,−2π/3Ls).
The moiré potential UM (r) preserves the moiré translational symmetry with real-space primitive lattice vectors

R1 = (
√

3Ls/2,−Ls/2) and R2 = (
√

3Ls/2, Ls/2), and the corresponding reciprocal vectors are denoted as g1 =
(2π/(

√
3Ls),−2π/Ls) and g2 = (2π/(

√
3Ls), 2π/Ls). In order to study the density wave states, we consider the

possibility that the system spontaneously breaks the moiré translational symmetry forming a doubled moiré supercell
and a tripled

√
3 ×
√

3 moiré supercell, where the lattice vectors are denoted by red arrows (doubled cell) and blue
arrows (tripled cell) in Fig. 1(a) of main text. For a generic case, we consider an enlarged moiré supercell characterized
by Rs

1 = n11R1 + n12R2, and Rs
2 = n21R1 + n22R2, where n11, n12, n21, and n22 are integers characterizing the

enlarged moiré supercell. The reciprocal vectors of the primitive moiré cell are denoted by b1 and b2, then the
reciprocal moiré vectors of the Ms-time moiré supercell can be written as

G1 = (n22b1 − n21b2)/Nc,

G2 = (n11b2 − n12b1)/Nc,
(7)

where Nc = n11n22−n12n21 (we take the convention that Nc > 0) denotes the ratio between the area of the enlarged
moiré supercell and the primitive moiré cell. To be specific, n11 = n22 = 1 and n12 = n21 = 0 refer to the primitive
moiré cell of TBG. If n11 = n22 = n12 = −n21 = 1, this group of indices represent the doubled moiré supercell. The
tripled

√
3×
√

3 moiré supercell is characterized by n11 = n12 = −n21 = 1 and n22 = 2. The inverse of Eq. (7) reads

g1 = n11G1 + n21G2,

g2 = n12G1 + n22G2.
(8)

We have performed Hartree-Fock calculations for primitive, doubled, and tripled moiré supercells, using the expressions
of the reciprocal vectors given in Eqs. (7)-(8). In our calculations, a 9×9 grid in the reciprocal space is used for the
primitive cell, a 13×7 grid is used for the doubled moiré cell, and a 11×11 grid is used for the tripled moiré cell. A
24×24 k-point mesh is adopted for the moiré Brillouin zone of the primitive cell, a 24×14 k-point mesh is adopted for
the Brillouin zone of the doubled moiré cell, and a 12×12 k-point mesh is used for the Brillouin zone of the tripled
moiré cell.

II The Hartree-Fock method and remote-band Coulomb potentials

The inter-site Coulomb interactions in the TBG system is expressed as,

HC =
1

2Ns

∑
αα′

∑
kk′q

∑
σσ′

V (q) ĉ†k+q,ασ ĉ
†
k′−q,α′σ′ ĉk′,α′σ′ ĉk,ασ (9)
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where k and q represent atomic wavevectors defined in the Brillouin zone of graphene. The layer and sublattice
indices are denoted by α, and σ refers to the spin index. The ĉk,ασ and ĉ†k,ασ refer to the electron annihilation and
creation operators. One can further expand the wavevectors around the Dirac points, which distinguish the Coulomb
interaction into an intravalley part and an intervalley part, where the dominant intra-valley Coulomb interaction is
expressed as,

H intra
C =

1

2Ns

∑
αα′

∑
µµ′,σσ′

∑
kk′q

V (q) ĉ†k+q,µσαĉ
†
k′−q,µ′σ′α′ ĉk′,µ′σ′α′ ĉk,µσα , (10)

where µ, µ′ = ± denote the valley indices. The double-gate screened Coulomb interaction

V (q) =
e2 tanh(|q|ds)
2ΩM εBNε0|q|

(11)

in which ΩM is the area of moiré supercell, ds is the screening length 400Å and εBN = 4 refers to the dielectric
constant of the hexagonal boron nitride substrates.

We further transform the original basis to the band basis

ĉk,µασ =
∑
n

CµαG,nk̃ ĉµσ,nk̃ , (12)

in which CµαG,nk̃ is the wavefunction coefficient of the nth Bloch eigenstate at k̃ of valley µ: |ψµ,nk̃〉 =∑
αG CµαG,nk̃|k̃+G, µα〉, with G denoting the reciprocal vector. Under this transformation, the intra-valley Coulomb

interaction can be written as

H intra =
1

2Ns

∑
k̃k̃′q̃

∑
µµ′

σσ′

∑
nm
n′m′

∑
Q

V (Q + q̃) Ωµσ,µ
′σ′

nm,n′m′(k̃, k̃
′, q̃,Q)

 ĉ†
µσ,nk̃+q̃

ĉ†
µ′σ′,n′k̃′−q̃

ĉµ′σ′,m′k̃′ ĉµσ,mk̃ (13)

in which the form factor Ωµσ,µ
′σ′

nm,n′m′ is written as

Ωµσ,µ
′σ′

nm,n′m′(k̃, k̃
′, q̃,Q) =

∑
αα′GG′

C∗
µσαG+Q,nk̃+q̃

C∗
µ′σ′α′G′−Q,n′k̃′−q̃Cµ′σ′α′G′,m′k̃′CµσαG,mk̃ (14)

Here the wavevector q is decomposed as q = Q + q̃, k = G + k̃ where G or Q is a moiré reciprocal vector and k̃
or q̃ remarks the wavevector in the moiré Brillouin zone. When we perform extended Hartree-Fock calculations for
the moiré superlattices with doubled or tripled primitive cells, G in the above equation refers to the moiré reciprocal
vectors of the enlarged supercell, k̃ or q̃ refers to a wavevector in the folded moiré Brillouin zone, as shown in Fig. 1(b)
of main text.

Since intravalley Coulomb interactions are the leading ones in TBG, from now on we only consider the intravalley
Coulomb interaction under band basis. We make Hartree-Fock approximation to Eq. (13) to decompose the two-
particle interactions into a superposition of the Hartree and Fock mean-field single-particle Hamiltonians, where the
Hartree term is expressed as

H intra
H =

1

2Ns

∑
k̃k̃′

∑
µµ′

σσ′

∑
nm
n′m′

∑
Q

V (Q)Ωµσ,µ
′σ′

nm,n′m′(k̃, k̃
′, 0,Q)


×
(
〈ĉ†
µσ,nk̃

ĉµσ,mk̃〉ĉ
†
µ′σ′,n′k̃′ ĉµ′σ′,m′k̃′ + 〈ĉ†

µ′σ′,n′k̃′ ĉµ′σ′,m′k̃′〉ĉ†
µσ,nk̃

ĉµσ,mk̃

) (15)

and the Fock term is

H intra
F =− 1

2Ns

∑
k̃k̃′

∑
µµ′

σσ′

∑
nm
n′m′

∑
Q

V (k̃′ − k̃ + Q)Ωµσ,µ
′σ′

nm,n′m′(k̃, k̃
′, k̃′ − k̃,Q)


×
(
〈ĉ†
µσ,nk̃′ ĉµ′σ′,m′k̃′〉ĉ†

µ′σ′,n′k̃
ĉµσ,mk̃ + 〈ĉ†

µ′σ′,n′k̃
ĉµσ,mk̃〉ĉ

†
µσ,nk̃′ ĉµ′σ′,m′k̃′

)
.

(16)
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We further project the interaction Hamiltonian (with Hartree-Fock approximations) onto the flat-band subspace.
However, the treatment of the remote bands is very tricky when making such a projection. Since the remote bands
below the charge neutrality point (CNP) are all occupied, which can interact with the electrons occupying the flat
bands, and such interactions are pointed out to be important in determining the ground states and low-energy
excitations in magic-angle TBG [42, 43, 56]. In particular, in Ref. 42, it is proposed that one can conveniently write
the interaction as

H ′C =
Ns
2

∑
q

V (q)δρ̂(q)δρ̂(−q), (17)

where δρ̂(q) = δρ̂(q̃ + Q) is defined as

δρ(q) =
1

Ns

∑
k̃

∑
µσαG

(
c†
µσαG+Q+k̃+q̃

cµσα,G+k̃ − (1/2)δq̃,0δQ̃,0

)
. (18)

Again, the µ, σ, and α indices refer to the valley, spin, and layer/sublattice indices respectively. G or Q denotes to
a moiré reciprocal vector and k̃ or q̃ denotes a wavevector within the moiré Brillouin zone. In the case of doubled or
tripled moiré supercell,G and Q would correspond to the reciprocal vectors of the enlarged moiré supercells, and k̃
and q̃ are wavevectors within the folded moiré Brillouin zone as shown in Fig. 1(b) of main text.

Note that if the full Hilbert space is included, then Eq. (17) is equivalent to the normal-ordered interaction (Eq. (10))
up to a constant chemical potential term. However, if the interaction is projected onto the flat bands, the Hamiltonian
in Eq. (17) becomes different from the normal-ordered one. It turns out that if one makes Hartree-Fock approximations,
then the remote-band Hartree-Fock potential acted on the flat bands is exactly the difference between Eq. (17) and
the normal-ordered one by virtue of the C2zT symmetry and a particle-hole symmetry of the continuum model [42].
To be specific, the remote-band Hartree-Fock potential can be expressed in band basis as:

∆HI =− 1

2Ns

∑
kµs

∑
nm

∑
Q

V (Q)
∑
k̃′µ′

n′s′

Ωµ,µ
′

nm,n′n′(k̃, k̃
′, 0,Q)

 ĉ†
µs,nk̃

ĉµs,mk̃

+
1

2Ns

∑
kµs

∑
nm

∑
Qq̃

V (Q + q̃)
∑
n′

Ωµ,µnn′,n′m(k̃− q̃, k̃, q̃,Q)

 ĉ†
µs,nk̃

ĉµs,mk̃ ,

(19)

where the summations of the band indices n,m, n′, andm′ are restricted to the flat-band subspace. In our calculations,
the Coulomb interactions are projected onto the two flat bands per spin per valley, and the remote-band Hartree-Fock
potentials given in Eq. (19) have been included in our calculations.

III The screening effects and constraint random phase approximation

In the previous definition of Coulomb interactions (Eq. (10)), a double-gate screened interaction has been considered
as shown in Eq. (11), in which only the screening effects from the top and bottom metallic gates have been included.
The gate-screened Coulomb interactions are further projected onto the flat bands of the TBG system. In reality,
the Coulomb interaction between two electrons occupying the flat bands can also be screened due to the virtual
excitations of particle-hole pairs from the remote bands. We characterize such screening effects using the constrained
random phase approximation (cRPA). In particular, in the flat-band subspace, the Coulomb interaction including
such screening effects is expressed as

HcRPA
int =

1

2Ns

∑
k̃k̃′q̃

∑
µ,µ′

σ,σ′

∑
nn′

mm′

V cRPA(q̃)k̃µnm,k̃′µ′n′m′ ĉ
†
µσ,nk̃+q̃

ĉ†
µ′σ′,n′k̃′ ĉµ′σ′,m′k̃′+q̃ĉµσ,mk̃ (20)

in which the cRPA screened interaction in the flat-band basis V cRPA(q̃)k̃µnm,k̃′µ′n′m′ is expressed as

V cRPA(q̃)k̃µnm,k̃′µ′n′m′ =
∑
Q,Q′

λk̃µnm,Q(q̃)V (q̃)Q,Q′λ†
Q′,k̃′µ′m′n′ , (21)
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where λk̃µnm,Q is defined as

λk̃µnm,Q(q̃) =
∑
αG

C∗µαG+Q,n(k̃ + q̃)CµαG,m(k̃) (22)

The cRPA screened Coulomb interaction in the band basis V cRPA(q̃)Q,Q′ is expressed as

V cRPA
k̃µnm,k̃′µ′m′n′(q̃) = Vk̃µnm,k̃′µ′m′n′(q̃)− 2

Ns

′∑
n1m1

∑
k̃1µ1

Vk̃µnm,k̃1µ1m1n1
(q̃)χ0

k̃1µ1m1n1
(q̃)Vk̃1µ1m1n1,k̃′µ′n′m′(q̃)

+

(
−2

Ns

)2 ′∑
n1m1
n2m2

∑
µ1µ2

∑
k̃1k̃2

Vk̃µnm,k̃1µ1m1n1
(q̃)χ0

k̃1µ1m1n1
(q̃)Vk̃1µ1m1n1,k̃2µ2m2n2

(q̃)χ0
k̃2µ2m2n2

(q̃)Vk̃2µ2m2n2,k̃′µ′n′m′(q̃) + . . . ,

(23)

where Vk̃µnm,k̃′µ′m′n′(q̃) is the double-gate screened Coulomb interaction projected onto the flat bands, i.e.,

Vk̃µnm,k̃′µ′m′n′(q̃) =
∑

Q V (Q + q̃) Ωµ,µ
′

nm,n′m′(k̃, k̃′, q̃,Q), as shown in Eq. (13). The band indices m,m′, n, n′ re-
fer to the flat-band indices. However, the summation over band indices

∑′
n1m1

with a superscript ′ means that the
band summation is restricted: n1 and m1 cannot be both the flat band indices. In other words, we consider the
screening effects to the flat-band electrons from the virtual excitations of particle-hole pairs through the following
three processes: the particle-hole pairs are excited (i) from the remote bands below CNP to those above CNP, (ii) from
remote bands below CNP to the flat bands, and (iii) from the flat bands to remote bands above CNP. We exclude the
particle-hole excitations within the flat-band subspace. This is called the constrained random phase approximation
[57, 68].

The static bare susceptibility in the band basis is expressed as

χ0
k̃µmn

(q̃) =
f(Eµ,mk̃+q̃)− f(Eµ,nk̃)

Eµ,nk̃ − Eµ,mk̃+q̃

(24)

One can also define the bare susceptibility in the basis of the transferred reciprocal vectors

χ0(q̃)Q1,Q2 =
2

Ns

∑
k̃1

′∑
µ1m1n1

λ†(q̃)Q1,k̃1µ1m1n1
χ0
k̃1µ1m1n1

(q̃)λ(q̃)
k̃1µ1m1n1,Q2

. (25)

It should be noted that the summation over k̃ can be difficult to converge when there is any van Hove singularity in
the energy bands, therefore we have adopted the analytic linear interpolation method [69] to perform the summation
of k̃ points. Then the cRPA screened Coulomb interaction can be re-written as:

V cRPA
k̃µnm,k̃′µ′m′n′(q̃) =

∑
Q,Q′

λk̃µnm,Q(q̃)

[
V̂ (q̃) ·

(
1 + χ0(q̃) · V̂ (q̃)

)−1
]
Q,Q′

λ†
Q′,k̃′µ′m′n′(q̃) . (26)

In the above equation, the double-gate screened Coulomb interaction V (q) = V (q̃+Q) (Eq. (11)) is written in matrix
form: V̂ (q̃)Q,Q′ = V (q̃ + Q)δQ,Q′ , and we define the dielectric matrix

ε̂Q,Q′(q̃) =
(

1 + χ0(q̃) · V̂ (q̃)
)
Q,Q′

(27)

The dielectric function ε(q̃+Q) is defined as the dominant diagonal element of Eq. (27), and ε(q̃+Q)×εBN (εBN = 4)
is plotted in Fig. 1(e) of main text. Then, the cRPA screened Coulomb interaction is expressed as

V̄ cRPA(q̃) = V̂ (q̃) · (ε̂(q̃))
−1 (28)

We further project the cRPA screened Coulomb interactions onto the flat bands, as expressed in Eq. (26). After
making Hartree-Fock approximations, the interaction Hamiltonian is decomposed into Hartree and Fock terms as
shown in Eqs. (15)-(16). We take V cRPA

k̃µnm,k̃′µ′m′n′(q̃ = 0) in the Hartree term, and we let V (k′ − k + Q) → V (k′ −
k + Q)/ε(k′ − k + Q) in the Fock term, where V (q) is the double-gate screened Coulomb interaction (without the
remote-band screening effects) given in Eq. (11).
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(a)

(b) (c) (d)

(e) (f) (g)

FIG. 4: The Hartree-Fock energy bands of twisted bilayer graphene with θ = 1.05◦, at the fillings (a) ν=0, (b) ν=1, and (c)
ν=2, (d) ν=3, (e) ν=-1, (f) ν=-2, and (g) ν = -3, where the screening effects from the remote bands and the remote-band
Hartree-Fock potentials acted on the flat bands are involved. At the filling ν=±2 and ν=±3, the ground states are spin-valley
polarized, thus the energy bands from two valley are marked with blue solid lines and red dash lines. For ν=0,±1, the ground
states are intervalley coherent, and the energy bands are marked by green lines.

(a)

(b) (c) (d)

(e) (f) (g)

FIG. 5: The Hartree-Fock energy bands of twisted bilayer graphene with θ = 1.05◦, at the fillings (a) ν=0, (b) ν=1, and (c)
ν=2, (d) ν=3, (e) ν=-1, (f) ν=-2, and (g) ν = -3, where only the remote-band Hartree-Fock potentials acted on the flat
bands are involved and cRPA screening is ignored here.

IV More Hartree-Fock results at integer fillings with preserved moiré translational
symmetry

As discussed in main text, at ν = 0, our calculations reveal that the ground state is a Kramers intervalley coherent
(K-IVC) state characterized by order parameters (τxσy, τyσy) [34], with mixture of small valley polarization component
〈τz〉 ≈ 0.1. In the chiral limit (u0 = 0) with finite kinetic energy, a pure K-IVC state can be obtained at the CNP,
which is to be discussed below. The correlated state at the ν=±1 is a Kramers intervalley coherent (K-IVC) state
mixed with some valley polarization 〈τz〉 = −0.85(1.14) for ν = 1(−1). Such a state at ν = ±1 can be intuitively
interpreted as follows: two occupied Chern bands from the two valleys with opposite Chern numbers ±1 are coupled
and trivialized by the K-IVC order, leaving one Chern band being occupied, thus the total Chern number is ±1. The
states at the ν=±2 and ν=±3 become fully spin-valley-polarized, with Chern number 0 and ±1 respectively.

The single-particle excitation spectra calculated by Hartree-Fock+cRPA method with the filling factors fixed at
ν = −3,−2,−1, 0, 1, 2, 3 (preserving moiré translational symmetry) are shown in Fig. 4. For comparison, we also
present the single-particle excitations from Hartree-Fock calculations without the cRPA screening effects at all the
integer fillings in Fig. 5. We note that, including the cRPA screening effects, the ground states are gapped at all
integer fillings, and the calculated energy gaps are shown in Table. III. On the other hand, without the cRPA screening
effects, the Hartree-Fock ground states are gapped at fillings ν=0,±1,±2, but becomes gapless with slight negative
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TABLE III: Energy gaps for magic-angle TBG calculated by Hartree-Fock+cRPA method.
filling ν=3 ν=2 ν=1 ν=0 ν=−1 ν=−2 ν=−3

gap (meV) 7.1 15.3 7.5 25.0 6.1 14.1 4.4

indirect gaps for ν =±3 as shown in Fig. 5. Moreover, we also find that the ground state at ν = 0 is a pure K-IVC
state, thus we conclude that including the remote-band screening effects would introduce small valley polarization
components into the K-IVC state at CNP.

Moreover, we find that the single-particle spectrum calculated by the Hartree-Fock+cRPA method roughly preserves
particle-hole symmetry for ν=0 (Fig. 4(a)), but for ν=2 (Fig. 4(c)) and ν=3 (Fig. 4(d)), the conduction bands are
much more dispersive than the valence bands. The energy spectra at ν = −1,−2,−3, as shown in Fig. 4(e)-(g), are
exactly the opposite, with the valence bands being more dispersive than the conduction bands. In a recent theoretical
study [56], Kang et al. argued that such asymmetric single-particle dispersions in TBG are the origin of the cascade
transitions observed in experiments [70, 71].

We introduce a parameter 0 ≤ λ ≤ 1 to characterize the bandwidth of flat bands in the continuum model. When
λ = 0, the kinetic energy is zero, which is called the flat-band limit. In the following, we will discuss about the ground
states under different u0 and λ parameters at the CNP and ν=2 filling.

At the CNP, in the chiral limit (u0 = 0) and flat-band limit (λ= 0), the ground state is highly degenerate due to
the U(4) × U(4) symmetry of the interaction Hamiltonian [34, 42], which can also be obtained from our Hartree-
Fock+cRPA calculations. If we stay in the flat-band limit (λ = 0) and increase u0 to break chiral symmetry, the
ground state consists of a set of degenerate states of pure valley polarized (VP) state and K-IVC state, by virtue of
the U(4) symmetry (including spin degrees of freedom) in the case of non-chiral flat limit [42]. Then in the non-chiral
case, further increasing λ (bandwidth) will raise up the energy of the VP state, and make the K-IVC (with slight
mixtures of valley polarization) being the unique ground state as shown in Fig. 6. In summary, finite bandwidth of
flat bands will lift up the energy of a pure VP state, and the breaking of chiral symmetry would induce a mild mixture
of the VP order into the K-IVC state.

FIG. 6: The normalized valley polarization component 〈τz〉/〈τz〉VP in the K-IVC state at the CNP in which 〈τz〉VP is the
valley polarization of pure valley-polarized state at the same parameter point. λ represents the bandwidth of flat bands, and
λ=1 corresponds to the realistic bandwidth. In the chiral limit, the calculated K-IVC states are all pure K-IVC phases without
valley polarization.

As for the ground state at the ν=2, we show the energy difference between spin-valley polarized (SVP) phase and
intervalley coherent (IVC) phase ∆E = ESV P −EIV C with both constant screening ε=10 and with the cRPA method
in Fig. 7(a) and (b). Here the IVC phase can involve both the K-IVC and time-reversal invariant IVC (T-IVC) phase,
which are characterized by (τxσy, τyσy) and (τxσx, τyσx) respectively. With a fixed dielectric constant ε = 10, the HF
ground states at ν=2 with realistic parameters (u0 =0.0797 eV and λ=1) invovle three nearly degenerate states: the
IVC state mixed with slight valley and sublattice polarizations (τiσj , τz, σz,i = x, y), a valley-sublattice polarized state
(with order parameters τz, σz, τzσz), and a spin-sublattice polarized state (with order parameters sz, τzσz, τzszσz).
The energy difference between these states are no more than 10µeV.

V More results about the Hartree-Fock calculations for the density wave states
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(a) (b)

FIG. 7: The energy different between SVP phase and IVC phase ∆E = ESV P − EIV C (in units of eV): (a) with constant
screening ε=10, and (b) with cRPA method.

V A Filling ν = 7/2

The ground state at filling ν=7/2 with doubled moiré supercell consists of two nearly degenerate states: the K-IVC
and the SVP state. Both of these two density-wave states with doubled moiré supercell break the C3z rotational
symmetry. The Hartree-Fock band structures of these two states at ν = 7/2 are shown in Fig. 8(a) (for SVP state)
and (b) (for K-IVC state). The SVP state at 7/2 filling has a Chern number of 1, while the K-IVC state has a Chern
number of 0. Thus, the K-IVC state at 7/2 filling is consistent with the experimentally observed insulator state
reported in Ref. 72.

V B Filling ν = 7/2

To analyze the symmetry of correlated state at ν = 3 with doubled moiré supercell, in Fig. 8 we also show the
distribution of the expectation value of the valley polarization (denoted by 〈τz(k̃)〉) within the moiré Brillouin zone of
the doubled moiré supercell at filling ν=3 . Clearly the distribution of the valley polarization in the moiré Brillouin
zone breaks C3z symmetry, indicating that the density-wave state at ν = 3 with doubled moiré supercell is a nematic
state.

In the previous calculations, we assume that the ground states at filling 1 and 3 are the SVP density-wave states
with doubled moiré supercell and with zero Chern numbers. This assumption is justified by the emergence of a
diverging instability mode at Ms point at filling 3 as shown in Fig. 13(b). Here we also compare the energies between
the density-wave states with doubled moiré supercell with Chern numbers zero and the states preserving primitive
moiré translational symmetry with non-zero Chern numbers. At ν=1 filling, the calculated energy of the zero-Chern-
number density-wave state is lower than that of the C=1 state (preserving primitive moiré translational symmetry)
by 0.049 eV per electron. At filling ν=3, the calculated energy of the zero-Chern-number density-wave state is lower
than that of the C= 1 SVP state (preserving primitive moiré translational symmetry) by 0.039 eV per electron. We
see that the energies at both ν= 1 and ν= 3 are significantly lowered by breaking the primitive moiré translational
symmetry and forming density-wave states with doubled moiré supercell.

V C Fillings ν = 8/3 and ν = 11/3

We continue to discuss the density-wave state at the filling ν = 8/3 with Chern number C = 1 and that at
filling ν=11/3 with zero Chern number. First, we note that the ground states at ν=8/3 calculated by the Hartree-
Fock+cRPA method are mostly spin-valley-polarized state, with slight mixtures of IVC components; while the ground
state at ν = 11/3 is a pure spin-valley polarized state. The ground state at ν = 8/3 is adiabatically connected to a
pure spin-valley polarized states without any intervalley coherence. Therefore, in order to better understand the
nature of the ground states at ν=8/3, we temporarily turn off any possible IVC component, and perform restricted
Hartree-Fock+cRPA calculations within the subspace of the spin-valley polarized subspace at ν=8/3. Then each of
the energy bands can be resolved with definite valley and spin species. In Fig. 9(a) we show the energy bands from
by Hartree-Fock+cRPA calculations restricted to the SVP space at 8/3 filling with

√
3×
√

3 tripled moiré supercell,
where the four panels represent the energy bands from the K valley and spin-up species, K valley and spin-down
species, K ′ valley and spin-up species, and K ′ valley and spin-down species, respectively. We see that only the K ′
valley, spin-up bands are partially occupied, with two out of the six bands being occupied; the energy bands of the
other three valley-spin species are all fully occupied. Similarly, in Fig. 9(b) we show the Hartree-Fock energy bands
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(a) (b) (c)

FIG. 8: The Hartree-Fock energy bands of 1.05◦–twisted bilayer graphene at the fillings ν=7/2 (a) (SVP phase), ν=7/2
(b) (K-IVC phase). The green lines represent the K-IVC state. In the spin-valley-polarized phase, the energy bands from two
valley are remarked with blue solid lines and red dash lines. In (c) we also show the distribution of valley polarization in the
reciprocal space 〈τz(k̃)〉 at filling ν=3, where the rectangle marks the moiré Brillouin zone of the doubled moiré supercell.

at filling 11/3 with
√

3×
√

3 moiré supercell, which has a spin-valley-polarized ground state; and we see that only one
band from K valley and spin-up species is unoccupied, but all the other bands are occupied.

It is worthwhile to note that we have also performed unrestricted Hartree-Fock calculations without the cRPA
screening effects at ν = 8/3 (with the dielectric constant ε = 7), and it turns out the ground state is a fully spin-
valley-polarized state, with the occupied electron numbers in each valley and spin species being exactly the same with
those presented in Fig. 9(a). Thus, we conclude that the slight mixtures of the IVC order at ν = 8/3 comes from the
screening effects from the remote energy bands.

Now we discuss why the spin-valley polarized states at filling ν= 8/3 and ν= 11/3 have different Chern numbers.
With a realistic choice of the parameters for the continuum model, the ratio u0/u

′
0 ≈ 0.8 (see Eq. (6) and discussions

therein), which is quite far away from the chiral limit u0/u
′
0 = 0. Breaking chiral symmetry would make the Berry

curvature of the flat bands being concentrated near Γs point [18, 73–75]. As a result, one flat band in the primitive
moiré Brillouin zone would be folded into the Brillouin zone of the

√
3×
√

3 supercell, leading to three flat bands. As
the Berry curvature is mostly concentrated near Γs in the primitive moiré BZ, one of the three flat bands has Chern
number ±1, while the other two flat bands have zero Chern numbers. At filling ν = 8/3, the two occupied bands
from K ′ valley and spin up species carry Chern numbers 1 and 0, thus the total Chern number of all occupied bands
is 1 at 8/3 filling. At filling ν = 11/3, the only unoccupied band from the K valley and spin-up species has zero
Chern number, thus Chern number of the occupied bands is also zero. This explains the origin of the different Chern
numbers for ν = 8/3 and ν = 11/3, and the calculated Chern numbers are also consistent with recent experimental
observations [72].

We are still faced with the problem why the system prefers valley-spin polarized ground states at fillings ν = 8/3
and ν = 11/3. As discussed in Refs. 34, 42, 43, by virtue of the particle-hole symmetry of the continuum model,
the system has an enlarged U(4) symmetry in the flat-band limit (with exactly zero bandwidth), whose generators
can be expressed as {τxσysa, τyσysa, τzsa, sa} (a = 0, x, y, z) [34], where τ , σ, and s are Pauli matrices in the valley,
sublattice, and spin space, and s0 is the 2×2 identity matrix in the spin space. As a result, in the flat-band limit with
broken chiral symmetry (also called "non-chiral, flat limit"), the ground state at the charge neutrality point (filling 2)
consists of the degenerate valley polarized (spin-valley polarized) state and the K-IVC state, which are transformed
to each other by the U(4) operation. The inclusion of the kinetic energy would further lower the energy of the K-IVC
state through the second-order perturbation process [34, 43]. This is why the K-IVC state is argued to be the ground
state at even integer fillings (preserving moiré translational symmetry). On the other hand, at filling 3 with preserved
moiré translational symmetry, the ground state is argued to be a fully valley-spin polarized state [43]. For the case of√

3×
√

3 tripled moiré supercell, if the U(4) symmetry of the Hamiltonian is still present in the non-chiral, flat limit,
then the above argument should also applies to the even and odd integer fillings of the tripled moiré supercell: filling
ν = 8/3 corresponds to an even integer filling factor of 8 for the tripled cell, which should have a K-IVC ground state
if the U(4) symmetry were still present; while filling ν = 11/3 corresponds to an odd integer filling factor of 11 for
the tripled moiré cell, with one hole per tripled cell, which should have a spin-valley polarized ground state.

However, the above argument applies only if the U(4) symmetry is still preserved for the
√

3 ×
√

3 tripled moiré
cell, and the U(4) symmetry arises due to the particle-hole symmetry of the continuum model [29, 34, 42, 76]. If the
primitive moiré translational symmetry is broken, the charges would redistribute within the enlarged

√
3×
√

3 moiré
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K valley spin up K valley spin down K’ valley spin up K’ valley spin down(a)

(b)

FIG. 9: The Hartree-Fock energy bands in each valley and spin excluding IVC component at the ν=8/3 (a) and ν=11/3 (b)
fillings. The Chern number of density wave state at the ν = 8/3 filling is C = 1, and the Chern number of DW state at the
ν=11/3 filling is C=0.

FIG. 10: The energy bands with only Hartree potential and remote-band potential at the ν = 8/3 filling. Here we use the
dielectric constant ε=7 and screening length ds =400Å in the double-gate screened Coulomb interaction.

supercell to minimize the Hartree energy, which would break the particle-hole symmetry. In Fig. 10, we present the
band structures (plotted in the Brillouin zone of the

√
3×
√

3 moiré supercell) including both remote-band Coulomb
potentials and the Hartree potentials contributed by the flat-band electrons at filling factor ν=8/3. We see that as a
result of the Hartree potential, the energy bands strongly break particle-hole symmetry, such that the U(4) symmetry
is no longer present for the interacting Hamiltonian in the flat-band limit. Therefore, the statement that the ground
state at even integer fillings is the K-IVC state no longer applies. In what follows we will show that the ground-state
at 8/3 filling is a spin-valley polarized state due to the properties of the interaction form factors.

First, we define the form factor

λµσm,µσn(k̃, q̃,Q) =
∑
αG

C∗
µαG+Q,nk̃+q̃

CµαG,mk̃ (29)

where CµαG,mk̃ is the non-interacting wavefunction, and µ, σ, and α refer to the valley, spin, and layer/sublattice
degrees of freedom.

First we discuss the constraint on the form factor from the particle-hole symmetry P = iτxlyσx (in some literatures
this is known as the PT symmetry) [25, 29, 34, 42, 73, 76], where τ , l and σ denote Pauli matrices in the valley, layer
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(a) (b) (c)

(d) (e) (f)

FIG. 11: The k̃-dependent distribution of trb[λ0(k̃, q̃,Q = 0)λ†0(k̃, q̃,Q = 0)] (a,d), trb[λ0(k̃, q̃,Q = 0)λ†z(k̃, q̃,Q = 0)] (b,e)
and trb[λz(k̃, q̃,Q = 0)λ†z(k̃, q̃,Q = 0)] (c,f) at the ν=8/3 filling where Hartree potential and remote-band Coulomb potential
are taken into consideration. In the (a-c), q̃ = G1/2. In the (d-f), q̃ = G1/3 + 2G2/3. We use the dielectric constant ε=7 and
screening length ds = 400Å in the Coulomb interaction. In the calculations, we take 12 × 12 k-point mesh in the triple moiré
supercell.

and sublattice space. The particle-hole symmetry is manifested as PHµ(k)P−1 = −H−µ(k), where H+/−µ(k) refers
to the continuum Hamiltonian of valley ±µ. Then we can obtain the following relationship between the eigenstates
from the +/− µ valley

P|ψµ,nk̃〉 = |ψ−µ,nk̃〉e
iθµ(k̃)

Eµ,nk̃ = −E−µ,nk̃ , (30)

where |ψµ,nk̃〉 =
∑
αG CµαG,nk̃|k̃ + G, µα〉 is the non-interacting Bloch eigenstate of the nth band from valley µ at

moiré wavevector k̃, Eµ,nk̃ is the corresponding eigenenergy, α refers to the layer and sublattice indices, and G refers
to the moiré reciprocal vector. Here θµ(k̃) is a gauge freedom and can be fixed to zero. Eq. (30) can be explicitly
written as

P|ψµ,nk̃〉 =
∑
αG

CµαG,nk̃ i
∑
α′mu′

(τx)µ′µ(lyσx)α′α|k̃ + G, µ′α′〉

=
∑
α′G

[∑
α

CµαG,nk̃ (ilyσx)α′α

]
|k̃ + G,−µα′〉

= |ψ−µ,nk̃〉 =
∑
α′G

C−µα′G,nk̃|k̃ + G,−µα′〉 . (31)

It follows that the non-interacting wavefunction can be fixed by the following particle-hole gauge∑
α′

Cµα′G,nk̃(ilyσx)αα′ = C−µαG,nk̃ (32)
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Then the form factors of the opposite valleys have to obey the following relationship,

λµσm,µσn(k̃, q̃,Q) =
∑
αG

C∗
µαG+Q,nk̃+q̃

CµαG,mk̃

=
∑
αG

∑
α1

(ilyσx)∗αα1
C∗−µα1G+Q,nk̃+q̃

∑
α2

(ilyσx)αα2C−µα2G,mk̃

=
∑

α1α2G

C∗−µα1G+Q,nk̃+q̃
C−µα2G,mk̃δα1α2

= λ−µσm,−µσn(k̃, q̃,Q) . (33)

Then we define the density operator ∆µσn,µ′σ′m′(k̃) as

∆µσn,µ′σ′m′(k̃) = 〈ĉ†
µσn,k̃

ĉµ′σ′m′,k̃〉 , (34)

which can be rewritten as

∆̂µσn,µ′σ′m′(k̃) =
∑

a=0,x,y,z
b=0,z

τasbQ̂
ab , (35)

where Q̂ is a 6 × 6 matrix defined with the flat-band basis in the triple moiré supercell (there are six flat bands
per spin per valley for tripled moiré supercell). The density operator satisfies tr[∆̂] = ν in which ν is filling factor.
Moreover, as we are considering insulator state, the density operator is also a projector onto the occupied subspace,
which satisfies ∆̂2 = ∆̂.

With the above considerations, the Fock energy can be expressed in terms of the form factors and the density
matrices as

EF = − 1

2Ns

∑
k̃q̃

∑
Q

V (q̃ + Q)
∑
µµ′σσ′

mnm′n′

∆µ′σ′n′,µσm(k̃)λµσm,µσn(k̃, q̃,Q)∆µσn,µ′σ′m′(k̃ + q̃)λ†µ′σ′m′,µ′σ′n′(k̃, q̃,Q)

= − 1

2Ns

∑
k̃q̃

∑
Q

V (q̃ + Q)tr
[
∆̂(k̃)λ̂(k̃, q̃,Q)∆̂(k̃ + q̃)λ̂†(k̃, q̃,Q)

]
(36)

It should be noted that the form factor λ̂(k̃, q̃,Q), which is a 24 × 24 matrix as defined in Eq. (29), can be written
in block diagonal form in the valley-spin space,

λ̂(k̃, q̃,Q) =


λ̂+,+(k̃, q̃,Q) 0 0 0

0 λ̂+,+(k̃, q̃,Q) 0 0

0 0 λ̂−,−(k̃, q̃,Q) 0

0 0 0 λ̂−,−(k̃, q̃,Q)

 . (37)

Here +/− refers to the K/K ′ valley, and the form factor is spin independent For clarity, the form factor can be
re-written as

λ̂(k̃, q̃,Q) = λ̂0(k̃, q̃,Q)I4×4 + λ̂z(k̃, q̃,Q)τz ⊗ s0 (38)

where

λ̂0(k̃, q̃,Q) = [λ̂+,+(k̃, q̃,Q) + λ̂−,−(k̃, q̃,Q)]/2, (39)

λ̂z(k̃, q̃,Q) = [λ̂+,+(k̃, q̃,Q)− λ̂−,−(k̃, q̃,Q)]/2, (40)

are both 6× 6 matrices in the flat-band basis, I4×4 is the 4× 4 identity matrix in the valley-spin space, τz is the third
Pauli matrix in valley space, and s0 is the identity matrix in spin space. Plugging Eq. (38) and Eq. (35) into Eq. (36),



18

the Fock energy can be further expressed as

EF =− 1

Ns

∑
k̃,q̃

∑
Q

V (q̃ + Q)
∑

a,b,a′,b′

(
trvs[τa sb I4×4 τa′ sb′ I4×4)trb[Q̂ab λ̂0 Q̂a′b′

λ̂†0]

+ trvs[τa sb τz τa′ sb′ I4×4] trb(Q̂ab λ̂z Q̂a′b′
λ̂†0]

+ trvs[τa sb I4×4 τa′ sb′ τz]trb[Q̂ab λ̂0 Q̂a′b′
λ̂†z]

+ trvs[τa sb τz τa′ sb′ τz]trb[Q̂ab λz Q̂a′b′
λ†z]
)
, (41)

where trvs[...] and trb[...] denote taking the partial trace of the matrix in the valley-spin subspace and the flat-
band subspace respectively. First, we note that for any k̃-independent order parameters, the first term can be
re-written as tr[∆̂(k̃) ∆̂(k̃ + q̃)] = tr[∆̂(k̃)] = ν, which is only dependent on the filling factor. Thus the first term
contributes to the same Fock energy for any type of k̃-independent order parameters. The second and third terms
would favour a strongly k̃-dependent IVC order parameter or k̃-independent valley polarized order parameter, which
make trvs[τ

asbIτa′
sb′
τz] > 0 or trvs[τ

asbτzτ
a′

sb′I] > 0. As for the last term, clearly it favours a spin and/or valley
polarized state due to Cauchy-Schwarz inequality [73, 77]

trvs[τa sb τz τa′ sb′ τz] ≤ trvs[τa sb]trvs[τz τa′ sb′τz] . (42)

The equality condition is satisfied if and only if

τa sb = τz τa′ sb′τz . (43)

This gives us three spin-valley polarized order parameters τz, sz, and τzsz which satisfy the above equation. However,
if there is P symmetry, the form factor λ̂ should satisfy Eq. (33), thus λ̂z = 0, and the last term in Eq. (41), thus the
system not necessarily favors a spin-valley polarized state. For the case of magic-angle TBG, further analysis reveals
that the K-IVC state is the ground state at filling 0 [34, 73].

However, as shown in Fig. 10, particle-hole symmetry is broken for the tripled moiré cell at 8/3 filling due to
the Hartree-potential, thus Eq. (33) no longer holds and λ̂z 6= 0. Now we carefully check the amplitudes of each
of the four terms in Eq. (41), trying to find out the dominant terms and to determine the ground state at 8/3
filling. In particular, we have calculated the k̃ dependence of the form factors trb[λ0(k̃, q̃,Q = 0)λ†0(k̃, q̃,Q = 0)],
trb[λ0(k̃, q̃,Q = 0)λ†z(k̃, q̃,Q = 0)], and trb[λz(k̃, q̃,Q = 0)λ†z(k̃, q̃,Q = 0)] for the tripled cell at 8/3 filling (including
Hartree potentials) at q̃ = G1/2 and q̃ = G1/3 + 2G2/3. As shown in Fig. 11, the amplitude of trb[λ0(k̃, q̃,Q =

0)λ†z(k̃, q̃,Q = 0)] is much smaller than those of trb[λ0(k̃, q̃,Q)λ†0(k̃, q̃,Q)] and trb[λz(k̃, q̃,Q)λ†z(k̃, q̃,Q)]. Thus the
dominant term in the Fock energy is the first term and last term in Eq. (41), which favours spin-valley polarized
states. Similar argument can also be applied to the situation at filling 11/3. In summary, the broken particle-hole
symmetry at 8/3 and 11/3 fillings due to the Hartree potentials in the tripled moiré supercell is the essential reason
for the spin-valley polarized ground states at these fillings.

VI Generalized susceptibility calculations

In the previous Hartree-Fock calculations with broken moiré translational symmetry, we have made some specific
choices of the moiré supercells at different integer and fractional filling factors. Namely, at filling 1, 3, and 7/2, we
have chosen a doubled moiré supercell; at filling 8/3, we have considered a

√
3×
√

3 tripled moiré supercell; while at
filling 11/3, we have considered both

√
3 ×
√

3 and 3 × 1 moiré supercells. Such choices of density-wave states can
be justified by directly calculating the moiré wavevector dependence of the instability modes for the Fermi surfaces
at different filling factors. In this section, we try to find the leading Fermi-surface instability modes by calculating
the generalized susceptibility tensor at some moiré wavevector q̃ under random phase approximation (RPA). To be
specific, we define the bare susceptibility tensor in the original valley-spin-layer-sublattice basis of the continuum
model as:

χ0
µσαG,µ′σ′βG+Q ;µσα′G′,µ′σ′β′G′+Q(q̃, iνn)

=− 1

β

∑
iωn

∫
dk2

(2π)2
G0
µσαG,µσα′G′(iωn, k̃)G0

µ′σ′β′ G′+Q,µ′σ′β G+Q(iωn + iνn, k̃ + q̃) (44)
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(a) (b) (c) (d)

FIG. 12: The bare susceptibility at (a) ν=1,(b) ν=3, (c) ν=8/3 and (d) ν=11/3 fillings. Here we adopt the 48×48 k-points
mesh and remote band Hartree-Fock potential. We use the dielectric constant ε= 10 and screening length ds = 300Å in the
Coulomb interaction at ν= 1, 3 and 8/3 fillings. At ν= 11/3 filling, we use the dielectric constant ε= 7 to search the obvious
diverging modes.

(a) (b) (c) (d)

FIG. 13: The RPA susceptibility at (a) ν=1,(b) ν=3, (c) ν=8/3 and (d) ν=11/3 fillings. Here we adopt the 48×48 k-points
mesh. And the remote band potential is also included in the RPA calculations. We use the dielectric constant ε = 10 and
screening length ds = 300Å in the Coulomb interaction at ν = 1, 3 and 8/3 fillings. At ν = 11/3 filling, we use the dielectric
constant ε=7 to search the obvious diverging modes.

where µ, µ′ are the valley indices, σ, σ′ are the spin indices, α, β, α′, β′ are the layer and sublattice indices, G,G′,Q
are the moiré reciprocal lattice vectors, k̃, q̃ are the wavevectors within the moiré Brillouin zone. iωn, iνn are the
Fermionic and Bosonic Matsubara frequencies, and β = 1/kBT , with kB denoting the Boltzmann constant and T

denoting the temperature. G0
µσαG,µσα′G′(iωn, k̃) denotes the non-interacting single-particle Green’s function expressed

in the original basis of the continuum model:

G0
µσαG,µσα′G′(iωn, k̃) =

∑
n∈flat

C∗
µαG,nk̃

Cµα′G′,nk̃

iωn − Eµ,nk̃
(45)

where the CµαG,nk̃ denotes the non-interacting wavefunction at k̃, and n is the band index. Since the Coulomb
interaction effects are most prominent for the flat bands, in Eq. (45), and we are interested in the instability modes
driven by quantum fluctuations of the flat bands, the summation of the band index n in Eq. (45) is restricted to the
flat-band subspace. Eµ,nk̃ denotes the flat-band dispersion including the Coulomb potentials from the occupied remote
energy bands. It is worthwhile to note that, the Coulomb potentials from the remote energy bands make the flat
bands much more dispersive, with a bandwidth ∼ 50meV as shown in Fig. 1(d) of main text, which somehow justifies
the RPA treatment in calculating the generalized susceptibility tensor. Plugging Eq. (45) into Eq. (46), and carrying
out the summation over Matsubara frequency, one obtains

χ0
µσαG,µ′σ′β G+Q ; µσα′G′,µ′σ′β′ G′+Q(q̃, iνn)

=

∫
dk2

(2π)2

∑
n,m

C∗
µαG,nk̃

Cµα′G′,nk̃ C
∗
µ′β′ G′+Q,mk̃+q̃

Cµ′β G+Q,mk̃+q̃

f(Eµ,nk̃)− f(Eµ′,mk̃+q̃)

Eµ′,mk̃+q̃ − Eµ,nk̃ − iνn
(46)

Such a susceptibility tensor defined in the original basis characterizes the intrinsic Fermi-surface fluctuations in the
valley-spin-layer-sublattice space. In order to describe the possible spontaneous symmetry-breaking states, here we
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only consider the zero-frequency susceptibility with iνn=0, and keep the full moiré wavevector dependence:

χ0
µσαG,µ′σ′β G ; µσα′G′,µ′σ′β′ G′(q̃,Q) ≡ χ0

µσαG,µ′σ′β G+Q ; µσα′G′,µ′σ′β′ G′+Q(q̃, iνn=0) . (47)

Electron-electron Coulomb interactions may greatly enhance the susceptibility tensor and drive a second-order phase
transition via spontaneous symmetry breaking in the valley-spin-layer-sublattice space. In particular, we consider
the dominant intravalley Coulomb interactions as given by Eq. (10). The two-particle Coulomb scattering processes
involve those from both direct and exchange Coulomb interactions, which can be written in matrix form as:

U(q̃,Q)µασααG,µβσββG ; µ′
ασ

′
αα

′G′,µ′
βσ

′
ββ

′G′

=V (|q̃ + Q|) δµαµβδσασβδαβ − V (|k̃ + G− k̃′ −G′|) δµαµ′
α
δµβµ′

β
δσασ′

α
δσβσ′

β
δαα′δββ′δµ′

αµ
′
β
δσ′
ασ

′
β
δα′β′

≈V (|q̃ + Q|) δµαµβδσασβδαβ − V (|G−G′|) δµαµ′
α
δµβµ′

β
δσασ′

α
δσβσ′

β
δαα′δββ′δµ′

αµ
′
β
δσ′
ασ

′
β
δα′β′ (48)

Again, {µα, µβ , µα′ , µβ′}, {σα, σβ , σα′ , σβ′}, and {α, β, α′, β′} denote the valley, spin, and layer/sublattice indices
respectively, and V (q) is the double-gate screened Coulomb interaction as shown in Eq. (11). It is important to
note that, in the last line of Eq. (48), we have made an approximation that the amplitude of the exchange Coulomb
interaction is only dependent on the transfer of reciprocal vectorG−G′, neglecting the transfer of the moiré wavevector
k̃− k̃′ within the moiré Brillouin zone. This is an excellent approximation given the small size of the moiré Brillouin
zone around the magic angle. Then we calculate the interaction-renormalized generalized susceptibility tensor with
random phase approximation. By virtue of the approximation made in Eq. (48), the RPA susceptibility can be written
in a succinct matrix form:

χ̂RPA(q̃,Q) = χ̂0(q̃,Q) · (1 + U(q̃,Q) · χ̂0(q̃,Q))−1 (49)

where χ̂0(q̃,Q)) is the matrix of bare susceptibility, whose matrix element is given in Eq. (46), and χ̂RPA(q̃,Q) is
the RPA susceptibility tensor defined in the same basis as χ̂0(q̃,Q)) and U(q̃,Q). In the end, we sum over all the
transferred reciprocal vectors Q, and define the RPA susceptibility at a moiré wavevector q̃ (within moiré Brillouin
zone) as:

χ̂RPA(q̃) =
∑
Q

χ̂RPA(q̃,Q) (50)

which captures the Fermi-surface quantum fluctuations in the valley-spin-layer-sublattice space contributed by the flat
bands. One can diagonalize χ̂RPA(q̃) at each moiré wavevector q̃, and any instability modes with diverging eigenvalues
would indicate the tendency of forming a symmetry-breaking density-wave state with wavevector q̃. The eigenvectors
of the diverging modes would correspond to the order parameters of the possible density-wave states.

We present the eigenvalues of the bare susceptibilities and the interaction-renormalized RPA susceptibilities in the
Figs. 12 and Fig. 13. It can be noted that electron-electron Coulomb interactions play an important role in driving
the system to the density-wave phases at the ν = 1, 3, and 8/3 fillings. Especially, the leading instability mode
with diverging eigenvalue is located at the Ms point at filling 3, where the corresponding eigenmode is a spin-valley
polarized mode that is consistent with the Hartree-Fock calculations. This justifies the choice of a doubled moiré
supercell at this filling. Turning to the 8/3 filling, the leading instability mode is located at the Ks point, which
implies that the system favours a CDW state with

√
3×
√

3 tripled moiré supercell. The leading eigenmodes at 8/3
filling at Ks point involve both IVC modes and spin-valley polarized modes, and the latter turn out to be the ground
state according to the Hartree-Fock calculations. Furthermore, we have also calculated the density-wave state with
3 × 1 tripled moiré supercell at 8/3 filling, and found that the ground state energy of such a period-3 stripe state is
higher than that of the

√
3×
√

3 tripled moiré supercell by 5.2meV per electron at 8/3 filling.
Turning to filling 1, the leading instability mode is located somewhere between the Γs and Ms points with the

eigenvector involving both the spin-valley polarized mode and some of the “nematic" modes (τzσx,σy), which may
lead to the “incommensurate Kekulé spiral state" (IKS) with incommensurate wavevector [53]. Since the IKS state
has been extensively discussed previously, here we explore another simple choice of density-wave state at filling 1 that
could lead to an insulator state, which is simply to double the moiré supercell. We have compared the energies of the
C=0 (with doubled cell) and C=1 (with primitive cell) state at ν=1 filling, and surprisingly found that the calculated
energy of the zero-Chern-number density-wave state is lower than that of the C=1 state (preserving primitive moiré
translational symmetry) by 15.15meV per electron. This indicates that the density wave state with doubled moiré
supercell is possible candidate for the ground state at filling 1.
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At filling ν = 3, the calculated energy of the C = 0 density-wave state is lower than that of the C = 1 SVP state
(preserving primitive moiré translational symmetry) by 14.07meV per electron. We see that the energies at both ν=1
and ν=3 are significantly lowered by breaking the primitive moiré translational symmetry and forming density-wave
states with doubled moiré supercell.

As for filling 11/3, we do not find prominent instability modes along the high-symmetry path. In order to obtain an
insulator state at ν = 11/3, one has to triple the moiré supercell. We have considered two types of tripled supercells:
the
√

3×
√

3 supercell and the 3× 1 stripe supercell. Our Hartree-Fock calculations indicate the ground-state energy
of the

√
3×
√

3 supercell is lower than that of the 3× 1 supercell by 3.9meV per electron. Therefore, in our work a√
3×
√

3 supercell is adopted at filling 11/3, and the ground state is predicted to be a spin-valley polarized state with
zero Chern number.

VII Symmetry analysis about the nonlinear optical response

The nonlinear optical response can be characterized by the second order optical conductivity as

jc(ω1 + ω2) =
∑
a,b

σcab(ω1 + ω2)Ea(ω1)Eb(ω2). (51)

where jc(ω1 + ω2) denotes the photo current density with frequency ω1 + ω2, Ea(ω1) and Eb(ω2) denote the electric
fields with frequency ω1 and ω2, and a, b, c = x, y for 2D systems. σcab(ω1 + ω2) is the frequency dependent second-
order photo conductivity. In this work we consider two kinds of nonlinear optical responses: the second-harmonic
generation (SHG), with ω1 = ω2 = ω, and the shift-current generation with ω1 = −ω2 = ω. In the SHG process, the
frequency dependent second-order susceptibility is related to the photo conductivity via χcab(2ω) = iσcab(2ω)/(2ε0ω),
where ω is the frequency of the incident light.

The second-order photo-conductivity in the TBG system can be decomposed into two components: an intrinsic
component σcab,0 that results from the structural C2z symmetry breaking, say, due to hBN alignment; and another
component that is induced by the order parameter denoted by N , which can be expressed as

∑
d σ

c
ab,dNd where Nd

is the dth component of the order parameter. Including both the intrinsic contribution and the order-parameter
contribution, the second-order photo conductivitiy can be written as

σcab(ω) = σcab,0(ω) +
∑
d

σcab,d(ω)Nd. (52)

An order parameter N is transformed by a symmetry operation g as: Nd →
∑
d′ γ(g)dd′ Nd′ , where γ(g)dd′ is the

matrix element of the symmetry operator g represented by the order parameter. Now we perform this symmetry
transformation on both sides of Eq. (51),∑

c′

O(g)cc′j
c′ =

∑
ab

∑
a′b′

σcab,0O(g)aa′E
a′O(g)bb′E

b′ +
∑
ab

∑
a′b′

∑
d′

σcab,dO(g)aa′O(g)bb′γ(g)dd′E
a′Eb

′
Nd′ . (53)

Here O(g) is symmetry operator represented in Cartesian coordinates. From the above equation, we obtain the
constraint on the nonlinear photo conductivity σcab from symmetry g :∑

abc

OT (g)c0cσ
c
ab,0O(g)aa′O(g)bb′ = σc0a′b′,0,∑

abcd

OT (g)c0cσ
c
ab,dO(g)aa′O(g)bb′γ(g)dd′ = σc0a′b′,d′ .

(54)

In TBG, the intrinsic component σcab,0 vanishes due to C2z symmetry, and we only need to consider the nonlinear
photo conductivities of the various spontaneous symmetry-breaking states induced by order parameters.

VII A Intervalley coherent states

First we focus on the IVC states. The nonlinear optical response of a generic IVC ordered state can be generally
expressed as

σcab = σcab,xN IV C
x + σcab,yN IV C

y , (55)
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where a generic IVC order has been written as a two-component vector: N IV C = (τxσα, τyσα) (α = 0, x, y, z),
with τ and σ denoting Pauli matrices defined in the valley and sublattice space respectively. The C2z = τxσx and
C ′2z = τzC2z symmetry operations are important in determining the nonlinear optical response of the IVC states.
Therefore, based on the transformation properties under C2z and C ′2z operations, IVC states can be divided into two
groups: (τx, τy)σy,z, and (τx, τy)σ0,x. In the first group, the (τx, τy)σy order is known as the K-IVC order, which breaks
time-reversal symmetry (T ) but preserves a “Kramers" time-reversal symmetry T ′ = τzT [34]; and the (τx, τy)σ0,x

order is known as the time-reversal invariant IVC (T-IVC) order, which preserves time-reversal symmetry.
In the first group of IVC order (τx, τy)σy,z, the symmetry representations of C2z and C ′2z operations are

γ(C2z) =

(
−1 0
0 1

)
, γ(C ′2z) =

(
1 0
0 −1

)
(56)

Plugging Eq. (56) into Eq. (54), it follows that C2z symmetry only allows the σcab,x component, but C ′2z symmetry
only allows the σcab,y component. Thus all components of nonlinear optical responses are killed by combination of
C2z and C ′2z symmetry operations for this type of IVC state. For the second group of IVC order (τx, τy)σ0,x, the
symmetry representations of C2z and C ′2z operations become

γ(C2z) =

(
1 0
0 −1

)
, γ(C ′2z) =

(
−1 0
0 1

)
(57)

It follows that the C2z operation only allows the σcab,y component, but C ′2z operation only allows the σcab,x component
for this group of IVC state. Therefore, the nonlinear optical responses of all the IVC states (τx, τy)σy,z and (τx, τy)σ0,x

are vanishing due to the constraints from C2z and C ′2z symmetries.

VII B Valley polarized states

Let us continue to discuss the nonlinear optical response for the valley polarized order τz. The symmetry representa-
tions of the τz order are given by

γ(C3z) = 1, γ(C2y) = −1, γ(C2x) = 1, γ(C2z) = −1, γ(T ) = −1 for τz order parameter. (58)

The C3z symmetry enforces

σxxx,0 = −σyxy,0 = −σyyx,0 = −σxyy,0,
σxxx,z = −σyxy,z = −σyyx,z = −σxyy,z,
σyxx,0 = σxxy,0 = σxyx,0 = −σyyy,0,
σyxx,z = σxxy,z = σxyx,z = −σyyy,z.

(59)

The C2z symmetry enforces σcab,0 to be vanishing, and C2x enforces σyxx,z = 0. Therefore, there are only four symmetry
allowed components of nonlinear photo conductivities for the valley polarized state:

σxxx,z = −σyxy,z = −σyyx,z = −σxyy,z . (60)

Clearly, such nonlinear optical response is purely induced by the valley polarization.

VII C Sublattice polarized states

As for the σz sublattice polarized order parameter, the symmetry representations are

γ(C3z) = 1, γ(C2y) = −1, γ(C2x) = −1, γ(C2z) = −1, γ(T ) = 1 for σz order parameter. (61)

Compared to τz order parameter, the C2x symmetry allows the non-zero σyxx,z. Thus, the nonlinear optical response
with the σz order parameter becomes

σxxx,z = −σyxy,z = −σyyx,z = −σxyy,z
σyxx,z = σxxy,z = σxyx,z = −σyyy,z (62)
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VII D Nematic ordered states
Another type of order parameter which exhibit non-vanishing nonlinear optical response is a kind of nematic order
that is predicted as the candidate state of twisted bilayer-monolayer and twisted double-bilayer graphene systems
[78], which consists of two components N nem = (τzσx, σy). Then the nonlinear photo conductivity in such a state is
expressed as σcab = σcab,xN nem

x + σcab,yN nem
y . The symmetry representations for N nem are expressed as

γ(C3z) =

(
− 1

2

√
3

2

−
√

3
2 − 1

2

)
, γ(C2z) =

(
−1 0
0 −1

)
, γ(C ′2z) =

(
−1 0
0 −1

)
, γ(C2x) =

(
1 0
0 −1

)
. (63)

The C2z and C ′2z operations allow all components of nonlinear photo conductivities, but the C2x operation kills the
σxxx,y, σyxy,y, σyyx,y, σxyy,y, σyxx,x, σxxy,x, σxyx,x and σyyy,x components. The C3z operation further requires the remaining
non-vanishing components to satisfy the following conditions for the nematic order N nem = (τzσx, σy)

σxxx,x = σyxy,x + σyyx,x + σxyy,x

σyyy,y = σyxx,y + σxxy,y + σxyx,y

σxxx,x = −σyyy,y
σyxy,x = −σxyx,y
σyyx,x = −σxxy,y
σxyy,x = −σyxx,y , (64)

As for another kind of nematic order (σx, τzσy), the symmetry representation of C2z operation is

γ(C2z) =

(
1 0
0 1

)
, (65)

which kills all components of nonlinear optical response in this ordered state. Similarly, the C2z operation also forbids
all components of nonlinear optical response in the τzσz order. In summary, there are only three types of orders τz,
(τzσx, σy) and σz orders which can have non-vanishing nonlinear optical responses, which are explicitly shown in
Table IV.

VII E Strain effects
We continue to discuss the strain effects on the nonlinear optical responses. We note that at the charge neutrality
point, strain may drive a transition from the K-IVC correlated insulator state to a non-interacting semi-metallic state
[49]. Typically the TBG system would preserves C2z symmetry under in-plane strain, thus the nonlinear optical
response of the non-interacting semi-metallic phase would be vanishing. On the other hand, a pure K-IVC state also
has vanishing nonlinear optical response as discussed above. Therefore, if the correlated insulator at CNP is a pure
K-IVC state, and if strain does not break C2z symmetry of the moiré superlattice, the in-plane components of the
second-order susceptibility would remain vanishing through transition from the K-IVC state to the semi-metallic state
at charge neutrality point.

At other integer or fractional filling factors, the ground states may be intervalley coherent (IVC) state, valley
polarized state, or the incommensurate Kekulé spiral (IKS) state. As discussed above, the nonlinear optical response
of the IVC state vanishes, but the valley polarized state has non-vanishing nonlinear optical response. In what
follows we will show that the IKS state may also exhibit non-linear optical properties. To be specific, it has been
proposed by Kwan et al. [34] that, if there exists some strain in the TBG system, the ground state would be the
IKS state at non-zero fillings. The order parameter in the IKS phase can be defined as (1 +k̃ ·γ)(1 + mk̃ · η), where
γ = (σx, τzσy, τzσz) and η= (τxσx, τyσx, τz), both satisfy the SU(2) Lie algebra. It can be noted that an equivalent
definition of γ: γ = (τzσx, σy, τzσz) generate the same order parameters in the IKS state. The order parameters
(τzσx, σy) in the IKS state are dubbed as “nematic orders" in the previous subsection, which break C2z symmetry and
allow for nonlinear optical response as discussed in Sec. VII D. In Fig. 14 we show the calculated SHG susceptibility
in the symmetry-breaking state with the “nematic order" (τzσx, σy). Clearly we see remarkable SHG responses, and
calculated the susceptibility tensor elements are compatible with the symmetry analysis discussed in Sec. VII D. If
the ground state at some given filling is an IVC state (say at 7/2 filling from our calculations), and strain may drive
the system to transit from the IVC state to the IKS state, then such a strain-induced transition at fixed filling factor
can be experimentally characterized by nonlinear optical response.
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FIG. 14: The SHG susceptibility with constant nematic order in the TBG. We input a constant, k̃-independent order parameter
with amplitude of 1meV in τzσx or σy ordered state in the calculations.

TABLE IV: Three types of ordered states with non-vanishing nonlinear optical responses
order parameters symmetry-allowed nonlinear conductivities

τz σx
xx = −σy

xy = −σy
yx = −σx

yy

(τzσx, σy) σx
xx,x = σy

xy,x + σy
yx,x + σx

yy,x, σy
yy,y = σy

xx,y + σx
xy,y + σx

yx,y,
σx
xx,x = −σy

yy,y, σy
xy,x = −σx

yx,y, σy
yx,x = −σx

xy,y, σx
yy,x = −σy

xx,y

σz σx
xx = −σy

xy = −σy
yx = −σx

yy,
σy
xx = σx

xy = σx
yx = −σy

yy

VII F Experimental outputs

Now, we discuss about what kind of information can we obtain from the outputs of second harmonic generation
measurements. According to previous studies, the candidate ground states at different filling factors of magic-angle
TBG include: the valley polarized state, the K-IVC state, the non-interacting semi-metallic state, and the IKS state.
These states would have distinct nonlinear optical responses, and each type of the correlated states can be uniquely and
unambiguously determined using SHG measurements combined with linear transport measurements. To be specific,

• If the ground state is a valley polarized state, then there are only four non-zero components in the SHG
susceptibility tensor: χxxx = −χyxy = −χyyx = −χxyy.

• If the ground state is a K-IVC insulator state or a non-interacting semi-metallic state (e.g., at the CNP), then
the SHG response vanishes. Linear transport measurements can further help to distinguish between the K-IVC
insulator state and the semi-metallic state.

• If the ground state is an IKS state which involves the order parameter (τzσx, σy), then there would be eight
non-zero components in the SHG susceptibility tensor, as given in Table. II.

VIII Microscopic expressions for the nonlinear photo conductivities

The nonlinear photo conductivity can be derived based on time-dependent second-order perturbation theory. Specif-
ically, we start from the Liouville-von Neumann equation in the interaction picture

dρ̂I(t)

dt
=
−i
~

[Ĥext
I (t), ρ̂I(t)] (66)

where ÔI = eiĤ0t/~ Ô e−iĤ0t/~. The external vector potential A(r, t) couples to the current density ĵ(r, t) as

Ĥext
I (t) = −

∫
dr ĵI(r, t) ·A(r, t) , (67)
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and the electric field E(r, t) = −∂A(r, t)/∂t. We expand the density matrix ρ̂I(t) to the second order in Ĥext
I (t), i.e.,

ρ̂I(t) = ρ̂0 + δρ̂
(1)
I (t) + δρ̂

(2)
I (t) + ..., and finds that

δρ̂
(2)
I (t) = (

−i
~

)2

∫ t

−∞
dt′ [Ĥext

I (t′),

∫ t′

−∞
dt′′ [Ĥext

I (t′′), ρ̂0] ] . (68)

Then we can calculate the expectation value of the current density up to the second order response of the external
fields, which gives us the second-order photo conductivity. In particular, for the shift-current generation in response
to linearly polarized light, the nonlinear conductivity with incident light frequency ω is expressed as [79–81]

σcab(ω, 0) =
e3

ω2 d

∫
d2k

(2π)2

∑
nml

∑
Ω=±ω

Re [
(flk − fnk) vanlv

b
lmv

c
mn

(Enk − Elk + ~Ω− iδ)(Enk − Emk − iδ)
]. (69)

where d ≈ 3.35Å is the thickness of TBG, n,m, l are the band indices, vanl = 〈unk|∂kaHk|ulk〉/~ is matrix element of
the velocity operator, fnk is the Fermi-Dirac distribution function with respect to the band energy Enk, and δ = ~/τ
is a small smearing factor arising from the finite quasi-particle lifetime τ of the photo-excited electrons, which is set
to δ = 0.5meV in our calculations.

In the valley polarized state of TBG, the shift current is solely induced by the time-reversal breaking order param-
eter τz, and such shift current generated in a T -broken state in response to linearly polarized light is also dubbed as
“injection current" in a recent study about magnetization-induced nonlinear optical response in bilayer antiferromag-
netic CrI3 [82]. This is because as a result of the T symmetry breaking, the real part of the velocity matrix elements in
Eq. (69) Re[vanlv

b
lmv

c
mn] no longer cancel each other for opposite k points, as opposite to the T -invariant case, in which

T symmetry requires vanl(k)vblm(k)vcmn(k) = −(vanl(−k)vblm(−k)vcmn(−k))∗. Therefore, the real part of the energy
denominator in Eq. (69) combined with the real part of the velocity matrix elements would make significant contri-
butions to the shift current response. This T -breaking contribution to the shift current is dominated by a two-band
process with m = n, which is exactly proportional to 1/δ = τ/~, i.e. proportional to the quasi-particle lifetime τ [82],
which is reminiscent of the injection current in T -invariant system driven by circularly polarized light. Therefore, the
T -breaking contribution to the shift current in response to linearly polarized light is also called “injection current" or
“injection-like current" in literatures [82, 83].

Following the same procedure, one obtains the nonlinear photo conductivity for second harmonic generation

σcab(ω; 2ω) = − e3

ω2 d

∫
d2k

(2π)2

∑
nml

(fnk − flk)
vanmv

c
mlv

b
ln

(Elk − Enk − ~ω − iδ)(Elk − Emk − 2~ω − iδ)

+
e3

ω2 d

∫
d2k

(2π)2

∑
nml

(fnk − flk)
vcnmv

a
mlv

b
ln

(Elk − Enk − ~ω − iδ)(Emk − Enk − 2~ω − iδ)
.

(70)

and the SHG susceptibility χcab = iσcab/(2ε0ω). Note that after permuting band indices, Eq. (70) is the same as that
of Eq. (S7) in Supplementary Information of Ref. 84. In Fig. 4(a) of main text, we have presented the imaginary part
of the SHG susceptibility for different types of ordered states.


