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Abstract
In spite of previous research demonstrating the risks involved, and counsel against the prac-
tice as early as 1997, some research evaluations continue to use journal impact alone as a 
surrogate of the number of citations of hosted articles to assess the latter’s impact. Such 
usage is also taken up by research administrators and policy-makers, with very serious 
implications. The aim of this work is to investigate the correlation between the citedness of 
a publication and the impact of the host journal. We extend the analyses of previous litera-
ture to all STEM fields. Then we also aim to assess whether this correlation varies across 
fields and is stronger for highly cited authors than for lowly cited ones. Our dataset consists 
of a total of almost one million authorships of 2010–2019 publications authored by about 
28,000 professors in 230 research fields. Results show a low correlation between the two 
indicators, more so for lowly cited authors as compared to highly cited ones, although dif-
ferences occur across fields.

Keywords Article impact · Journal impact factor · WoS · Bibliometrics · Skewness · 
Scientific publishing · Italy

Introduction

In seeking publication, researchers aspire to highly prestigious (often referred to as 
high-impact or high-quality) scientific journals, aiming at the widest possible distri-
bution of their new knowledge, the greatest access to their scientific community, and 
the best hopes of career progress and resulting continued scientific output. Considering 
the strict review processes and high rejection rates, the achievement of publication in 
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such journals is indeed a great source of satisfaction. Reviewers are chosen from among 
the most qualified scholars in the relevant fields, and typically offer observations, sug-
gestions and even criticisms that serve in improving the specific paper and as further 
stimuli to research. On the side of the scientific community as audience, readers look to 
prestigious journals with respect and high expectations in terms of the reference value 
of the contents. High-impact journals attract and select the better works, likely to attract 
more citations (Traag, 2021), and therefore achieve better diffusion of the knowledge.

In research organizations, it is not uncommon to come across more or less formal-
ized incentive systems that encourage researchers to publish in prestigious journals, and 
include aspects of evaluation in consideration of the numbers of their articles in such 
journals. Irrespective of their contents, there can be a tendency to transfer the prestige 
of the journals to the articles and their authors, so that those who succeed in reach-
ing publication in high-impact journals are looked upon with admiration, even a sort of 
envy.

Peer-reviewed journals serve in the verification of new knowledge, encoded in written 
form (articles), and then its transfer from producers (authors) to consumers (scholars, prac-
titioners). The process is the same as that for other channels, serving in quality-control and 
transfer of products of all kinds from maker to consumer. However, just as consumers resist 
being fooled by fine displays (buyer beware!, all that glitters is not gold), and investors 
by a flashy prospectus (what’s the bottom line?), we, as scientists, evaluators and research 
administrators, should exercise caution in considering that a fine journal guarantees the 
high impact of all the published products on future advances in knowledge. Quoting Nobel 
laureate Aaron Ciechanover (2013): “It doesn’t matter where you publish; it matters what 
you publish”. Eugene Garfield, the father of the journal impact factor (JIF) was also well 
aware of this issue of the true citedness of the published articles: “It would be more rel-
evant to use the actual impact (citation frequency) of individual papers in evaluating the 
work of individual scientists rather than using the JIF as a surrogate” (Garfield, 2001). 
Authoritative scholars, and even entire scientific associations and congresses, have contin-
ued to express similar positions (DORA, 2012; Hicks et al., 2015; Seglen, 1997; Wouters 
et al., 2015).

In the absence of any other information, the prestige of the journal of publication might 
serve as a kind of certification, or guarantee of quality: the higher it is, the more soundly 
one could possibly assume the articles published are of high quality. Moreover, in research 
evaluation exercises, the available citation time windows are often not long enough to guar-
antee the robustness of citation impact indicators, especially in certain disciplines: in such 
cases, in fact, compared to the early citations registered, the JIF can function as a better 
predictor of the future impact of an article (Abramo et al., 2010), or along with the cita-
tions can serve well as a co-predictor (Abramo et al., 2019).

Still, as we have noted, in evaluating the work of individual researchers and their insti-
tutions, caution is due in taking the JIF alone as a surrogate for citations, particularly in 
the case of articles above 2 years old, where its use can prove insidious (Abramo et al., 
2010). It is also well known that the high prestige of a journal, as measured by the average 
citedness of the articles published in it, is usually determined by a small share of highly 
cited articles (Antonoyiannakis, 2020; Egghe, 2005; Kiesslich et  al., 2021; Lariviere & 
Sugimoto, 2019; Milojević et al., 2017; Seglen, 1989, 1992, 1994, 1997; Waltman, 2016; 
Zhang et al., 2017). Apart from these few articles, most others have a citedness that does 
not deviate much from that of articles published in less prestigious journals. It is also not 
uncommon to find articles published in high-impact journals, but which are never cited 
(Larivière et al., 2016; Lozano et al., 2012; Zhang et al., 2017).
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It is therefore no surprise that, before us, bibliometricians have investigated the relation-
ship between journal prestige and the citedness of hosted articles (de Oliveira Silva et al., 
2021; Seglen, 1989, 1994, 1997; Zhang et al., 2017). In this paper we return to the issue, 
but extending the scale and disciplinary scope of the population under observation, and 
also deepening the investigation in several respects, by testing: (i) the correlation between 
the citedness of a publication and the impact of the host journal, not just overall, but also at 
field level (RQ1); (ii) whether such correlation varies among researchers within each field 
(RQ2); (iii) whether this JIF-citedness correlation is stronger for highly cited rather than 
for lowly cited authors (RQ3).

The work is rooted in the seminal articles by Seglen (1989, 1994, 1997), who analyzed 
the JIF-citedness relationship on a dataset of 16 Norwegian principal investigators in bio-
medical research. Twenty years later, Zhang et al. (2017) returned to the same methods, 
but on a larger sample of around 600 investigators and 18,000 publications, again from 
Norway and in the biomedical field, for the period 1992–2013, with the aim of verifying 
the earlier results of Seglen. In fact the findings were in line with Seglen’s. At the level of 
the publication portfolio of individual authors, Zhang et al. found a moderate correlation 
on average, and in any case, characterized by extreme variability between authors. Finally, 
their analysis confirmed Seglen’s conjecture that the relationship between article citedness 
and journal impact is much stronger for top-cited authors than for less cited colleagues. 
More recently, de Oliveira Silva et al. (2021) investigated a sample of 4022 sports sciences 
articles, showing that altmetric scores have a stronger relationship with number of citations 
than the JIF.

The current work extends the analysis to all STEM fields, verifying the results of our 
predecessors on a broader and more diversified population, and above all the questions of 
potential differences across fields. The dataset of analysis consists of 28,000 Italian pro-
fessors and their scientific production indexed in Web of Science (WoS) in the period 
2010–2019, totaling nearly one million authorships. The Italian case is convenient for the 
analysis, because of the uniquely fine-grained field classification of all professors (370 
fields) and the availability of a highly accurate authorships disambiguation algorithm.

The next section of the paper reviews the literature relevant to the current study. “Meth-
ods” section describes the data and methods designed to respond to the research questions. 
“Results” section provides the results of the analysis and “Discussion and conclusions” 
section concludes with comments on the main findings and certain of their implications.

Literature review

In the bibliometric field, the oldest and most widely used indicators are at journal level. 
The introduction of the JIF some 40 years ago, by the Institute for Scientific Information 
(ISI) of Eugene Garfield, was intended to provide US university librarians with quanti-
tative, objective methods for the selection of journals. Beginning as the main indicator 
of the Journal Citation Report (JCR), the JIF then spread unstoppably, assuming new 
purposes in research evaluation across all fields of the hard sciences (Garfield, 2001), in 
the meantime transforming the publishing industry and significantly influencing recruit-
ment practices, as well as resource allocation and even the directions of research activi-
ties (Archambault & Larivière, 2009). Individual researchers use the JIF not only as an 
indicator of journal quality, but also for other purposes, such as in choosing a narrower 
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selection of papers out of the huge offer, for view, reading and potential citation (De 
Rijcke et al., 2016; Rushforth & De Rijcke, 2015).

Its success has fueled the proliferation of multiple variants, including the ones coined 
by the publishers of all the different bibliographic repertories. Paradoxically, a consid-
erable number of studies have illustrated critical aspects of the indicator: the asymme-
try between the numerator (citations of citable items) and the denominator (citable and 
non-citable items); the many differences between disciplines in habits of publication 
and citing; the problems of insufficient citation window; the asymmetry of the citation 
distributions; journal self-citations; the lack of transparency on its calculation, which 
casts doubt on the results (Lariviere & Sugimoto, 2019; Mingers & Leydesdorff, 2015; 
Seglen, 1997). Added to these are the weakening relationships between JIF and cited-
ness of papers due to the advent of digital repositories (Lozano et  al., 2012), and the 
increasing recourse to new channels of communication on research results, i.e. via social 
media, which can impact on the citations to an article more than the prestige of the pub-
lishing journal (de Oliveira Silva et al., 2021). Last but not least, the JIF is related to the 
mean of the distribution of citations of hosted publications, which is notoriously highly 
skewed (Bornmann & Leydesdorff, 2017; Glänzel & Moed, 2002; Leydesdorff, 2008; 
Kiesslich et al., 2021; Radner, 1998). For these reasons, most scholars have urged cau-
tion when using journal indicators for individual evaluation (Brito & Rodríguez-Nav-
arro, 2019; Jarwal et al., 2009; Larivière et al, 2016; Marx & Bornmann, 2013; Moed, 
2020; Moed & van Leeuwen, 1996; Paulus et al., 2018; van Leeuwen & Moed, 2005).

The pioneering investigations of Seglen (1989, 1992, 1994, 1997) on the relation-
ship between article citedness and JIF have been particularly influential in the scientific 
community, as regards the effects of such indicators in evaluation processes, and have 
inspired several important initiatives, such as the San Francisco Declaration on Research 
Assessment (DORA), the Leiden Manifesto for research metrics, and The Metric Tide 
review on the role of metrics in research assessment and management (DORA, 2012; 
Hicks et al., 2015; Wouters et al., 2015).

In a 1997 article, Seglen summarized four criticalities: “(i) Use of JIF conceals the 
difference in article citation rates (articles in the most cited half of articles in a journal 
are cited 10 times as often as the least cited half); (ii)·JIF is determined by technicalities 
unrelated to the scientific quality of their articles; (iii) JIF depends on the research field: 
high JIFs are likely in journals covering large areas of basic research with a rapidly 
expanding but short-lived literature that use many references per article; (iv) Article 
citation rates determine the JIF, not vice versa”. Traag (2021), however, argued that 
simply removing consideration of JIF does not negate the influence of journals on the 
citedness of hosted articles.

Recently, several studies have returned to favoring the use of journal-based indica-
tors under certain conditions (Abramo et al., 2010, 2019; Bonaccorsi, 2020; Waltman & 
Traag, 2021). Waltman and Traag (2021) also demonstrated through computer simula-
tions that “depending on the assumptions that are made, the JIF may be a more accurate 
indicator of the value of an article than the number of citations of the article”. Abramo 
et al. (2019) showed that with very short time windows (0 to 2 years) JIF together with 
early citations can play a useful role in predicting future impact of publications, even 
though for longer ones, the weight of early citations is dominating and the JIF is not 
informative any longer.

Decades after Seglen first raised his criticisms and began investigations, the global 
research community, and that of research assessment in particular, continues to debate 
and study his original questions. Callaway (2016), for example, reviews some of the main 
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complaints, and reports anew the cases of Nature and Science journals, where 75% of 
2013–2014 hosted articles garnered fewer citations than the 2015 JIF of the journals.

Kim et al. (2020) effectively illustrate the methodological difficulties in estimating jour-
nal influence on article performance. The approach proposed by the authors consists of 
using a proxy for individual article quality, unrelated to the publishing journal reputation/
impact: i.e. number of citations to the preprint, posted on arXiv.org. Using the title and dig-
ital object identifier (DOI), all articles in arXiv on high energy physics, astrophysics, and 
condensed matter were linked to the corresponding published versions indexed in Micro-
soft Academic Graph (MAG). The authors showed that “estimates of the effect of journal 
reputation on an individual article’s impact (measured by citations) are likely inflated”, and 
found “little systematic evidence that the role of journal reputation on article performance 
has declined.”

Traag (2021), aiming to uncover the causal mechanism between journal impact and arti-
cle citedness, also looked at citations to arXiv preprints, but applying a more sophisticated 
model for comparing these to the citations received by the full versions, as recorded in 
Scopus. The results show that journal impact “filtering” does not cancel out the influence 
of journals on the citedness of hosted articles, and that therefore: (i) articles that attract 
more citations are more likely to be selected and published in high-impact journals; (ii) 
articles in high-impact journals will be cited even more frequently because of the publica-
tion venue.

Zhang et al. (2017) adopted a different approach for verification of the pioneering stud-
ies by Seglen (1992, 1994, 1997), some 20 years later and on a larger sample of scientists. 
In particular, the authors examined: (i) the skewness of article citedness; (ii) the correlation 
between article citedness and impact of the hosting journal; (iii) the real benefit for schol-
ars, in terms of received citations, of publishing in journals with higher impact. Whereas 
Seglen’s work was based on the study of 16 biomedical principal investigators affiliated 
with only one Norwegian institution, who authored 907 publications, Zhang et al. (2017) 
consider all scientists in biomedical research working at Norwegian institutions (approxi-
mately 600) and their production of approximately 18,000 publications between 1992 and 
2013.

The results confirm Seglen’s findings that “there is no consistent positive relationship 
between individual article citedness and the JIF of the journal in which the article is pub-
lished”. Citation distributions are skewed across journals: less cited articles and highly 
cited articles can appear in any journal. However, while most articles are rarely cited, 
the few highly cited articles appear more often in high-impact journals. The correlation 
between the two indicators referring to the scientific portfolios of individual authors is 
moderate on average and characterized by extreme variability. Finally, the lack of consist-
ent positive relationships is more evident among the majority of researchers with average 
or lower overall citedness.

Methods

Data

The dataset for the current study consists of the scientific publications by Italian academ-
ics over the period 2010–2019 that are indexed in WoS. In the Italian university system, 
all academics are classified in one and only one field, named scientific disciplinary sector 
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(SDS), 370 in all. The SDSs are grouped into 14 disciplines, named university disciplinary 
areas (UDAs). The current analysis is limited to the SDSs for which the WoS coverage is 
acceptable for bibliometric assessments: 230 out of the total 370 (62%), comprised within 
a total of 11 UDAs.1

The data concerning professors were extracted from the database of Italian university 
personnel maintained by the Ministry of Universities and Research (MUR). For each pro-
fessor, this database provides information on their gender, affiliation, field classification, 
and academic rank at the end of each year.2 In addition to the limitation on disciplinary 
sectors, a further selection was made at the level of the academics, limiting these to profes-
sors tenured over the entire 2010–2019 period, totaling 28,040.

Data on output and relevant citations are extracted from the Italian Observatory of Pub-
lic Research, a database developed and maintained by the authors, derived under license 
from the Clarivate Analytics WoS Core Collection. Beginning with the raw data of the 
WoS, and applying a complex algorithm to reconcile the authors’ affiliations and disam-
biguation of the true identity of the authors (D’Angelo et al., 2011), each publication (arti-
cles, letters and reviews hosted by journals with JIF) is attributed to the university profes-
sor who produced it.3

Table 1 shows the size of the working dataset in aggregate form. The 28,040 profes-
sors under review authored a total of 424,309 unique publications. In terms of sizes per 
UDA, Medicine leads the ranking in number of professors, ahead of Industrial and infor-
mation engineering, and Biology leads in total publications. As regards the average number 
of publications per professor, four of the UDAs show values above overall average (28.0): 
Medicine (42.0), Chemistry (41.3), Physics (33.8), and Biology (29.3).

Indicators and data analysis plan

To pursue our objectives, we correlate two indicators for all publications in the dataset:

– the number of citations received, normalized to the average citations of all WoS cited 
publications, of the same year and WoS subject category, referred to as AII (article 
impact index),4

– the JIF of the host journal, normalized to the average JIF of the journals of the same 
year and subject category, referred to as JII (journal impact index).

Note that the use of normalized indicators is an absolute necessity in comparing cita-
tions/impact factors of publications from different fields and different years (Waltman, 
2016).

For the first indicator, the citation count is taken on 31/12/2021. For the second, the 
JIF is the one at year of publication. The two indicators are by definition correlated, but 
because of the high skewness of citation distributions within journals, strong correlation is 
not expected.

1 1—Mathematics and Computer Science; 2—Physics; 3—Chemistry; 4—Earth Sciences; 5—Biology; 
6—Medicine; 7—Agricultural and veterinary sciences; 8—Civil Engineering; 9—Industrial and Informa-
tion Engineering; 10—Psychology; 11—Economics and Statistics.
2 http:// cerca unive rsita. cineca. it/ php5/ docen ti/ cerca. php, last accessed on 12 December 2022.
3 The harmonic average of precision and recall (F-measure) of authorships, as disambiguated by the algo-
rithm, is around 97% (2% margin of error, 98% confidence interval).
4 AII is quite similar to the Category Normalised Citation Impact (CNCI) available in WoS or its variant 
available in SCOPUS, known as Field-Weighted Citation Impact (FWCI).

http://cercauniversita.cineca.it/php5/docenti/cerca.php
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In the following section we investigate this correlation: (i) at overall and field levels; (ii) 
referring to the publication portfolio of each professor in the dataset; (iii) distinguishing 
between the top (10%) cited and bottom (10%) cited professors. The data analysis, which 
uses scatter plots and Pearson ρ correlations between the two indicators, is performed using 
the STATA 12 statistical software package. Outliers were not removed except where spe-
cifically reported in the text.

Results

We present the results taking two perspectives: from a first analysis with the article as the 
fundamental unit of investigation, next with the author as fundamental unit. The first analy-
sis aims at answering RQ1, the second at answering RQ2 and RQ3.

Analysis at the article level

Overall (424,309 dataset publications), the Pearson ρ correlation between AII and JII is 
0.308. Excluding the 17 publications with AII greater than 100, the correlation coefficient 
rises to 0.345. The data scatterplot (Fig. 1) confirms a weak association between the two 
dimensions under analysis.

The correlation between AII and JII can also be represented by generating a heat plot 
matrix, in which each cell indicates the relative frequency of the AII-JII row-column 
combination. For brevity, rather than presenting the entire distribution of absolute val-
ues for the two indicators, Table 2 shows their percentiles with respect to the reference 
distribution (world publications of the same year and SC),5 also highlighted by grey 

Table 1  Dataset of the analysis

Discipline # Fields # Professors # Authorships Average publica-
tions per professor

1—Mathematics and computer science 10 2229 31,909 14.3
2—Physics 8 1525 51,605 33.8
3—Chemistry 11 2174 89,873 41.3
4—Earth sciences 12 775 18,437 23.8
5—Biology 19 3486 102,284 29.3
6—Medicine 50 6476 272,278 42.0
7—Agricultural and veterinary sciences 30 2339 58,801 25.1
8—Civil engineering 18 1471 23,516 16.0
9—Industrial and information engineering 42 3903 97,713 25.0
10—Psychology 12 976 19,200 19.7
11—Economics 18 2686 20,797 7.7
Total 230 28,040 786,413 28.0

5 Relative frequencies in the matrix sum up to 100%.



1884 Scientometrics (2023) 128:1877–1894

1 3

gradation. If there is a strong correlation between the two dimensions of analysis, we 
expect an equally strong concentration of high relative frequencies on the main diago-
nal. Table 2 shows no such concentration, except in the upper left part of the matrix, 
the part characterized by the “top” deciles of both AII and JII. It is no surprise that the 
highest relative frequency (5.2%) concerns precisely the top publications, in terms of 
both indicators. This is due to the relative positioning of Italian scientific production, 
which features significantly higher average impact than the world average (Consiglio 
Nazionale delle Ricerche, 2019).

Note that the entire matrix is populated, even cell AII = 1–JII = 10, albeit with only 138 
publications out of 424,309. Scrolling down column AII = 1, we observe decreasing fre-
quencies, but still greater than 1 up to the fourth decile of JII. Likewise, scrolling across 
row JII = 1, frequencies again decrease but remain greater than 1 up to the fifth decile.

Fig. 1  Distribution of publications in the dataset, by citedness (AII) and journal impact (JII)

Table 2  Heat plot of journal impact (JII decile, 1 = max, 10 = min) and average article citedness (AII decile, 
1 = max, 10 = min) for publications in the dataset

AII (decile)
1 2 3 4 5 6 7 8 9 10

JI
I(
de
ci
le
)

1 5.2% 3.2% 2.2% 1.5% 1.1% 0.7% 0.5% 0.4% 0.2% 0.3%
2 3.3% 3.7% 3.4% 2.8% 2.2% 1.7% 1.2% 0.8% 0.4% 0.4%
3 2.0% 2.6% 2.6% 2.4% 2.0% 1.7% 1.3% 0.9% 0.5% 0.4%
4 1.2% 1.7% 1.8% 1.8% 1.6% 1.4% 1.1% 0.8% 0.5% 0.5%
5 0.7% 1.1% 1.3% 1.3% 1.3% 1.2% 1.0% 0.8% 0.5% 0.5%
6 0.5% 0.8% 1.0% 1.1% 1.1% 1.0% 0.9% 0.7% 0.4% 0.5%
7 0.3% 0.5% 0.7% 0.7% 0.8% 0.8% 0.8% 0.7% 0.5% 0.5%
8 0.2% 0.4% 0.6% 0.7% 0.8% 0.8% 0.7% 0.6% 0.5% 0.9%
9 0.1% 0.2% 0.2% 0.3% 0.4% 0.4% 0.5% 0.5% 0.4% 0.6%
10 0.0% 0.1% 0.1% 0.1% 0.2% 0.2% 0.2% 0.3% 0.3% 0.5%
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It may also be interesting to analyze the distribution of JII of publications in the tenth 
decile (D10) by AII, or AII of publications in D10 by JII (Figs. 2, 3).

In D10 by AII (Fig. 2) we have 21,857 publications6 (5.2% of total 424,309), of which 
6.7% (1467 publications) are hosted in journals falling in D1, and a full 41.7% in journals 
with JII greater than or equal to the median.

6.7% 7.5%
8.5% 9.4% 9.6% 9.9% 10.0%

17.9%

10.8%
9.6%

0%

5%

10%

15%

20%

25%

1 2 3 4 5 6 7 8 9 10
JII (decile)

Fig. 2  Share of publications in the AII D10, by JII decile (1 = max, 10 = min)

1.6%
3.2%

4.7%
6.5%

8.8%
10.4%

12.0%

14.9%
13.1%

24.8%

0%

5%

10%

15%

20%

25%

1 2 3 4 5 6 7 8 9 10
AII (decile)

Fig. 3  Share of publications in the JII D10, by AII decile (1 = max, 10 = min)

6 Of which 18,014 never cited.
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In D10 by JII (Fig. 3) we find 8508 publications (2.0%), from which only 1.6% (i.e. 138 
papers) place in D1 by AII, and only 24.8% above median.

Given the shape of distributions in Figs. 2 and 3, very briefly: regardless of the high 
impact factor of the host journal, a publication may be scarcely or never cited; conversely, 
journals with a very low impact factor are much more likely to host publications that are 
scarcely or never cited.

Moving to disciplinary level, Fig. 4 shows an example SDS, in this case the scatterplot 
of the 8319 publications authored by professors in MED/11 (cardiovascular diseases).7 The 
Pearson’s correlation for AII and JII is 0.319. The graph shows 15 publications with JII 
values below one and AII greater than 5 (top left box), but also 107 publications with JII 
greater than 5 (bottom right box) and AII values less than 1. The size of this second set is 
substantial, amounting to slightly less than a quarter of the total 433 publications with JII 
greater than 5. Thus, the presence of publications hosted by journals with very high JIF 
(five times expected value) but never or scarcely cited is by no means marginal.

Figure 5 shows the boxplot of Pearson distribution between AII and JII, for the same 
analysis repeated with all 230 SDSs. The highest correlation is seen in GEO/12 (Oceanog-
raphy and atmospheric physics, 364 publications), where the Pearson coefficient is 0.594. 
The second outlier is ING-IND/24 (Principles of chemical engineering), with Pearson ρ for 
the 1816 publications by professors of that SDS being 0.573.

The average Pearson ρ for the 230 SDSs is 0.334 (median 0.329), with variability 
between maximum 0.594 (as noted, in GEO/12) and minimum 0.107 (in SECS-S/05, 
Social statistics), and a rather small interquartile range of 0.116.

With reference to RQ1, we can conclude that the correlation between citedness and 
journal impact is rather weak at the overall level. At the field level, although varying sub-
stantially, it is never strong.

0

5

10

15

20

25

30

0 5 10 15 20 25

A
II

JII

Fig. 4  Distribution of publications of Italian “Cardiovascular diseases” professors, by citedness (AII) and 
journal impact (JII). For better visualization, 13 outlier publications (AII higher than 30) are removed

7 A publication co-authored by professors belonging to different fields will be multiple counted, i.e. consid-
ered in the set of publications from each of those fields.
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Analysis at author level

In this section, aiming to answer RQ2 and RQ3, we investigate the relation between arti-
cle citedness and hosting-journal impact factor for the publication portfolios of all profes-
sors. As an example, Fig. 6 shows the scatterplot of data referring to the 292 publications 
authored in the period 2010–2019 by Gianluca Gaidano, Full Professor in MED/15 (Blood 
diseases) at the University of Piemonte Orientale. For this professor, there has been a sig-
nificant correlation between AII and JII (Pearson ρ = 0.675). Figure 7 instead shows the 
case of Francesco Violi, Full Professor in MED/09 (Internal medicine) at the University of 
Rome ‘Sapienza’. In this case, the two indicators measured on his 240 publications seem to 
be completely unrelated, with the five publications hosted on the journals with the highest 
impact (JII > 13) all showing low or no citedness (AII between 0 and 0.4).

By grouping the professors of the dataset by SDS, we obtain distributions of correlation 
indices that may reveal the presence or absence of elements of differentiation among fields, 
useful for the response to RQ2. To ensure robustness of results, we consider only profes-
sors with a portfolio of least 10 publications.

Taking the example of professors in the eight SDSs of the Physics UDA, Fig. 8 shows 
the box plots of the correlation distributions, and Table 3 the descriptive statistics. We note 
significant variability in the data among these SDSs, with median values ranging from 
minimum 0.184 in FIS/06 to maximum 0.433 in FIS/03. Many portfolios (around 10% of 
total) show negative AII vs JII correlation, the most of all in FIS/06, where this occurs for 
a full 30.4% of professors (14 in number). However, the confidence intervals all show a 
positive lower bound. The dispersion within SDSs is quite marked, with standard deviation 
values of the same order of magnitude as the averages, and coefficients of variation above 1 
in FIS/02, FIS/05, and FIS/06.

The last column of Table 3 shows the Pearson correlation between the average AII and 
average JII of each of the eight Physics SDSs. With the exception of FIS/04 (Nuclear and 
subnuclear physics), this is always higher than mean ρ at individual level (column 4): for 
instance, in FIS/01 (Experimental physics) the correlation is 0.503, against 0.363 of the 
average ρ registered at individual level. Although the strength of the relationship varies 
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Fig. 5  Boxplot of Pearson correlations—citedness (AII) vs journal impact (JII) for 230 investigated SDSs
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across SDSs, it is quite clear that the authors who average more citations also publish in 
higher impact journals.

From Table  4, for the 232 SDSs, the highest average Pearson ρ coefficients are in 
“Electrical converters, machines and switches” (ING-IND/32), then “Blood diseases” 
(MED/15) and “Electrical energy systems” (ING-IND/33); the lowest in “Physics for 
earth and atmospheric sciences” (FIS/06), “Nuclear plants” (ING-IND/19), and “Plastic 
surgery” (MED/19).

Table  5 shows the descriptive statistics for the entire dataset, disaggregated by 
ADU. The average values of the correlation indices range between 0.264 (UDA 

0

5

10

15

20

25

0 5 10 15 20 25 30

JI
I

AII

Fig. 6  Scatterplot—citedness (AII) and journal impact (JII) of publications of a professor in MED/15 
(Blood diseases)
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Fig. 7  Scatterplot—citedness (AII) and journal impact (JII) of publications of a professor in MED/09 
(Internal medicine)
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1—Mathematics) and 0.382 (UDA 3—Chemistry). Mathematics presents distinctive 
characteristics: it is the UDA with the highest dispersion (std dev. 0.294), and the high-
est number of observations with negative correlation: for 249 out of total 1288 profes-
sors (19.3%). Cases of negative correlation are seen through all the UDAs, and overall 
concern 9% of the dataset. The maximum values of the correlation indices are never less 
than 0.94.

With reference to RQ2, on the AII-JII correlation for researchers within each field, 
we can certainly state that variation is considerable. While average values show a mod-
erate relationship between AII and JII, the point values shift significantly from one 
author to another. In practically all SDSs, there is at least one professor with a decidedly 
negative correlation and at least one with a very strong positive correlation.

-1
-.5

0
.5

1
FIS/01 FIS/02 FIS/03 FIS/04 FIS/05 FIS/06 FIS/07 FIS/08

Fig. 8  Boxplot, AII vs JII Pearson correlation for professors in SDSs of Physics

Table 3  Descriptive statistics, AII vs JII Pearson correlation for professors in SDSs of Physics

*FIS/01, Experimental physics; FIS/02, Theoretical physics, Mathematical models and methods; FIS/03, 
Physics of matter; FIS/04, Nuclear and subnuclear physics; FIS/05, Astronomy and astrophysics; FIS/06, 
Physics for earth and atmospheric sciences; FIS/07, Applied physics; FIS/08, Didactics and history of phys-
ics

SDS* Obs with negative ρ Mean Std. dev. Min Max [95% Conf. 
Interval]

Avg AII 
vs Avg 
JII ρ

FIS/01 398 32 (8.0%) 0.363 0.251  − 0.467 0.899 0.339 0.388 0.503
FIS/02 177 22 (12.4%) 0.260 0.279  − 0.647 0.952 0.219 0.302 0.372
FIS/03 285 15 (5.3%) 0.427 0.264  − 0.385 0.965 0.396 0.458 0.461
FIS/04 62 5 (8.1%) 0.389 0.247  − 0.322 0.957 0.326 0.452 0.357
FIS/05 100 13 (13.0%) 0.247 0.255  − 0.354 0.957 0.196 0.297 0.378
FIS/06 46 14 (30.4%) 0.165 0.293  − 0.508 0.917 0.078 0.252 0.469
FIS/07 201 22 (10.9%) 0.323 0.257  − 0.273 0.917 0.287 0.358 0.414
FIS/08 5 1 (20.0%) 0.415 0.307  − 0.028 0.773 0.033 0.796 0.893
Total 1274 124 (9.7%) 0.342 0.269  − 0.647 0.965 0.327 0.357 0.459
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To answer RQ3, we now classify professors according to the total impact of their sci-
entific production, measured as the sum of AII for all of their publications: professors in 
the top 10% by total impact in their SDS are tagged as “highly cited” (HC); those in the 
bottom 10% as “lowly cited” (LC).

For these two groups, we plot the median AII of their publications against “classes” 
of JII (Fig.  9). The data plot very clearly indicates a positive trend for citedness of a 
paper as a function of impact of the hosting journal. However, the curve for HCs is 
systematically above the curve for LCs, and also for high levels of journal impact (95th 

Table 4  Top and bottom five SDSs by AII vs JII Pearson ρ correlation

a We list here only SDSs with at least 10 observations
b 2, Physics; 6, Medicine; 7, Agricultural and veterinary sciences; 9, Industrial and information engineering; 
10, Psychology

SDS Obsa UDAb Avg Pearson ρ

ING-IND/32-Electrical converters, machines and switches 57 9 0.553
MED/15-Blood diseases 134 6 0.551
ING-IND/33-Electrical energy systems 65 9 0.512
AGR/07-Agrarian genetics 64 7 0.484
MED/25-Psychiatry 94 6 0.462
…
M-PSI/07-Dynamic psychology 26 10 0.213
ING-IND/03-Flight mechanics 12 9 0.175
FIS/06-Physics for earth and atmospheric sciences 46 2 0.165
ING-IND/19-Nuclear plants 21 9 0.165
MED/19-Plastic surgery 53 6 0.122

Table 5  Descriptive statistics, AII vs JII Pearson correlation for professors in the dataset, by UDA

*1, Mathematics and computer science; 2, Physics; 3, Chemistry; 4, Earth sciences; 5, Biology; 6, Medi-
cine; 7, Agricultural and veterinary sciences; 8, Civil engineering; 9, Industrial and information engineer-
ing; 10, Psychology; 11, Economics

UDA* Obs With negative ρ Mean Std dev. Min Max [95% Conf. 
Interval]

1 1288 249 (19.3%) 0.264 0.294  − 0.599 0.948 0.248 0.280
2 1274 124 (9.7%) 0.342 0.269  − 0.647 0.965 0.327 0.357
3 2037 106 (5.2%) 0.382 0.234  − 0.586 0.983 0.372 0.392
4 620 51 (8.2%) 0.336 0.241  − 0.555 0.940 0.317 0.355
5 2974 272 (9.1%) 0.347 0.259  − 0.667 0.994 0.337 0.356
6 5258 422 (8.0%) 0.365 0.252  − 0.536 0.986 0.358 0.371
7 1837 107 (5.8%) 0.369 0.226  − 0.586 0.957 0.359 0.379
8 777 85 (10.9%) 0.294 0.257  − 0.589 0.955 0.276 0.312
9 2960 224 (7.6%) 0.356 0.243  − 0.697 0.979 0.347 0.365
10 600 82 (13.7%) 0.303 0.265  − 0.553 0.943 0.282 0.324
11 718 103 (14.3%) 0.316 0.293  − 0.637 0.972 0.294 0.337
Total 20,343 1825 (9.0%) 0.348 0.255  − 0.697 0.994 0.344 0.351
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percentile and above), the difference in citedness for the former is significantly higher 
than for the latter.

Discussion and conclusions

Starting from the seminal works by Seglen (1989, 1994, 1997) and the update by Zhang 
et al. (2017), this work delves into questions of the correlation between citedness of a pub-
lication and the impact of the host journal, extending the analysis to all STEM fields in the 
Italian academic system. The analysis confirms the results of Zhang et al. (2017), but now 
also in fields beyond biomedical sciences. The data on the low correlation between the 
two indicators, however, tends to differ between fields: with Pearson ρ distribution ranging 
between 0.107 and 0.594, in any case quite concentrated around the central value (mean 
0.334, st. dev. = 0.097).

Adopting individual publications as the unit of analysis, the correlation between cited-
ness and journal impact is weak overall (Pearson ρ = 0.308; 0.345 excluding outliers). It 
is notable that the number of publications with little or no citation, even though hosted by 
journals in D1 for impact factor, is ten times that of publications that rank top-10% for cit-
edness, but are hosted in journals with impact factor in the bottom 10%.

Taking professors as the unit of analysis, the correlation is extremely variable both 
between and within fields, in some SDSs spanning as much as − 0.7 to + 1. Aggregating 
professors and their relative publications by discipline, we see cases of negative AII-JII 
correlation in all the UDAs, overall affecting 9% of the professors.

Finally, the analyses confirm that the correlation between citedness and prestige of the 
hosting journal, although not strong, is certainly more significant for highly cited authors 
than lowly cited ones: i.e. although the overall data trend shows a positive correlation 
between citedness and prestige of the journal, the correlation is higher for the specific pop-
ulation of highly cited authors.

* 1 = below 50th percentile; 2 = 50-55th; 3 = 55-60th; ... ; 11 = 95-98th; 12 = above 98th percentile 
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Fig. 9  Relation between journal impact (JII) and median article citedness (AII): comparison between highly 
cited (HC) and lowly cited (LC) authors
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This difference in citedness, given the same JII, would evidently be attributable more 
to the quality of the authors and their articles than to the presence of a hypothetical “jour-
nal effect”. Interpretations that seek a causal effect of journal impact factors on citation 
impact could prove problematic. Indeed, as noted by Bornmann and Leydesdorff (2017) if 
a publication is of high quality, it could be accepted for publication in a journal with high 
JII and receive a high number of citations. In this case, the correlation between JII and AII 
is spurious, because the relationship between the two variables is mediated by a third vari-
able, which in this case is the publication quality. In essence, it is not the journals that are 
cited, rather the quality articles they publish. This led Zhang et al. (2017) to observe that: 
“It is the highly cited authors that provide these articles, perhaps by being conscious about 
where they publish their more significant results”. In this case, one could hypothesize the 
presence of a self-selection bias: the highly cited authors would be more aware of their own 
value and inclined to submit their research products to journals with higher JII. The oppo-
site could hold true for lowly cited authors.

Furthermore, the continued occurrence of a significant citedness gap between highly 
cited and lowly cited authors, even in journals with very high JII, leads to the hypothesis of 
phenomena of “scientist stratification”, i.e. a manifestation of the Matthew effect. For the 
lowly cited authors, even when they manage to publish in a high-impact journal, this does 
not seem to earn them premiums of citedness, although we could certainly imagine some 
gains in prestige among their scientific community.

The empirical evidence supports the conclusion that the most important criterion in 
seeking a journal for the publication of our manuscripts is the fit between the article con-
tent and the expectations of the journal’s target audience. Among the journals addressing 
the relevant “scientific public”, if we wish, we can then aim for the ones of greater prestige.
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