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Abstract. We review the recent advances on exact results for dynamical correlation

functions at large scales and related transport coefficients in interacting integrable

models. We discuss Drude weights, conductivity and diffusion constants, as well

as linear and nonlinear response on top of equilibrium and non-equilibrium states.

We consider the problems from the complementary perspectives of the general

hydrodynamic theory of many-body systems, including hydrodynamic projections,

and form-factor expansions in integrable models, and show how they provide a

comprehensive and consistent set of exact methods to extract large scale behaviours.

Finally, we overview various applications in integrable spin chains and field theories.
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1. Introduction

Discerning the properties of strongly interacting quantum systems out-of-equilibrium

is one of the most formidable challenges in theoretical physics. It is also particularly

important from the point of view of recent experimental advances, which are now able to

probe such regimes [1–3]. The main difficulty is that understanding the time evolution

of local quantities in quantum systems requires extracting an exponentially large (in

the system size or time) amount of information contained in generic quantum many-

body wave functions. Indeed, even for simple initial wave functions, quantum time

evolution results in a linearly growing quantum entanglement [4–6], naively associated

to an exponential increase of complexity. Arguably, the most interesting questions are

related to the behaviours emerging from this complexity in many-body systems on large

space and time scales. Before full equilibration or relaxation, a universal, hydrodynamic

behaviour is expected to emerge, and on these large scales the complexity is typically

reduced to much fewer degrees of freedom. Understanding how hydrodynamics emerges

from microscopic reversible dynamics is related to some of the most fundamental

questions of out-of-equilibrium statistical physics, such as irreversibility and the increase

of entropy, or the emergence of the phenomenological laws of diffusion and transport.

In this review we will address these aspects. Focusing on one-dimensional systems, we

discuss both the general hydrodynamic theory of wide applicability, and the special class

of integrable systems.

In one spatial dimension a number of paradigmatic many-body interacting systems,

such as the Heisenberg spin-1/2 chain [7], the Fermi-Hubbard model [8] for interacting

electrons and the Lieb-Liniger model [9] for interacting bosons, are integrable. At

the technical level, this allows us to develop advanced theoretical methods to better

understand the inner workings of quantum (and also classical) statistical mechanics.

One of the defining features of integrable many-body systems is that multi-particle

scatterings can be decomposed in terms of pair-wise scattering events. This property

can be used to construct eigenstates [9–11], study the thermodynamics of such

systems [12, 13] and calculate the expectation values of single point observables

in stationary states [14–18]. Despite these notable results, computing multi-point

dynamical correlations, which are of extreme experimental relevance [3, 19–24], is far

from being resolved. Several approaches, directly based on microscopic formulations,

have been employed in the past decades, including numerical summations of the spectral

Källén–Lehmann sum [19, 25, 26], analytical partial summations of matrix elements

[27–35] and quantum transfer matrix [36–38]. While this progress gives rise to formulae

for correlation functions in certain integrable systems either in their ground state or at

finite temperatures, a full characterisation, and the extraction of large-scale behaviours,

in generic stationary states (thermal or not) is nowadays still lacking. For this purpose,

methods based on hydrodynamics and on the emergent thermodynamic degrees of

freedom seem to be more powerful.

Generalised hydrodynamics (GHD) was invented in 2016 [39,40] in order to describe
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the non-equilibrium behaviour of inhomogeneous states in integrable models, and

provides a full and intuitive understanding of the dynamics of quantum and classical

integrable models on large space and time scales. In particular, it has provided a handy

set of tools to access the asymptotics of dynamical correlation functions and transport

coefficients. The latter were part of an intense theoretical research in the past decade,

which led to the development of effective approaches [41, 42] and some exact results,

especially in spin chains [43–47]. The purpose of this review article is to show how

GHD, together with recent advances on the general theory of hydrodynamic projections,

and on matrix elements in the thermodynamic limit (the so-called thermodynamic form

factors [48–50]), provides a unifying description of the asymptotic dynamical correlation

functions and transport coefficients in generic stationary states, putting together many

previous results in one framework. Notably the combination of hydrodynamic theory

and thermodynamic form factors, allowed the computation of diffusion and conductivity

coefficients, representing the first instance where these coefficients can be obtained from

the microscopic dynamics at arbitrary temperatures, in both quantum and classical

systems. A number of general results going beyond the standard hydrodynamic theory

of many-body systems are briefly reviewed, including nonlinear response, higher-point

correlation functions and full counting statistics, linear response on top of non-stationary

states, and projection mechanisms for diffusion.

The main ideas that come out from combining the GHD and form factor perspec-

tives, and which we endeavour to explain in this review, are as follows.

Euler scale: In general, the leading algebraic correlations at ballistic scales of space

and time are controlled by small waves propagating on top of the thermodynamic state.

Mathematically, such ballistic waves are identified with extensive conserved quantities,

and span the tangent space to the state manifold. They form the Hilbert space of

emergent degrees of freedom onto which local observables are projected. In integrable

models, the space of such waves is infinite-dimensional. It can be seen as particle-hole

pairs co-propagating at a continuum of possible velocities. The result of the projection

is given by appropriate thermodynamic form factors.

Diffusive scale: Diffusive corrections may have many sources, but one of them is the

scattering of ballistic waves, which is accessed by nonlinear response theory. In general,

this provides a lower bound on diffusion constants. This is the only source of diffusive

corrections in integrable models, so the bound is saturated. In this case, diffusion is

related to the scattering of two particle-hole pairs, and is again given by appropriate

thermodynamic form factors.

1.1. Content

The review is organised as follows. The first two sections of the review deal with

one-dimensional many-body systems in general. In sec. 2 we review general concepts
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appearing in hydrodynamic theory, clarify the assumptions and briefly discuss how

the hydrodynamic description emerges in integrable models. In sec. 3 we discuss

the phenomena of transport, diffusion and entropy production, establish the relations

between these concepts, and show how explicit lower bounds can be obtained by

projections onto appropriate conserved quantities. We also discuss how the higher point

functions, coding for fluctuations, can be computed. From the fourth section onward we

focus on integrable systems. In sec. 4 we show how the dynamic correlation functions

can be accessed via expansions over intermediate quasiparticle excitations with the

thermodynamic form factors. We proceed by reviewing how these results can be used

on different hydrodynamic scales, in particular on the Euler scale, in sec. 5, and on the

diffusive scale in sec. 6. Finally in sec. 7 we provide a review of some notable results on

correlation functions and transport coefficients that have been obtained with the present

formalism in a number of systems, ranging from T T̄ -deformed conformal field theories,

quantum Heisenberg spin chains, Lieb-Liniger model to the classical Sinh-Gordon field

theory.

2. Basics of Hydrodynamics

Hydrodynamics is an extremely general framework for the large-scale dynamical

properties of statistical mechanics away from equilibrium. It is applicable to a wealth

of seemingly very different physical setups: lattices of classical or quantum degrees

of freedom in interaction, gases of particles [51, 52] or other emergent objects such

as solitons [53], field theories, or even cellular automata [54–59], under deterministic

or stochastic time evolution. In the context of the present review, we focus on one-

dimensional quantum systems with Hamiltonian evolution, although most results within

this section hold, with minimal adjustments, in other setups in one dimension.

The starting point of hydrodynamics is the set of local conservation laws admitted

by the many-body model under consideration, and a closely related concept of

homogeneous, stationary, ergodic states.

On one hand, the conservation laws are the continuity equations for local densities

and currents qi(x, t), ji(x, t) at space-time coordinates x, t (under Heisenberg time

evolution):

∂tqi(x, t) + ∂xji(x, t) = 0. (2.1)

with the densities that comprise the local conserved quantites, [H,Qi] = 0, as

Qi =

ˆ
dx qi(x), (2.2)

where the integral over x can be either a sum over a discrete infinite lattice or a

continuous integration over the real line, depending on the definition of the microscopic

model [this does not affect any of the concepts or results discussed in this review]. If

space and/or time is discrete, the partial derivatives are to be replaced by appropriate

finite-difference expressions in (2.1). A local density or current at x is an observable
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mainly supported on a neighbourhood of x. It is beyond the scope of this review to

fully specify the concept of locality, but we mention that we include the quasi-local

observables discussed for instance in [60,61].

The definition of charge densities (2.2) requires the choice of a gauge, as these are

always defined up to a total derivative with respect to space

qi(x)→ qi(x) + ∂xg(x) (2.3)

with g(x) a generic local operator. Partial gauge fixing is achieved by assuming, as

we do throughout this review, PT symmetry, meaning that both charge densities and

currents are invariant under simultaneous inversions of the signs of space and time∗.
This assumption can be fulfilled in a wide family of models with time-reversal invariant

Hamiltonian dynamics. We shall see later how this also implies the standard Einstein’s

relation between conductivity and diffusion constant. To our knowledge, the relevance

of PT symmetry to hydrodynamics was first pointed out in [62].

On the other hand, the stationary, homogeneous, ergodic states are the states

〈· · · 〉 = tr(ρ · · · ) (with trρ = 1), supported on the line R, which are invariant under

space-time translations, for instance

〈o1(x, t)o2(y, s)〉 = 〈o1(x+ z, t)o2(y + z, s)〉 = 〈o1(x, t+ z)o2(y, s+ z)〉, (2.4)

and clustering at large distances †,

〈o1(x)o2(y)〉 −−−−−→
|x−y|→∞

〈o1(x)〉〈o2(y)〉. (2.5)

These states are referred to as “ergodic” following the nomenclature in the context of

quantum statistical mechanics [63], where a weak condition of clustering is referred to

as ergodicity. Clustering is loosely connected to the more usual notion of ergodicity,

the equivalence of the time average with the ensemble average. Indeed, a theorem in

quantum spin chains shown in [64] says that, if uniform clustering holds outside of a

finite-velocity light-cone (for instance as a consequence of the Lieb-Robinson bound

[65]), for any local observable o(x, t), the time-averaged observable t−1
´ t

0
ds o(x, s)

has vanishing variance at large t in the state 〈· · · 〉. Mathematically, ergodic states

are important because they are extremal states: they cannot be written as convex

linear combinations of other states, and can always be used to decompose other states.

Physically, they appear to be the states which arise under relaxation.

Crucially, according to what is sometimes referred to as the “ergodic principle”,

there is a deep connection between the local conservation laws and the homogeneous,

stationary, ergodic states admitted by the system: the latter are all states that maximise

entropy under the conditions of fixed averages of all local conserved densities. Thus,

∗PT symmetry is an anti-linear involution that reverses the sign of space and preserves the algebra

of observables.
†Here and below, if the time coordinate is not written, time is set to 0.
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Figure 1. The maximal entropy states form a manifold M. The extensive conserved

quantities Qi describe its tangent spaces TMβ, and form a Hilbert space. The specific

description of the Hilbert space TMβ in terms of local observables may depend on the

point β.

formally, they are those with density matrices of the Gibbs form,

ρ =
1

Z
e−

∑
i β
iQi . (2.6)

These are conventionally referred to as Gibbs ensembles in non-integrable systems, where

a finite number of conservation laws exist, and generalised Gibbs ensembles (GGEs) in

integrable systems [66], admitting an infinite number of conservation laws. We will often

refer to them as maximal entropy states.

Although (2.6) is a convenient formal representation of the maximal entropy states,

for a universal theory of hydrodynamics, it does not matter how many conservation laws

there are, finite or infinite, and it does not matter if the density matrix may or may not

be written in the form (2.6), in terms of any “natural” set of conserved quantities with a

convergent sum. In all cases, the maximal entropy states are simply the homogeneous,

stationary, ergodic states, and their physical meaning is that they are the states that

are expected to be reached at very long times after local relaxation has occurred (see,

e.g. [6]). Their relation to the conserved quantities is rather a geometric re-interpretation

of (2.6): the conserved quantities Qi span the tangent space TMβ to the manifoldM of

maximal entropy states at the point whose coordinates are the conjugate thermodynamic

potentials β [67], see fig. 1. They form a Hilbert space, whose specific description may

strongly dependent on the exact way local densities cluster in the state β (this Hilbert

space is reviewed in sec. 3.4).

The above are the building blocks of hydrodynamics. In order to describe how

hydrodynamics emerges, we consider a state 〈· · · 〉 of the microscopic model, say

supported on the line R, and its evolution in time 〈eiHt · · · e−iHt〉. The state is not

necessarily stationary nor homogeneous, but should be ergodic (2.5). We are looking for

a theory describing the profiles of local observables and their correlations in space-time.

The hydrodynamic theory purports that for expectations of local observables on

large space-time scales, after local equilibration has occured, one may replace the initial

state and all of its time evolutes by a set of space-time dependent thermodynamic states,

see fig. 2,

{〈eiHt · · · e−iHt〉 : t ∈ R} → {〈· · · 〉x,t : (x, t) ∈ R2}. (2.7)

The thermodynamic state 〈· · · 〉x,t represents what the time-evolved initial state “looks

like” at sufficiently large space-time point x, t. Hydrodynamics further purports that we
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Figure 2. Cartoon representation of the hydrodynamic assumption, Eq. (2.7). An

initial non-equilibrium state is let to time evolve under Hamiltonian H. At large

times, the quantum state in each mesoscopic fluid cell (whose size is much larger than

microscopic scales and much smaller than the system size) is replaced by a large set of

local thermodynamic states. Each thermodynamic state at xk is determined solely by

the expectation values of the local densities of charges qi(x, t)|x=xk
and their spacial

derivatives ∂nxqi(x, t)|x=xk
.

may use the manifold of homogeneous, stationary, ergodic states to describe the map

x, t 7→ 〈· · · 〉x,t: we associate to it the density matrices

ρx,t =
1

Z
exp

[
−
∑

i

βi(x, t)Qi

]
(2.8)

or equivalently the Lagrange parameters βi(x, t)’s. More precisely, the state 〈· · · 〉x,t is

determined by the point βi(x, t) ∈ M and its local variation ∈ TMβ(x,t) as function of

x.

Physically, 〈· · · 〉x,t is the state in the mesoscopic fluid cell surrounding x, t. It

is a state supported on the line, which is the extension of the fluid cell around x, t.

The idea is that relaxation has nearly occurred in the cell, so the local thermodynamic

state is nearly homogeneous and stationary, and entropy has nearly maximised, while

keeping averages of extensive conserved quantities Qi fixed as they do not change under

mesoscopic-time evolution in the cell.

The actual mechanism for (near) local entropy maximisation depends on the type

of system at hand. In a classical system with non-fluctuating initial state, this is usually

seen as a consequence of ergodicity in time: one needs to perform a mesoscopic time

average, which then reproduces the ensemble average of the local thermodynamic state.

In a quantum system with pure initial state, the phenomenon of decoherence is involved

instead, without the need for a mesoscopic time average. An ensemble is generated by

virtue of the entanglement between the local cell and the rest of the system. The

entanglement entropy [4] of the mesoscopic cell measures the entropy of this local

ensemble. Quantum fluctuations are sufficient for entropy to maximise, without the

need for classical state fluctuations. If the initial state is itself an ensemble, then no

time average is needed in the classical case, and the concept of decoherence does not

have to be employed in the quantum case.

In the replacement (2.7), although the state 〈· · · 〉x,t is near to a maximal entropy

state (2.8), it should be emphasised that it is not equal to a maximal entropy state
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〈· · · 〉x,t 6= tr(ρx,t · · · ). Instead, the expectation value of every local observable is subject

to the hydrodynamic expansion, which is an expansion in the spatial derivatives of

βi(x, t)’s. That is, the expectation value of an observable at the point x and time t

does not depend only on the state at that particular point, but also on the nearby

points. In place of βi(x, t)’s, one may take the average densities qi(x, t) = 〈qi〉x,t’s as a

parametrisation, since they are physically more meaningful. Conveniently, one defines

the βi(x, t)’s by inverting the defining relation for density averages

qi(x, t) = tr(qiρx,t). (2.9)

By thermodynamics, the qi(x, t) are fixed by the local fluid-cell specific free energy

f(x, t). Then, one postulates for the average currents ji(x, t) = 〈ji〉x,t:

ji(x, t) = Ji[q•(x, t)]−
1

2

∑

j

D j
i [q•(x, t)]∂xqj(x, t) + . . . , (2.10)

which reflects that the expectation values of the currents at point x can be expressed

in terms of expectation values of the complete set of conserved charge densities q•(x, t)

in the vicinity.

The leading order, the Euler scale, is obtained from the local entropy maximisation

principle, because (2.10) should hold, as a particular case, in homogeneous, stationary

states. That is,

Ji[q•(x, t)] = tr(jiρx,t). (2.11)

Here the right-hand side is a function of the qi(x, t)’s via the change of variables from

βi(x, t)’s to qi(x, t)’s given by (2.9). If the state ρx,t involves few conserved quantities,

say the number of particles, the momentum and the energy, then the associated currents

tr(jiρx,t) are also fixed by the specific free energy f(x, t) [68] thanks to the Kubo-Martin-

Schwinger relation. More generally, however, it is a nontrivial problem to evaluate the

currents.

The next order in (2.10) is even more tricky, and will be one of the main topics of

our discussion. The matrix D j
i is the diffusion matrix, and is one of the transport

coefficients. As it relates the current, which describes the time variation of local

coordinates, to the spatial derivative of the state’s coordinates, it is a coupling between

tangent vectors and thus is related, geometrically, to the curvature of the state manifold

(this is discussed in [69]); see fig. 3. Similar expansions hold for any local observables,

and characterise the dynamics of the nearly-entropy-maximised states 〈· · · 〉x,t.
Once the hydrodynamic approximation (2.10) is made, the emergent large-scale

dynamics on 〈· · · 〉x,t can be deduced by using Eq. (2.1). By averaging over the fluid

cells, one can show that these imply that continuity holds for the averages of densities

and currents taken within the space-time dependent thermodynamic states:

∂tqi(x, t) + ∂xji(x, t) = 0. (2.12)

That is, the dynamics is transferred from that of the initial state 〈· · · 〉 on the line R,

with a very large number of degrees of freedom, to a dynamics on maximal entropy
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x
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Figure 3. In the hydrodynamic expansion, the current is determined not only by the

state in the fluid cell, but also by its local variation. This, geometrically, is related to

the curvature of the state manifold.

states, i.e. on βi(x, t)’s. Thus, the space of states at any given point x, t is much

smaller than the space of local observables there. The space of states is “as large as”

the space of conserved densities, and Eq. (2.1) gives, in principle, enough equations for

the emergent dynamics to be a well-posed initial-value problem. The reduction of the

number of degrees of freedom implied by the hydrodynamic approximation is the basis

for its predictive power.

Finally, restricting to the case of quantum and classical integrable models, an

important idea is that, thanks to factorised and elastic scattering, it is possible to pass

from a description in terms of many conservation laws to the quasiparticles or modes

of quantum integrability (or the solitons and radiative modes of classical integrability).

Quasiparticles are identified with the asymptotic objects forming the scattering states

of the many-body models. For each conserved quantity Qi there exists a function hi(θ),

where θ is the quasiparticle rapidity labelling its momentum, which is the value of

Qi carried by the asymptotic state θ (in models with bound states, multiple species

or auxiliary nested indices, θ is replaced by (θ, s1, s2, . . .), where si are discrete or

continuous extra quasiparticle labels). A maximal entropy state is then described by a

single function ρp(θ;x, t) characterising the distribution of rapidities in the state. This

determines the local charges (or equivalently, by thermodynamic relations, the βi(x, t),

see sec. 5.1),

qi(x, t) =

ˆ
dθ ρp(θ;x, t) hi(θ). (2.13)

In integrable models the above relation can always be inverted as the set hi(θ) is a

“complete” set of functions (in an appropriate sense).

This identification clearly also allows, in principle, to express the expectations of

current operators or other observables as functional of the root density ρp(θ;x, t), which

we will clarify in the coming sections. These functionals depend only on few details of

the model, as follows. In integrable models, quasiparticles give rise to stable excitations

on top of the maximal entropy state. These are characterized by their energy ε(θ) and

momentum k(θ). Further, the interaction in the model is characterised by the scattering

shift T (θ, α) incurred in vacuum two-body scattering: this is the log-derivative of the
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two-body scattering phase S(θ, α), as

T (θ, α) =
d

dθ

logS(θ, α)

2πi
. (2.14)

These quantities define the particular integrable model under consideration. Finally,

one of the central quantities, characterizing the hydrodynamics of integrable models, is

the effective velocity

veff(θ) =
∂ε(θ)

∂k(θ)
=
∂θε(θ)

∂θk(θ)
. (2.15)

Quasiparticles with a given rapidity θ can be seen as quasi-local wave packets, moving

with their group velocity veff(θ). Importantly, since there is a direct connection between

quasiparticles and local or quasilocal charges, the hydrodynamics of integrable models

can be seen in terms of kinetic flows of quasiparticles. For instance, the Euler-scale

currents are written in terms of the effective velocity, and the Euler-scale hydrodynamic

equation takes the kinetic form

∂tρp(θ;x, t) + ∂x(v
eff(θ;x, t)ρp(θ;x, t)) = 0. (2.16)

It turns out that such a “hydro-kinetic” duality is also present at the diffusive level and

plays an important role in the study of correlation functions, as we will explain.

3. The hydrodynamic perspective on correlation functions

If the steady state or the dynamics of the system is only slightly perturbed, its

out-of-equilibrium behaviour and hydrodynamics can be reduced to the multi-point

time dependent correlation functions at equilibrium. In this section we review the

fundamental concepts underlying the linear (and nonlinear) response regime and related

correlation functions in interacting many-body systems. This section is concerned with

the general hydrodynamic viewpoint, and does not depend on integrability. It overviews

structures and concepts based solely on general properties of many-body systems and,

at times, on the local entropy maximisation assumption at the basis of hydrodynamics.

We define basic transport coefficients, explain how they are related to conductivity and

the hydrodynamic equations, and recall their main properties. We then explain what

these imply for correlation functions and related quantities at large scales of space and

time. This is expected to be valid in a wide variety of many-body systems admitting

many conservation laws, integrable or not.

The hydrodynamic equations (2.12) with (2.10) form the basis for the study of many

phenomena far from equilibrium. For the purpose of studying correlation functions

and transport, an extremely fruitful method is to apply linear response theory to

this hydrodynamic description. Linear response theory assumes, of course, that the

dominant change of physical quantities is linear in the perturbation strength. In

combination with ideas of hydrodynamics, linear response is a very powerful method.

It gives quite precise predictions, for instance, for the large-scale profile of correlations
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in space-time, based solely on the knowledge of local thermodynamic averages and few

space-time integrated correlation functions – the transport coefficients. This is the

reduction of the number of degrees of freedom, at the level of correlation functions.

The transport coefficients are to be evaluated by microscopic calculations (analytically

if possible, or numerically), and are the model-dependent quantities. The large-

scale predictions then take universal forms in terms of transport coefficients, fixed by

hydrodynamics.

In order to implement this approach, one considers two separate ways of applying

linear response theory. Firstly, by doing a linear response analysis on the microscopic

dynamics of the model, using, in particular, the microscopic conservation laws

Eq. (2.1). This gives expressions for transport coefficients, which in turn determine

quantities important for non-equilibrium transport, for instance the conductivity and

the hydrodynamic equations. The second is by doing a linear response analysis of

the emergent hydrodynamic equations themselves, Eq. (2.12). This is the theory of

linearised hydrodynamics. It is this theory that gives universal results for correlation

functions at large scales, based on the linear response transport coefficients.

In sec. 3.1, linear response theory is used in order to derive the main transport

coefficients: the Drude weights and other Euler-scale hydrodynamic matrices, and the

Onsager matrix characterising the diffusive scale. In sec. 3.3, we discuss Einstein’s

relations for dynamical correlation functions, which give further intuition about the

transport coefficients and, by applying the linear response to the hydrodynamic

equations, predictions for the behaviours of correlation functions at large scales of

space-time. In sec. 3.4 and 3.5, transport coefficients and correlation functions are

analysed using the notion of hydrodynamic projection, which give rise to properties

of positivity, to lower bounds, and to the Boltzmann-Gibbs principle for two-point

correlation functions. sec. 3.6 explains how to take into account some nonlinear effects,

giving rise to general results for higher-point functions.

Under certain conditions, the linearised hydrodynamic description fails beyond the

Euler scale. This results in anomalous transport dynamics, which is considered in a

separate review in this special issue [70].

3.1. Conductivity from linear response: Drude weights and Onsager matrix

Two fundamental transport coefficients, which play a pivotal role in our analysis, are

the Drude weight and the Onsager matrix. As we will see, they are directly related to

the two orders of the hydrodynamic expansion of the average current in (2.10).

But perhaps the most physically transparent way of introducing them is by studying

the conductivity matrix σab(ω). It describes the linear response of the current jb to the

infinitesimal perturbation of the dynamics by a time-dependent “generalised” force,

coupled to a charge density qa. Consider an extended one-dimensional many-body

system with Hamiltonian H. Assume that it is in a homogeneous, stationary (for

H), ergodic state. The evolution from this state is now performed with the time
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dependent Hamiltonian Hδh(t) = H − δh(t)
´

dx xqa(x). The term δh(t)
´

dx xqa(x)

represents the external force applied to the system, a linear potential with time-

dependent strength δh(t). Because of this force, one expects currents to develop in

time – that is, additional contributions to currents potentially already present in the

original state. Time evolution of observables is given by the Heisenberg time evolution,

oδh(x, t) = T exp
( ´ t

0
ds i[Hδh(s), ·]

)
o(x), where T denotes time ordering.

We will assume, for simplicity, that the initial state is thermal, ρ ∝ exp(−βH),

and consider a general current jδhb (0, t). Note that the current may have a nonzero

value in the thermal state – for instance, the current of momentum, which is the

pressure, is generically nonzero. Let us consider the frequency dependence of the

conductivity, describing the response to the harmonic modulation of the external force

δh(t) = Re(δh exp(iωt)) for some δh ∈ C. The response of the current can be obtained

by perturbation theory, giving

〈jδhb (0, t)〉 − 〈jb(0, 0)〉 ∼ Re
[
δh exp(iωt)σab(ω)

]
+O(δh2) (t→∞) (3.1)

where

σab(ω) =
β

2

ˆ ∞
−∞

ds exp(−iω|s|)
ˆ ∞
−∞

dx

ˆ 1

0

dλ 〈ja(x, s− iβλ)jb(0, 0)〉c. (3.2)

In order to extend the time integral to the whole real line, we have used PT symmetry

[62]. Further, we used the Kubo-Martin-Schwinger (KMS) relation [71]: this allows the

commutator, coming from the linear expansion of P exp
( ´ t

0
ds i[Hδh(s), ·]

)
, to be recast

into an imaginary time evolution. The two-point function with such an imaginary time

evolution is sometimes referred to as the Kubo-Mori-Bogoliubov (KMB) inner product,

(o1(x, t), o2(0, 0)) =
´ 1

0
dλ 〈o1(x, t− iβλ)o2(0, 0)〉c.

The real part of the conductivity comprises two contributions, the Drude delta-

function peak at zero frequency, and the regular part:

Re(σab(ω)) = πβDabδ(ω) + σreg
ab (ω). (3.3)

The Drude weight Dab corresponds to the asymptotic, or time-averaged, value of the

current-current auto-correlation function,

Dab = lim
t→∞

1

2t

ˆ t

−t
ds

ˆ ∞
−∞

dx 〈ja(x, s)jb(0, 0)〉c. (3.4)

On the right-hand side, the KMB inner product has been reduced to the

connected corraltion function. This is argued as follows: the two-point function

〈ja(x, s− iβλ)jb(0, 0)〉c is uniformly bounded, and assuming that it is analytic in s in the

appropriate domain, we may deform the real-time contour by introducing vanishingly

small terms at Re(s) = ±t, and therefore cancel the λ dependence. The regular part at

ω = 0, the so-called DC conductivity, is obtained in the ω → 0 limit after the Drude
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weight is subtracted. One defines the Onsager matrix Lab = (2/β) limω→0 σ
reg
ab (ω), giving

Lab = lim
t→∞

ˆ t

−t
ds

(ˆ ∞
−∞

dx 〈ja(x, s)jb(0, 0)〉c − Dab

)
. (3.5)

Again on the right-hand side, the KMB inner product has reduced to the connected

correlation function. The argument is similar: assuming that the integrand of the s

integral has a finite, time independent large-|s| asymptotic value (given by Dab), then

we can deform the contour to obtain the usual connected correlation function.

Conductivity in thermal states is the most physically relevant. However, it is

possible to extend this calculation to GGEs instead of thermal states. Two major

differences appear: in the use of the KMS relation, currents associated not just to

time evolution by the Hamiltonian, but also by all conserved charges – generating

“generalised times” – appear; and the KMB inner product involves imaginary evolution

with respect to all generalised times whose generators are involved in the GGE (More

precisely, the KMB inner product involves imaginary evolution with respect to the

generalised time that generates the GGE). Such generalised currents jia(x, t), satisfying

i[Qi, qa(x, t)] + ∂xjia(x, t) = 0, exist if the charges are in involution, [Qi, Qa] = 0, and

are discussed in [72]. Thus we get

σab(ω) =
∑

i

βi

2

ˆ ∞
−∞

ds exp(−iω|s|)
ˆ ∞
−∞

dx(jia(x, s), jb(0, 0)) (3.6)

where the (generalised) KMB inner product, for a GGE exp
[
−∑i β

iQi

]
is

(o1(x, t), o2(0, 0)) =

ˆ 1

0

dλ 〈o1(x, et− iβλ)o2(0, 0)〉c. (3.7)

Here the vector notation is used for the set of generalised times (conserved quantities),

and e is the direction of the ordinary time (generated by H). From this, generalised

three-indices Drude weights Diab and Onsager matrix Liab give the delta-peak and regular

parts, Re(σab(ω)) =
∑

i β
i
(
πDiabδ(ω) + 1

2
Liab

)
+ o(ω), with

Diab = lim
t→∞

1

2t

ˆ t

−t
ds

ˆ ∞
−∞

dx (jia(x, s), jb(0, 0)) (3.8)

Liab = lim
t→∞

ˆ t

−t
ds

(ˆ ∞
−∞

dx (jia(x, s), jb(0, 0))− Diab

)
. (3.9)

In these expressions, it is not possible to reduce the KMB inner product by time-integral

contour deformations, because generalised times are involved. Omitting the first index

i, one recovers the ordinary Drude weights, Onsager matrix and currents.

Five comments are here in order.

First, requesting PT symmetric charges is necessary in order to obtain the above

expression for the Onsager matrix. If the conserved densities and currents, and the state,

are not PT -symmetric, a different expression for the regular part of the conductivity

arises. While for generic Hamiltonian systems it is expected to be always possible to
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choose such a gauge, this may not be the case in Non-Hermitian and open quantum

systems, where the relation between Onsager and diffusion matrix is indeed exptected

to be more involved.

Second, the Onsager matrix is always zero in free systems, that is whenever the

corresponding quasiparticles scatters trivially, with zero differential phase shift. A

positive non-zero Onsager matrix is therefore a clear sign of the presence of non-trivial

interactions within the system. It has been suggested that it can be used to distinguish

between interacting and non-interacting integrable systems [73]. We will see below how

this relates to other ways of characterising the presence of interactions in many-body

systems.

Third, although the Drude weights are expected to be finite or zero in a large

family of systems, there is no guarantee that the Onsager matrix is finite. In fact,

in non-integrable systems with a conserved momentum, it is argued to be infinite by

nonlinear fluctuating hydrodynamics [74], or by projection and the structure of three-

point functions [69]. In integrable spin systems with non-abelian symmetry, it is also

found to be infinite [75–79], and the ensuing superdiffusion is the suject of another

review [70]. For most, or all currents in most integrable systems, however, it is finite,

and exactly calculable.

Fourth, as discussed in other sections in this review, one can bound and/or

evaluate both for the Drude weight and the Onsager matrix by projecting the currents

onto conserved quantities. Using projection, provided that considered charges are

in involution, the reduction of the KMB inner product to the connected correlation

function follows even in GGEs. Such projections evaluate both the (generalised) Drude

weights and Onsager matrix in integrable systems, but only bound the latter away from

integrability.

For the hydrodynamic theory and for the study of correlation functions, which are

the focus of this review, the relevant objects are the ordinary (non-generalised) Drude

weights and Onsager matrix elements, evaluated within GGEs:

Dab = lim
t→∞

1

2t

ˆ t

−t
ds

ˆ ∞
−∞

dx (ja(x, s), jb(0, 0)) (3.10)

Lab = lim
t→∞

ˆ t

−t
ds

(ˆ ∞
−∞

dx (ja(x, s), jb(0, 0))− Dab

)
. (3.11)

Finally, let us mention that expression for Drude weights can be obtained in two

alternative ways, which do not require the time dependent driving force. Firstly, we

can consider the rate at which the current increase in the presence of a small, time

independent external force δh(t) = δh [46], which yields

βDab = lim
t→∞

1

t

[
∂δh〈jδhb (0, t)〉

]
δh=0

. (3.12)

Secondly, the Drude weight correspond to the total asymptotic current jb, in the bi-

partition protocol in which the left and the right side of the system are prepared in

states with a slightly different values of generalised temperatures δβa, associated with
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charge qa [80]

Dab =
∂

∂δβa

(
lim
t→∞

1

t

ˆ
dx 〈jb(x, t)〉

)
. (3.13)

3.2. Hydrodynamics from linear response: Euler currents and diffusion

Coupling the dynamics to a gradient potential implements a force, leading to the

conductivity matrix. But it is also possible to generate currents by evolving with

the unperturbed dynamics H from a deformed state. This is more natural in the

context of connecting transport coefficients to the hydrodynamic equations. Indeed,

the homogeneous and stationary state 〈· · · 〉 evolves trivially (as it is stationary!), and

the most basic context for hydrodynamics is the emergent dynamics for H, from a state

that is not stationary and homogeneous, but that varies only on large scales. One

way of deriving the hydrodynamic equations is therefore to deform the stationary and

homogeneous state 〈· · · 〉 to a slowly varying state, with a gradient in the Lagrange

parameters.

Therefore, consider

ρδβ = exp
[
−
∑

i

ˆ
dx (βi + δβix)qi(x)

]
. (3.14)

Physically, for finite δβi’s, at large times currents become large if the system admits

ballistic transport for the corresponding charges, because of the large (infinite) amount

of discrepancy between the charges present in the left and right semi-infinite regions of

the initial state (3.14). Subleading long-time contributions are controlled by diffusion.

In order to see this at leading order in δβi we perform a simple perturbative calculation,

which shows that

〈ji(0, t)〉δβ = 〈ji〉+
δβl

2

ˆ t

−t
ds

ˆ
dx (jl(x, s), ji(0, 0)) +O

(
(δβ)2

)
(3.15)

〈qi(0, t)〉δβ = 〈qi〉+ t δβlBli +O
(
(δβ)2

)
. (3.16)

Here and at various instances below, for lightness of notation we use implied summation

over repeated indices (unless otherwise specified). These expressions involve the

generalised KMB inner product (3.7), as a consequence of perturbation theory applied to

the exponential (3.14). We again used PT symmetry in order to symmetrically extend

the time integral. We have introduced the hydrodynamic B matrix

Bli =

ˆ
dx (jl(x, s), qi(0, 0)) = − ∂

∂βi
〈jl〉 (3.17)

The independence on s follows by using homogeneity, stationarity, the conservation law

(2.1) and clustering of correlation functions. By comparing (3.15) with the expression

for the Drude weight (3.10), we see that the current indeed grows linearly in time,

at this order in δβl’s, if δβlDli is nonzero. The charge density also grows linearly

in time if it overlaps, in the sense of having nonzero susceptibility, with δβljl. We
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note that, as a consequence of general properties of clustering states, the B matrix is

symmetric [39,62,81–83]

Bij = Bji. (3.18)

In order to obtain the hydrodynamic equations, we need to recover the expansion

of the average current (2.10). For this purpose, we imagine that at long time in

the above linear-response problem, we have reached the hydrodynamic limit, and

we simple need to express 〈ji(0, t)〉δβ in terms of 〈qi(0, t)〉δβ. More precisely, the

hydrodynamic expansion of the current is obtained in the limit where δβi’s are sent

to zero, before t → ∞, much like in the conductivity analysis. This is to be

done order by order: we keep only the zeroth and first order in δβi’s, on which we

take the infinite-time limit. By construction, as the unperturbed state is a maximal

entropy state, we have 〈ji〉 = Ji[〈q•〉] = Ji[〈q•(0, t)〉δβ − tδβlBl•] (see (2.13)), which

we expand in δβl. The result ji = limt→∞ 〈ji(0, t)〉δβ
∣∣
zeroth, first orders, in terms of

qi = limt→∞ 〈qi(0, t)〉δβ
∣∣
zeroth, first orders, is then

ji = Ji[q•] +
δβl

2
lim
t→∞

ˆ t

−t
ds
(ˆ

dx (jl(x, s), ji(0, 0))− A j
i Blj

)
. (3.19)

Here we have introduced yet another hydrodynamic matrix, the flux Jacobian, the

variation of the average currents in a maximal entropy state with respect to the average

conserved densities:

A j
i =

∂Ji[q•]

∂qj
. (3.20)

Comparing the right-hand side of (3.19) with the expression for the Onsager matrix

(3.11), we see that the integral may exist only if we have the identity

Dil = A j
i Blj. (3.21)

We will explain below how this identity follows from projection principles. Then, with

the expression for the Onsager matrix (3.11), we obtain

ji = Ji[q•] +
1

2
Lilδβ

l. (3.22)

In order to recover the more standard form of the hydrodynamic current (2.10), in

terms of the charge density gradients, we perform perturbation theory for 〈qi(x, t)〉δβ
and set qi(x) = limt→∞ 〈qi(x, t)〉δβ

∣∣
zeroth, first orders. The result is

∂xqi(x) = −δβlCli (3.23)

where we have introduced our final hydrodynamic matrix, the static covariance matrix

Cli =

ˆ
dx (ql(x, 0), qi(0, 0)) = − ∂

∂βi
〈ql〉 (3.24)
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which is symmetric and positive. The hydrodynamic current is obtained under the

definition

D j
i = LilC

lj (3.25)

for the diffusion matrix, where we use Einstein’s notation for inverse tensors,

CilC
lj = CjlCli = δji . (3.26)

We note that using the static covariance matrix and the chain rule of differentiation, we

have, in matrix notation, B = AC and therefore

D = BC−1B = A2C. (3.27)

Using the hydrodynamic expansion for the current (2.10), along with the flux

Jacobian and diffusion matrix defined above, one then obtains the “quasi-bilinear” form

of the diffusive-order hydrodynamic equations,

∂tqi + A k
i ∂xqk −

1

2
D k
i ∂

2
xqk −

1

2
D kl
i ∂xqk∂xql = 0 (3.28)

where

D kl
i =

∂D k
i

∂ql
. (3.29)

The hydrodynamic equations have been discussed in many textbooks. Their

“universal” form Eqs. (2.10) and (2.12), or equivalently Eq. (3.28), has been discussed

in the context of particle systems with many conservation laws, see for instance the

textbook [52] and the important studies [81, 82]. The GHD lecture notes [84] give a

presentation nearer to the one shown here. The properties satisfied by the hydrodynamic

matrices, in particular by the flux Jacobian A, are crucial for the consistency of the

hydrodynamic equations, as discussed in [81, 82] (see also [84]), and, with additional

terms representing external forces, in [68]. Hydrodynamic matrices and their physical

applications are also discussed in [74, 80] (some of which is reviewed below). It has

been suggested that one may characterise the microscopic model as admitting nontrivial

interactions by properties of the hydrodynamic matrices. As mentioned in sec. 3.1,

in [73] it is suggested that the absence of diffusion indicates that there is no nontrivial

interaction. Other ways of characterising the presence / absence of interactions have

been proposed. In [85] it is proposed that in the absence of interactions, the current

observables are themselves, in an appropriate gauge, conserved densities, see sec 3.4 for

a more precise statement. In [86], it is suggested that in non-interacting models, by

contrast to interacting models, the flux Jacobian A is independent of the state, and thus

the hydrodynamic equations are linear. Both notions are clearly related, and both are

related to the absence of diffusion, as we will see in sec. 3.5.

Finally, we mention that by the symmetry of the static covariance C, and of the

current susceptibility B (Eq. (3.18)), two functions of the Lagrange parameters are

guaranteed to exist: the specific free energy f, which generates averages of conserved
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densities in maximal entropy states, and the free energy flux g, which generates average

currents:

∂f

∂βi
= 〈qi〉,

∂g

∂βi
= 〈ji〉 (〈· · · 〉 a maximal entropy state). (3.30)

In particular, if the state involves only, say, the number of particles Q0, the momentum

Q1 and the energy Q2, then g = −β1f/β2 [68]. For integrable systems, see sec. 5.1.

3.3. Einstein relation and the dynamical structure factor

The connection between the response of the system to external forces and diffusion of

Brownian particles was first established by Einstein [87]. In this section we shall show

that the transport coefficients are indeed related to the dynamical correlation functions

of the system, which express the linear response to external perturbations.

In the previous section we have seen that similar response functions are obtained to

either an external force, or to a charge gradient in the initial state. We now consider the

response of the system to a local change in the initial state. In particular, we explain how

the late-time dynamics, under such a local perturbation, is governed by the propagation

velocities, and by the nature of charge spreading around these velocities, in analogy

with Brownian particles. We show that these are encoded by the flux Jacobian A and

the Onsager matrix L.

We consider the dynamical structure factor

Sij(x, t) = 〈qi(x, t)qj(0, 0)〉c, or Sij(x, t) = (qi(x, t), qj(0, 0)). (3.31)

The calculations below hold for both definitions, in terms of the connected correlation

function and of the KMB inner product (3.7). The latter definition is more appropriate

in the generic quantum case – in particular, it is a real quantity – but, as per the

discussion in sec. 3.1, in integrable systems, with all charges being in involution, all

conclusions below hold for the former as well. Note that by definition of the static

correlation matrix and time-independence of the conserved quantities, the dynamical

structure factor is normalised as

ˆ
dxSij(x, t) = Cij. (3.32)

The dynamical structure factor characterises the distribution of charge at time t,

given that a small, localised perturbation was applied to the initial state at space-time

point (0, 0). Here what is important is not the explicit implementation of the physical

process of modifying the initial state, as done in the previous sections, but rather the

representation of this change by the insertion of a local density field at (0, 0). In sec.

3.4 we will explain how the dynamical structure factor is a crucial building block for the

general question of correlations between local perturbations and local probes.

Much like for the Brownian particle, let us consider the second moment of the

distribution (3.31). The dependence of the second moment on time characterizes
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the dynamical universality class – the transport coefficients. Through the continuity

equations, and using PT symmetry, one can establish the relation between the current-

current correlation function and the second moment of the dynamical structure factor

(here written for the KMB inner product) [52,62]:

1

2

ˆ
dx x2

(
Sij(x, t) + Sij(x,−t)− 2Sij(x, 0)

)
=

ˆ t

0

ds

ˆ t

0

ds′
ˆ

dx (ji(x, s), jj(0, s
′)).

(3.33)

Using the definitions for the Drude weights (3.10) and Onsager matrix (3.11), the

asymptotic at long times of the right-hand side is readily obtained:

1

2

ˆ
dx x2

(
Sij(x, t) + Sij(x,−t)

)
= Dijt

2 + Lijt+ o(t). (3.34)

This expression can be understood as a generalization of the Einstein relation. The

term that is proportional to t2 indicates a linear growth of the distribution support in

space, representing the ballistic propagation (along straight lines of fixed velocities) of

charges from the initial disturbance. This is controlled by the Drude weights. The term

proportional to t represents the diffusive expansion around this ballistic propagation.

One can build more intuition about the hydrodynamic manifestation of transport

coefficients by considering the space-time profile of the function Sij(x, t). Consider first

the simple case of diffusive propagation of a single mode. Standard arguments suggest

that the distribution arising from the Brownian motion in a linear flow is a Gaussian

centered around the velocity v of linear propagation, with a width that grows as a

square-root in time:

S(x, t) =
χ√

2πD|t|
exp

(
− (x− vt)2

2D|t|
)
. (3.35)

Using the normalisation (3.32), the coefficient χ equates the (1 by 1) static covariance

matrix χ = C. For this distribution, the left-hand side of (3.34) then evaluates to

Cv2t2 + CD|t|. Using the form of the Onsager matrix (3.25), we identify the diffusion

constant with the (1 by 1) diffusion matrix D = D, and using the form (3.27) of the

Drude weight, we identify the propagation velocity with the (1 by 1) flux Jacobian

v = A.

In the case of multi-components fluids, correlation functions (3.35) are instead

given by a superposition of all terms with different velocities (that can take arbitrarily

small values) and different diffusion constants. Thus, the decay is in 1/
√
t along these

velocities, and exponential otherwise. In particular, if a continuum of modes exist, as

in integrable systems, then by contrast from the single or few-mode cases, correlation

functions decay as 1/t throughout the space-time region where these modes propagate,

which can be deduced by taking into account the conservation law
´

dxS(x, t) = const..

We shall see this in more details in the following. See fig. 4.

The simple form (3.35) can be extended to multiple-component hydrodynamics,

Sij(x, t), by applying linear response theory to the hydrodynamic equations themselves.
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Figure 4. Decay of correlation functions in the cases of few diffusive hydrodynamic

modes (left) and a continuum of hydrodynamic modes (right).

That is, consider the form (3.28) of the diffusive-order hydrodynamic equations, and the

response of the average charge density qi(x, t) to a small, local perturbation at (0, 0),

on top of a homogeneous initial state. In general the small perturbation of strength ε

has the form qεi(x, t) = qi + ε(qi(x, t), o(0, 0)) for some local observable o(0, 0). Suppose

o = qj. Then to leading order in ε one only keeps the terms of Eq. (3.28) that are linear

in densities, giving

∂tSij(x, t) +

(
A k
i ∂x − sgn(t)

D k
i

2
∂2
x

)
Skj(x, t) = 0 (at large scales). (3.36)

Note how the irreversibility of the hydrodynamic equation had to be taken into account:

the response of qi(x, t) can be evaluated for a perturbation “in the past” only. In the

single-component case, the solution is (3.35). Eq. (3.36) is the emergent dynamical

equation for the propagation of correlations at large scales of space-time. Recall how the

transport coefficients in (3.34) and those in (3.36) are related: D = A2C, and L = DC.

We also emphasise that, in general, A and D depend on the background state on which

the dynamical structure factor is evaluated.

Eq. (3.36) is to be interpreted in an appropriate fashion. It was not derived from

arguments based on a microscopic analysis; instead, it was derived by linear response of

the hydrodynamic equation, hence it is based on the hydrodynamic principles. Thus, it is

to be interpreted as being valid at large scales of space and time only. It is not so simple

to make a precise statement about what this large-scale regime is. In general, the large-

scale limit should include an appropriate fluid-cell averaging, so as to take away possible

oscillations which are not described by Euler- and diffusive-scale hydrodynamics. One

way of doing this is to consider the Fourier transform

Sij(k, t) =

ˆ
dx eikxSij(x, t), (3.37)

in an appropriate expansion as k → 0 and t→∞.

In particular, the Euler scale is with κ = kt fixed. More precisely, the Euler

scaling limit (3.59) below, which is the time average on all t of (3.37) at κ = kt fixed,

is shown rigorously in [64] to satisfy the Fourier transform of the Euler-scale part of

Eq. (3.36). In [64] it is in fact shown that the existence of the limit in this formulation

is not necessary in order for results to apply; one may consider the notion of generalised
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(or Banach) limit. There are other ways of formulating the Euler scaling limit, which

may be simpler or more explicit. For instance, one formulation is an explicit fluid-cell

averaging on the space-time cell [−a`, a`]2 around the point (`x, `t), in the limit of large

scales `→∞, and then of small fluid cell with respect to this large scale a→ 0+ (that

is, of a mesoscopic fluid cell):

lim
Eul

Sij(x, t) = lim
a→0+

lim
`→∞

`

ˆ a`

−a`

dy

2a`

ˆ a`

−a`

ds

2a`
Sij(`x+ y, `t+ s). (3.38)

Note that the large-` space-time average is expected to decay as 1/`, hence the factor

` is introduced to make the Euler scaling limit finite. This is expected to have the

form t−1 times a function of ξ = x/t. Usually, the double limit formulation can be

weakened to a formulation where the fluid cell on which the average is taken is the cell

[−`ν , `ν ]2 around (`x, `t), for appropriate 0 < ν < 1; in this case a single limit on `

is required. How large ν is chosen depends on the corrections to the Euler scale; for

instance, for diffusive correction, we must have ν > 1/2. In some cases, such for particle

density correlations in the hard-rod gas, it appears not to be necessary to perform the

time averaging. In some situations, in integrable models, it may be that no fluid-cell

averaging is actually required at all, in which case we would have

Sij(x, t) ∼ lim
Eul

Sij(x, t) (x, t→∞, ξ = x/t fixed), (3.39)

indicating a decay as 1/t of the dynamical structure factor.

It is a simple matter to give a formal solution to (3.36), by exponentiation of

the matrices involved. This is most clearly expressed for the Fourier transform (3.37).

Taking into account the normalisation (3.32),

Sij(k, t) =
(

exp
[
iAkt− D

2
k2|t|

]
C
)
ij

(k → 0, t→∞). (3.40)

As emphasised, this is to be interpreted as an appropriate expansion as k → 0, t→∞.

The solution to (3.36) implies that we may have k-dependence, C being replaced by C(k),

with C(0) = C by the normalisation (3.32). But by PT symmetry, C(k) = C + O(k2),

thus the expansion (3.40) holds up to the diffusive order. In the Euler scaling limit

expressed in (3.38), the result is simply

lim
Eul

Sij(x, t) =
(
δ(x− At)C

)
ij
. (3.41)

By a change of basis in the space of conserved densities, it is possible to bring the

term involving a single derivative in diagonal form,

R a
i A b

a (R−1) j
b = δji v

eff
i (no summation on i). (3.42)

The eigenvalues (or more generally, elements of the spectrum) veff
i are interpreted as the

state-dependent propagation velocities of the fluid’s normal modes ni,

ni = R b
i qb. (3.43)
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Figure 5. Cartoon representation of Eq. (3.36): the leading correlation between

conserved densities comes from waves emanating from the local disturbance,

propagating at a velocities in the spectrum of A and spreading diffusively as controlled

by D.

Assuming that the velocities are nondegerate it can be shown that normal modes are

orthogonal
´

dx 〈na(x)nb(0)〉c = δab, implying that

RCRT = 1. (3.44)

Using the symmetry (3.18) of the B matrix and positivity of C, it is possible to show

that the spectrum of A must be real [81,82,84].

Eq. (3.36) indicates that correlations are strong along the velocities corresponding

to fluid normal modes, and spread diffusively around this. These normal modes are

here manifested as Euler-scale “linear waves” emanating from the disturbance at (0, 0)

– waves formed by linear-order perturbations on top of a background. They give rise

to the leading correlations at large scales, see fig. 5. For instance, in conventional (one-

dimensional) fluids, with, say, conserved particle number, momentum and energy, there

are three normal modes: two sound modes typically with equal and opposite velocities at

equilibrium, and the heat mode typically with vanishing velocity. In this case, Eq. (3.41)

shows that the Euler scaling limit is a distribution, indicating that correlation functions

vanish faster than 1/t away from these velocities (supposedly exponentially), and slower

than 1/t at these velocities (with the diffusive form of the hydrodynamic equations

(3.36), it is t−1/2). We note that in general, the diffusion matrix is not diagonal in the

basis of the Euler-scale normal modes, and thus (super-)diffusive spreading is intricate.

See [62] for discussions and sec. 7.3 below. As mentioned above, if continuum of modes

with distinct velocities is present, the decay of correlation functions inside of the maximal

light-cone is governed by a 1/t power-law.

Finally, it is worth noting that one can apply linear response theory on top of fluids

with large-scale motion. If the background densities qi(x, t) are space-time dependent,

then the linear response at space-time point x, t to a local disturbance at (0, 0) can

be written in the form qεi(x, t) = qi(x, t) + ε(qi(x, y)o(0, 0)) + O(ε2) for appropriate

local observable o(0, 0), where the KMB inner product is with respect to the initial

state (with Euler scaling of the initial state, it is with respect to the local state at

(0, 0)). Keeping only the Euler scale (first-order derivative) for simplicity, and using the

symmetry property ∂qkA j
i = ∂qjA

k
i , the result from expanding (3.28) to linear order in
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ε is

∂tSij(x, t) + ∂x
(
A k
i (x, t)Skj(x, t)

)
= 0 (Euler scale, non-stationary). (3.45)

This is expected to hold for the non-stationary Euler scaling limit

lim
Eul

Sij(x, t) = lim
a→0+

lim
`→∞

`

ˆ a`

−a`

dy

2a`

ˆ a`

−a`

ds

2a`
〈qi(`x+ y, `t+ s)qj(0, 0)〉c` (3.46)

where 〈· · · 〉` = tr(ρ` · · · ), and we may take

ρ` ∝ exp
[
−
ˆ

dx βi(x)qi(`x)
]
. (3.47)

Again, if no fluid-cell averaging is required then we simply have

〈qi(`x, `t)qj(0, 0)〉c` ∼ `−1 lim
Eul

Sij(x, t) (`→∞). (3.48)

In general, (3.45) is much harder to solve, however we will see in sec. 5.5 how in

integrable models there is an integral-equation solution to this initial-value problem.

3.4. Projections, bounds and the Boltzmann-Gibbs principle at the Euler scale

Now we will discus how to use the microscopic features of dynamical systems, such

as the properties of conservation laws, to obtain explicit expressions for transport

coefficients and large scale dynamics of correlation functions at the Euler scale. One of

the most powerful concepts in the non-equilibrium statistical mechanics of many-body

systems is that of projections. The basic idea is to describe the emergent dynamics by

projecting onto the large-wavelength, low-frequency subspace of observables, and extract

the dynamical equations and large-scale physics that pertains to this subspace. This

idea can be argued to be the precursor to the renormalisation group in quantum field

theory and emergent phenomena. It allows a treatment of linearised hydrodynamics

– the results of linear response theory as applied to hydrodynamics – that does not

actually rely on the physical principle of linear response, and that can be brought

to a mathematically rigorous form. Hydrodynamic projections also give a number of

results that we mentioned without proof in the previous sections: the reduction of the

KMB inner product in the Drude weights and Onsager matrix to connected correlation

functions in sec. 3.1, and the imporant relation (3.21) between hydrodynamic matrices.

In this section we describe some of the general results from hydrodynamic projections

at the Euler scale.

The starting point is the construction of a new space of observables, that of extensive

observables, and their associated inner product. Here we concentrate on connected

correlation functions instead of the generalised KMB inner product (3.7), but results

are expected to hold in the KMB formulation as well.

Before making this construction, we recall a standard construction in statistical

mechanics. On the space of local observables, connected correlation functions
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〈o†1(x)o2(0)〉c form a pre-inner product; it is positive semi-definite by positivity of

the state. It becomes an inner product when zero-norm observables are moded

out (usually only operators proportional to the identity, which obviously have zero

connected correlation functions), and the resulting space of equivalence classes is Cauchy

completed, with respect to the norm induced by the pre-inner product, to some Hilbert

space H. This is essentially the Gelfand-Naimark-Segal construction (see e.g. [63]).

The same principles can be used at infinite wavelenght. Consider the “1st order”

hydrodynamic pre-inner product on the space of local observables [69], defined by spatial

integration of connected correlation functions

〈o1, o2〉 =

ˆ
dx 〈o†1(x)o2(0)〉c. (3.49)

One can show that this pre-inner product is positive semi-definite [67]. It is clear that

total derivatives of local observables have zero norm under it. Thus any representative of

an equivalence class is defined up to addition of total derivatives. This suggests that the

equivalence class of o(x) can be identified with its corresponding extensive observable,

its spatial integral, as indeed this spatial integral formally does not change by addition

of total derivatives to o(x). It is in fact convenient to define the complete space of

extensive observables H′ as the resulting space of Cauchy-completed equivalence classes,

which we will denote by capital letters, e.g. O ∈ H′. Intuitively, these are observables

growing extensively with the system size, but the above formal definition does not

require such a finite-size analysis. The passage from local observables to equivalence

classes after “integrating out” a group action – here that of space translations – is

dubbed “hydrodynamic reduction” in [69], and is a process that is claimed to reveal the

Hilbert space structures underlying the various hydrodynamic orders.

For convenience of notation, the equivalence class of a local observable o(x) may

be denoted∗ O =
´

dx o(x). Then, by definition of equivalence classes, we have

〈O1, O2〉 = 〈o1, o2〉, and we extend the meaning of 〈O1, O2〉 by continuity to all elements

of H′. This provides H′ with a Hilbert space structure. We will also use the integral

symbol in the usual way when considering correlation function of local observables,

hence we write in various ways 〈O1, O2〉 = 〈o1, o2〉 = 〈o1O2〉c = 〈O1o2〉c depending on

the intended emphasis.

It is shown in [67] that the space H′ is in bijection with the space of pseudolocal

observables, a concept first introduced by Prosen that has played such an important

role in the understanding of generalised thermalisation, see the review [60]. We can in

particular recast the hydrodynamic B and C matrices, Eqs. (3.17), (3.24), in terms of

this inner product:

Bli = 〈jl, qi〉, Cli = 〈ql, qi〉. (3.50)

As proven in [64] in the context of quantum chains, time evolution can be transferred

∗In this notation, the integral symbol has the meaning of the map
´

dx : o(x) 7→ O from local

observables o(x) to their equivalence classes O = o(x)+N , where N is the subspace of local observables

that is null under 〈·, ·〉. This map indeed satisfies the basic expected properties of a total integral.
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to a one-parameter group of unitary operators τt acting on H′ (and we will naturally

denote O(t) = τtO). Thus we may time-evolve extensive observables unitarily. Unitarity

is here not related to the quantum nature of the system; it is a consequence of general

properties of the state including stationarity, and holds for classical systems as well.

With unitarity, strong results are available from functional analysis, such as

von Neumann’s ergodic theorem [88]. For instance, consider the closed space of all

time-independent extensive observables, Hbal = ∩tker(τt). The index “bal” refers to

“ballistic”, as this Hilbert space will be seen to be the space of emergent, ballistic

degrees of freedom at the Euler scale. In particular, projection onto Hbal can be shown

to arise under time averaging, for arbitrary extensive observables O1, O2 [64]:

lim
t→∞

1

2t

ˆ t

−t
ds 〈O1(s), O2〉 = 〈PO1,PO2〉, P : H′ → Hbal. (3.51)

What are more precisely the time-independent extensive observables Hbal? Clearly,

if q(x, t) is a local observable that satisfies a conservation law such as in Eq. (2.1),

then Q(t) =
´

dx q(x, t) is an element of H′ that is independent of t, according to our

general definitions, and thus Q ∈ Hbal. Thus, naturally, the conserved quantities Qi

already discussed in sec. 2 are elements of Hbal. It turns out that the most accurate

definition of the space of extensive conserved quantities, from the viewpoint of linearised

hydrodynamics, is obtained by inverting this argument: it is exactly the Hilbert space

Hbal of time-independent extensive observables defined above. The discrete set Qi can

be rigorously taken as a discrete basis for the countable-dimensional Hilbert space Hbal.

The local and quasi-local conserved quantities constructed by transfer-matrix methods

in integrable systems [60] are expected to form a good basis, although there is no proof

yet of this. In any case, using the basis of Qi’s, the projection is explicitly written as

PO = QiC
ij〈Qj, O〉. (3.52)

From this, taking into account the inner-product form (3.50), one can easily

translate the Drude weights definition (3.10) as an inner product of projected currents,

and obtain

Dab = 〈PJa,PJb〉 = BaiC
ijBjb. (3.53)

This shows (3.21) and (3.27), and further implies that the Drude matrix is positive

semi-definite,

D ≥ 0. (3.54)

Drude weights (as well as the Onsager matrix) take an even more suggestive form in the

basis of normal mode densities na (3.44), or their extended versions Na =
´

dxna(x, 0)

(3.43). Due to orthogonality, we have

Dkl = 〈jk, na〉I〈na, jl〉I = 〈jkNa〉c〈Najl〉c. (3.55)

One may not know a complete basis of conserved quantities Qi, but the projection

mechanism guarantees that any subset provides a lower bound for the matrix. In
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particular, any diagonal Drude weight is bounded by any conserved quantity Q as

Dii ≥
|〈Ji, Q〉|2
〈Q,Q〉 . (3.56)

This is an example of the Mazur bound [89], which has been an extremely powerful tool

in the study of ballistic transport, see for instance the reviews [60,90].

Perhaps surprisingly, it is possible to extend this projection analysis to the full

Euler scale of linearised hydrodynamics. This includes not only correlation functions of

conserved densities, the terms of Eq. (3.36) which are first-order in derivatives, but also

correlation functions of arbitrary local observables:

So1,o2(x, t) = 〈o†1(x, t)o2(0, 0)〉c. (3.57)

The generalisation of the projection relation (3.51) to such correlation functions may be

referred to as the Boltzmann-Gibbs principle∗. A precise form of this principle, which is

shown rigorously in the context of quantum spin chains [64], is expressed for the Fourier

transform at wave number k:

So1,o2(k, t) =

ˆ
dx eikxSo1,o2(x, t), (3.58)

after time averaging at fixed κ = kt,

lim
Eul

So1,o2(κ) = lim
t→∞

1

2t

ˆ t

−t
ds So1o2(κ/s, s). (3.59)

The Boltzmann-Gibbs principle expresses the fact that projection to the conserved

quantities occur for arbitrary κ ∈ R,

lim
Eul

So1,o2(κ) = lim
Eul

SPo1,Po2(κ) = 〈o1, qi〉Cij lim
Eul

Sjk(κ) Ckl〈ql, o2〉. (3.60)

Physically, this says that the leading large-wavelength, long-time correlation

between local observables is due to the propagation of linear waves between these

observables, and that the set of such linear waves is identified with the space of extensive

conserved quantitiesHbal. As this holds for arbitrary local observables, we conclude that

the space Hbal is the space of emergent dynamical degrees of freedom at large scales of

space-time: the ballistic waves. Reading formula (3.60): a wave is created by the

“disturbance” o2(0, 0), represented by the projection Po2; it propagates in space-time,

represented by the dynamical structure factor Sij(κ); and it is observed by the “probe”

o1(x, t), represented by projection Po1. See fig. 6. With the exponential solution (3.40),

the Boltzmann-Gibbs principle gives (in matrix notation)

lim
Eul

So1,o2(κ) = 〈o1, q〉 · C−1 exp[iAκ]〈q, o2〉 (3.61)

∗This principle is widely studied in the context of interacting stochastic particle systems with few

conservation laws, see for instance [91]. However, it is expected to be more generally applicable to

many-body systems, stochastic or deterministic, at the Euler hydrodynamic scale.
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Figure 6. Cartoon representation of Eq. (3.60). The observable o2(0, 0) produces

a generic disturbance of the state which slowly projects onto fluid modes. These

propagate, and influence the observable o1(x, t) via its projection onto fluid modes.

This is what produces the leading large-scale correlation between arbitrary observables.

Using instead the space-time form of the Euler scaling limit, with (3.41), the Boltzmann-

Gibbs principle becomes

lim
Eul

So1,o2(x, t) = 〈o1, q〉 · C−1δ(x− At)〈q, o2〉. (3.62)

As mentioned, in general it is necessary, in the Euler scaling limit, to perform an

appropriate fluid cell averaging, in order to “wash out” possible oscillations that are

not described by the Euler scale. Nevertheless, the direct asymptotic, without fluid cell

averaging,

So1,o2(x, t) ∼ lim
Eul

So1,o2(x, t) (x, t→∞, x/t = ξ) (3.63)

is expected to hold in some cases in integrable models; in these cases, because of the

delta function and the continuum of normal mode velocities, the leading decay of the

correlation function is in 1/t, times a function of ξ. See sec. 5.

It is also possible to extend the projection principle to non-stationary states.

Here there is no general proof, but nevertheless the result is expected [92]. The

idea is that the projection P represents a local effect, and hence should be applicable

locally. Therefore, the non-stationary Euler scaling limit limEul So1,o2(x, t) of correlation

functions of arbitrary observables o1, o2, defined as in (3.46), can be expressed solely in

terms of the non-stationary Euler scaling limit limEul Sij(x, t) of correlation functions of

conserved densities. The projection mechanism can be written in terms of the ballistic

inner product 〈·, ·〉x,t with respect to the state of the local fluid cell at (x, t), and

correspondingly the inverse static correlation matrix Cijx,t, as

lim
Eul

So1,o2(x, t) = 〈o1, qi〉x,tCijx,t lim
Eul

Sjk(x, t) Ckl0,0〈ql, o2〉0,0. (3.64)

Of course, this formula is not as explicit as (3.62), because the dynamical equation

(3.45) that limEul Sjk(x, t) satisfies does not in general admit, in the non-stationary

case, a closed-form solution.

Three remarks are in order. First, the Boltzmann-Gibbs principle can be used

to derive (3.36) without the need for the linear response argument made in sec.

3.3: by the microscopic equations of motion, the continuity equation ∂Sij(x, t)/∂t +

∂Sji,qj(x, t)/∂x = 0 holds for all x, t, and writing Sji,qj(x, t) at the Euler scale in
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projection form one recovers (3.36). This simple argument can be used to rigorously

prove dSij(κ)/dκ = iA k
i Skj(κ) in quantum spin chains [64].

Second, as mentioned, the Boltzmann-Gibbs principle shows that the space Hbal of

conserved quantities is the correct space to describe the Euler scale. This is rigorously

defined, and thus unambiguously characterises the emergent hydrodynamic degrees of

freedom, at least for linearised hydrodynamics. It is a simple matter to show that Hbal

is infinite dimensional in integrable models, and one expects it to be finite dimensional

in non-integrable models. The latter is in fact a crucial open problem. The recent

paper [93] makes progress by showing the absence of nontrivial local conservation laws

in the (expectedly) non-integrable XYZ quantum chain with a magnetic field. However

this does not guarantee the absence of quasi-local conserved quantities (that is, there

may still be nontrivial elements in the completion Hbal).

Finally, as mentioned in sec. 3.2, one may want to characterise the absence of

interactions in a model either by the fact that the current observables, in an appropriate

gauge, are themselves conserved densities; or by the fact that the flux Jacobian A

is independent of the state; or by the fact that diffusion matrix vanishes. In fact,

a precise re-statement of the first proposition, which is perhaps the most universal

characterisation as it implies the other two and holds in known free models, is that the

set of currents Ji, as elements of the space of extensive observables H′, spans (a dense

subspace of) the space of conserved quantities Hbal. In this case we may choose a basis

such that B = C, and the flux Jacobian is the identity. We will see below how this

precise statement also implies the vanishing of the diffusion matrix.

3.5. Projections, bounds and entropy production at the diffusive scale

An important recent discovery is that the notion of hydrodynamic projections can be

applied to the diffusive scale in a way that parallels the Euler scale, with important

consequences especially in integrable systems. In this section we discuss the main general

ideas, independent of integrability.

In [69] it was proposed that the Hilbert space formulation at the Euler scale could

be extended to the diffusive scale. One defines the “2nd order” pre-inner product by

time-integration of the 1st-order inner product, thus further “reducing” the space of

spatially extensive observables to those that are also temporally extensive:

〈〈o1, o2〉〉 =

ˆ ∞
−∞

dt 〈O−1 (t), O−2 〉 (3.65)

= lim
t→∞

ˆ t

−t
ds
[ ˆ

dx 〈o†1(x, s)o2(0, 0)〉c − Do1,o2

]
. (3.66)

Here O− = (1−P)O denotes the extensive observable from which the Euler contribution

is subtracted. Further, Do1,o2 is a generalisation of the Drude weight to arbitrary local

observables,

Do1,o2 = 〈o1, qi〉Cij〈qj, o2〉. (3.67)
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The formulation (3.66) clearly generalises the Onsager matrix (3.11) to arbitrary

observables, so that

Lij = 〈〈ji, jj〉〉. (3.68)

On the other hand, the first formulation (3.65) makes it clear that the diffusive-scale

pre-inner product is positive semi-definite, hence in particular so is the Onsager matrix:

L ≥ 0. (3.69)

The Hilbert space H′′ is obtained by moding out the null observables under 〈〈·, ·〉〉, and

Cauchy completing. This is the Hilbert space of space-time extensive observables.

Contrary to the Euler scale, there is no general statistical mechanics result

guaranteeing that the diffusive inner product is actually finite. If it is infinite, then

superdiffusive effects are present, which is generically the case in non-integrable systems

admitting a conserved momentum according to the theory of nonlinear fluctuating

hydrodynamics [74]. Here we assume that it is finite, which is typically the case in

integrable systems, see sec. 6.3.

Positivity of the Onsager matrix has an important physical consequence: positivity

of the entropy production. The entropy density and its current can be defined in a

completely general fashion, in any many-body system, using the free energy density and

flux (3.30):

s = βiqi − f, js = βiji − g. (3.70)

From the diffusive hydrodynamic equation, (2.12) with (2.10), one finds non-negativity

of entropy production by positive-definiteness of the inner product (equivalently,

positive-semidefinitenes of the Onsager matrix) (see e.g. [84]),

∂ts + ∂xjs = ∂xqiC
ijD k

j ∂xqk = ∂xβ
iLij∂xβ

j = 〈〈∂xβiji, ∂xβjjj〉〉 ≥ 0. (3.71)

The presence of a Hilbert structure H′′ suggests that it should be possible, by using

projections, first, to express the Onsager matrix as an expansion into an appropriate

basis, and, second, to bound it from below, much like for the Drude weights, Eqs. (3.53)

and (3.56). In the case of the Drude weights, the natural basis onto which to project

was that of conserved quantities, Hbal. However, on H′′ conserved densities correspond

to null elements, because of the subtraction by the projection P in (3.65) (equivalently,

the subtraction by the Drude weights in (3.66)). Pseudolocal conserved quantities have

been “subtracted out” in the diffusive Hilbert space.

It turns out that, with respect to the generalised times associated to higher

conserved charges – the other flows of the integrable hierarchy – the currents ji are

themselves, as elements of H′′, conserved quantities [69,94]. The subspace of invariants

under all flows in H′′ was dubbed the diffusive subspace Hdif ⊂ H′′ in [69], and thus

ji ∈ Hdif . Hence for the study of hydrodynamic diffusion, this is the subspace that we

must analyse. One can show [69], as discussed below, that products of conserved charges,

which are quadratically extensive in space, are also, in fact, space-time extensive, thanks
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to the finite Lieb-Robinson velocity. By involution they are also invariant under all flows,

so are elements of Hdif , and therefore can be used to bound the currents as element of

H′′. Physically, the complementary space toHdif , elements ofH′′ which are not invariant

under the integrable flows control thermalisation under integrability breaking [94].

The first results bounding diffusion by the presence of quadratically extensive

charges was obtained in [95], and by the Drude weight curvature in [96]. These bounds

can be related in a general expression in terms of fluctuations of local conservation

laws [97]. By improving the bound from [95], the construction can be put on a more

general and rigorous framework [69].

A quadratically extensive charge Q[2] can be understood as a limiting sequence of

operators Q
[2]
[x1,x2], restricted to an increasing interval [x1, x2], such that

|Q[2]| = lim
|x1−x2|→∞

〈Q[2]
[x1,x2]Q

[2]
[x1,x2]〉

c

|x1 − x2|2
(3.72)

is finite∗. By using the Cauchy-Schwartz inequality and assuming a maximal velocity

vmax of correlation spreading, it turns out that†

|〈Q[2]o−〉c| ≤
√
〈〈o, o〉〉

√
2vmax|Q[2]|. (3.73)

Here vmax is a maximal velocity of correlation spreading, and is upper bounded in generic

locally interacting systems by the Lieb-Robinson theorem [71]. Correlations spread only

inside of the maximal light-cone bounded by vmax, meaning that within the diamond

shaped area

Dn =
{

(x, t) : −1
2
n+ vmaxt < x < 1

2
n− vmaxt, |t| < n

2vmax

}
, (3.74)

Q
[2]
[−n/2,n/2] is time translation invariant. This allows us to consider a scaled limit of

correlations within (3.74) and omit the time-dependence of the resulting quadratic

charges in the definition of inner product (3.65), resulting in the bound. Thus we have

a strict lower bound on Onsager matrix elements Lii in the presence of a quadratically

extensive charge Q[2]:

Lii ≥
〈j−i Q[2]〉c〈Q[2]j−i 〉

c

2vmax|Q[2]| . (3.75)

Examples of quadratically extensive charges are the products of conserved charges

Q
[2]
ab =

´
dxdy qa(x)qb(y). A simple analysis using clustering shows that

|Q[2]
ab | = 〈Qa, Qa〉〈Qb, Qb〉+ 〈Qa, Qb〉2. (3.76)

In particular, using this, in isentropic fluids with a conserved number of particles

Q0 and momentum Q1, the momentum diffusion L11, related to the viscosity of the

hydrodynamic equation, is bounded as [69]

L11 ≥
(χvs∂q0vs)

2

vmax
(3.77)

∗In fact, the limit does not need to exist, a quadratic bound is sufficient.
†Here o− is understood by interpreting (3.52) as a projection on local densities of charges q.
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where χ = C00 (the particle density susceptibility) and vs =
√

A 0
1 (the sound velocity).

A particularly useful form of the bound is obtained from the products of normal

modes N
[2]
ij = NiNj. In this case the considered space-time region can be altered to

Dn =

{
(x, t) : −1

2
n+ max(veff

i , v
eff
j )t < x < 1

2
n+ min(veff

i , v
eff
j )t, |t| < n

|vi − vj|

}
,

(3.78)

as the maximal and minimal velocity is set by the velocity of corresponding normal

modes. Due to the orthogonality of normal modes

|N [2]
ij | = δikδjl + δilδjk. (3.79)

By considering the subspace formed by all normal modes, we obtain a simple bound on

coefficients of the Onsager matrix

Lii ≥
∑

kl

〈j−i NkNl〉c〈NkNlj
−
i 〉c

2|veff
k − veff

l |
. (3.80)

Notice that the bound diverges, if the three point function of the current and the

same normal mode is non-vanishing or, more generally, between the current and two

normal modes with degenerate velocities. This confirms the prediction of nonlinear

fluctuating hydrodynamics, which asserts that superdiffusive behaviour emerges in such

cases [74]. Note that the observed superdiffusive behaviour in integrable systems with

non-abelian symmetries has different origins, see the review [70] in this special issue.

In sec. 6 we will show that in integrable systems the full Onsager matrix can be

expressed by projecting onto the complete set of normal modes

Lij =
∑

kl

〈j−i NkNl〉c〈NkNlj
−
j 〉c

2|veff
k − veff

l |
. (3.81)

That is, in this case, the normal modes span Hdif . This expression for Onsager

coefficients was first obtained in [97], by considering the long lasting effects that local

operators have on the state of the system within the hydrodynamic cell. A simple idea

underlining the derivation is to expand generic operators on mesoscopic scales in terms

of long lived excitations, by introducing hydrodynamic averages of observables within

the cells of size ∆x = `, o(x, t) →
´ x+`/2

x−`/2 dx o(x, t), t → t`, x → x`, qi(x) → qi(x)`,

and study the dynamics on the level of correlation functions on this mesoscopic lattice.

Certainly these long lived excitations include conserved charges and their higher powers

within cells, which motivates the expansion

o(x, t) = (∂qi(x)〈o(x)〉)qi(x, t) +
1

2
(∂qj(x)∂qi(x)〈o(x)〉)qi(x, t)qj(x, t) +R, (3.82)

where we have chosen 〈o〉 = 0 and 〈qj〉 = 0. R includes higher order terms and other

possible contributions, which we disregard. The first term corresponds exactly to the

linear order hydrodynamic projection (3.52) within the hydrodynamic cell at point x.
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It can be shown that if Drude matrix is considered, the first term in (3.82) is the only

one that does not vanish, reproducing the result (3.55).

In order to probe the Onsager matrix, the Euler scale contributions should be

moded out. This corresponds to considering o−(x, t) or, equivalently, discarding the

first term in expansion (3.82). The second term in expansion (3.82) gives rise to a finite

contribution Lcij to the Onsager coefficient

Lcij =
1

2
(∂qj(0,0)∂qi(0,0)〈jj(0, 0)〉)(M ji

uv − A k
i M

qk
uv), (3.83)

in terms of the three-point functions

M o
ij =

∑

x

ˆ
dt 〈qi(0, t)qj(0, t)o(x, 0)〉c , (3.84)

which can be evaluated exactly, on the Euler scale

Lcij = 2(R−1G̃2R−T)uv, (3.85)

in terms of Hessian H ij
v = `∂qj(0,0)∂qi(0,0)〈jv(0, 0)〉 and G-matrix

G jk
i =

1

2
R l
i

(
R−THlR

−1
)jk
, G̃2

ij =
1

|vi′ − vj′|
Gii′j′G

i′j′

j . (3.86)

Indeed, if we transform the result to the normal mode basis, the simple expression (3.80)

is obtained. In sec. 3.6 we discuss in particular how to study three-point functions of

the type (3.84) by nonlinear response theory.

The interpretation of these formulae is that these contributions to diffusion arise

due to the non-linear effects: beyond the linear order, as characterised by higher-point

functions, there is nontrivial scattering of ballistic waves, and this scattering leads to

diffusive effects. This is manifested by the fact that the diffusion coefficient is bounded

by the three-point correlation function. Localized fluctuations of conserved charge

densities excited by the current operator at the origin, which are manifested by the

second term in expansion (3.82), result in a finite contribution to diffusion as they reach

the current operator at position x (3.84). The scattering between ballistic waves is

a coupling between tangent vectors to the state manifold, and hence has a geometric

interpretation, see [69].

We see that if the flux Jacobian A is independent of the state, then by (3.83), valid

in integrable systems, the diffusion clearly vanishes; in general, this is the vanishing

of the lower bound (3.80). If, more strongly, the total currents Ji span the space of

conserved quantities Hbal (in fact, if they simply lie within it), then by (3.68) it is clear

that diffusion vanishes (as Hbal is projected out in the definition of the inner product).

This finally puts together the various characterisations of the absence of nontrivial

interactions mentioned in sec. 3.2 and 3.4.



Correlation functions and transport coefficients in generalised hydrodynamics 35

3.6. Non-linear response: higher-point functions

As we saw in sec. 3.3, 3.4 and 3.5, transport coefficients, the Drude weights Dij or flux

Jacobian A j
i at the Euler scale, and the Onsager matrix Lij or diffusion matrix D j

i at the

diffusive scale, determine the large-scale two-point dynamical correlation functions. This

can be seen for instance by linear response from the hydrodynamic equations. In fact, of

course, they determine the full hydrodynamic equation, which is non-linear. Therefore,

it is expected, by non-linear response, that all large-scale correlation functions be fully

fixed by transport coefficients. This is a subject that requires further development, and

as far as we are aware, there are no results beyond the Euler scale. However, there

are some general results in the literature at the Euler scale. In this section we review

two families of such results: dynamical equations for three-point correlation functions

from non-linear response; and the full-counting statistics of charge transport, or more

generally the moments of total line integrals of conserved 2-currents. The former helps

illustrate the general idea behind how to access higher-point functions by non-linear

response. The latter illustrates more advanced techniques of measure biasing. In fact,

the full-counting statistics of charge transport is deeply related to two-point correlation

functions of special types of local observables associated to global symmetries, referred

to as twist fields. It suggests that a new theory for large-scale correlations that goes

beyond the simple wave-propagation picture should be developed.

Further general results, which we will not review here, are concerned with the

“non-linear Drude weights”, see for instance [98]. In the more special context of GHD, a

diagrammatic theory for nonlinear response to external fields was proposed recently [99],

which we also do not review.

3.6.1. Three-point functions The first set of results is concerned with the Euler scaling

limit of certain three-point functions, and serves to illustrate the idea that higher

correlation functions can be obtained by a simple non-linear response theory based

on formal functional differentiation.

Consider the three-point function 〈o1(x, t)o2(y, 0)o3(z, 0)〉c in a maximal entropy

state. Its Euler scaling limit may be defined as usual by fluid-cell averaging,

lim
Eul
〈o1(x, t)o2(y, 0)o3(z, 0)〉c (3.87)

= lim
a→0+

lim
`→∞

`2

ˆ
[−a`,a`]4

dx′dy′dt′ds′

(2a`)4
〈o1(`x+ x′, `t+ t′)o2(`y + y′, s′)o3(`z, 0)〉c.

Note that, for Euler-scale n-point functions, the scaling factor is `n−1. In particular, if

no fluid-cell averaging is required, then the connected three-point function behaves as

〈o1(`x, `t)o2(`y, 0)o3(`z, 0)〉c ∼ `−2〈o1(x, t)o2(y, 0)o3(z, 0)〉Eul. (3.88)

Re-interpreting the discussion of linear response made in sec. 3.3, the insertion of

a local observable o(0, 0) is seen as being the result of functional differentiation with

respect to an appropriate (but here formally defined) conjugate potential βo(0, 0). For
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instance, we may write, formally,

lim
Eul
〈o1(x, t)o2(y, 0)o3(z, 0)〉c =

∂2〈o1(x, t)〉ns

∂βo3(z, 0)βo2(y, 0)

∣∣∣
stat

(3.89)

where the average 〈· · · 〉ns is within an Euler-scale non-stationary state (of the form

Eq. (3.47) but with extra conjugate potentials for o2 and o3), the functional derivatives

affect its initial condition by perturbing the Euler-scale conjugate potentials, and the

final result is evaluated in the stationary limit. This then takes the form, using the

non-stationary projection formula (3.64),

lim
Eul
〈o1(x, t)o2(y, 0)o3(z, 0)〉c (3.90)

=
∂

∂βo3(z, 0)
lim
Eul
〈o1(x, t)o2(y, 0)〉cns

∣∣∣
stat

=
∂

∂βo3(z, 0)

[
〈o1(x, t), qi〉x,tCijx,t lim

Eul
〈qj(x, t)o2(0, 0)〉cns

]∣∣∣
stat
.

By using the Leibniz rule of differentiation, we obtain non-trivial relations between three-

point functions. The result, as derived in [69], can be expressed as two statements. Let

us denote, as in sec. 3.5, o−(x, t) = (1− P)o(x, t), the observable o(x, t) from which its

projection onto ballistic waves is subtracted. Then:

lim
Eul
〈o−1 (x, t)o2(y, 0)o3(z, 0)〉c = lim

Eul
〈o−1 (x, t)Po2(y, 0)Po3(z, 0)〉c (3.91)

and

lim
Eul
〈o−(x, t)qa(y, 0)qb(z, 0)〉c (3.92)

= 〈o−, qi, qj〉CikCjl lim
Eul

Ska(x− y, t) lim
Eul

Slb(x− z, t)

where the ballistic “three-point coupling” is

〈o, qi, qj〉 =

ˆ
dxdy 〈o(0)qi(x)qj(y)〉c =

∂2

∂βi∂βj
〈o〉. (3.93)

The first statement indicates that, after subtracting the part of the observable

o1(x, t) that projects onto the conserved densities in the three-point function with

o2(y, 0) and o3(z, 0) (that is, taking only the orthogonal component), the observables

o2 and o3, both at time 0, may be projected onto the conserved densities (that is, their

orthogonal components give no contribution). Further, the second statement means

that the full space-time dependence is then given by a product of dynamical structure

factors. These are the amplitudes for the propagation of waves from (y, 0) to (x, t), and

from (z, 0) to (z, t). The result involves an appropriate three-point coupling between

these amplitudes, which is the only part with information about the observable o1.

See fig. 7. It is perhaps surprising that dynamical structure factors control three-point

functions in such an intuitively simple way. It is this structure which ultimately allows

the evaluation of (3.85). Note that there is a possible ambiguity in these formulae: the
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Figure 7. The connected three-point function at the Euler scale is controled by linear

waves propagating from the observables at time 0, and an appropriate three-point

coupling to the observable at time t.

projection P acts on the ballistic Hilbert space, not necessarily on the space of local

observables. In particular, there is ambiguity by addition of total derivatives. However,

these are not expected to affect the Euler scaling limit of higher-point functions, and

thus the formula is still expected to make sense. The mathematical theory underlying

this is still not developed.

3.6.2. Full counting statistics The second set of results is concerned with total line

integrals of 2-currents, and their moments, in a maximal entropy state 〈· · · 〉. Consider

the total current Ji(t) =
´ t/2
−t/2 ds ji(0, s) over a period of time t. This is the total quantity

of charge Qi that has been transferred, within the stationary state, from the left to the

right of the point x = 0, during a period of time t; see fig. 8. If the state carries

currents for this quantity – for instance, it is a non-equilibrium steady state –, then

Ji(t) has nonzero average. In general, this quantity is fluctuating, and characterises the

non-equilibrium fluctuations of transport of Qi. We are interested in describing these

fluctuations. In particular, we wish to analyse the cumulants (connected correlation

functions) 〈Ji(t)n〉c. Clearly the first cumulant, 〈Ji(t)〉 = t〈ji〉, grows like the length of

the interval t. But also, if clustering is strong enough in time, then linear growth holds

for every moment,

〈Ji(t)n〉c ∼ tcn (t→∞). (3.94)

The values of cn are referred to as the scaled cumulants of the total current, and take

the form

cn =
〈ˆ

ds1 · · · dsn−1 ji(0, 0)ji(0, s1) · · · ji(0, sn−1)
〉c

. (3.95)

The growing asymptotic form tcn of the cumulants describe the large fluctuations of

the quantity of transferred charge Qi during a long period of time t. As these are large

scale quantities, it turns out that they are accessible by non-linear response from Euler

hydrodynamics: the fluctuations, at large time, are due to ballistic transport. The

theory is referred to as the ballistic fluctuation theory (BFF).

The same question can be asked for total line integrals along other rays α ∈ [0, π/2]
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Figure 8. The total amount of charge transferred from the left to the right halves of

the system in a time t is the time integral of the current ji. This fluctuates because

of the fluctuations in the state, and at long time t, these fluctuations are accessible by

Euler-scale hydrodynamics.

in space-time

Ji(`, α) =

ˆ `zα/2

−`zα/2
dxµεµνj

µ
i (3.96)

with the usual 2-current notation j0
i = qi (time component), j1

i = ji (space component).

Here the space-time point zα = (z1
α, z

0
α) = (sinα, cosα) determines the ray, and the case

α = 0 is the time-ray case discussed above. Again, linear scaling holds if correlations

decay sufficiently fast along these rays,

〈Ji(`, α)n〉c ∼ `cn(α) (`→∞), (3.97)

and the cumulants cn(α) are controlled by Euler-scale hydrodynamics. The case α = π/2

is the case of the space-integral of the conserved density, Ji(`, π/2) = −
´ `/2
−`/2 dx qi(x).

In this case, the scaled cumulants are obtained simply from the specific free energy f,

cn(π/2) = −
( ∂

∂βi

)n
f. (3.98)

That is, they describe the well understood large-volume thermodynamic fluctuations of

conserved quantities. The question of transport is a generalisation of this question to

the time domain. The main object is the function

fλ,α = lim
`→∞

`−1 log
(
〈exp[λJi(`, α)]〉

)
=
∞∑

n=1

cn(α)
λn

n!
(3.99)

which generalises the specific free energy (up to a change of sign). In particular, it

controls the leading exponential behaviour as

〈exp
[
λ

ˆ `zα/2

−`zα/2
dxµεµνj

µ
i

]
〉 � exp

[
` fλ,α

]
. (3.100)

Using the direct non-linear response techniques described above would be very

tedious. Instead, the techniques introduced in the context of conformal field theory [100]

have been extended to arbitrary multi-component hydrodynamics [86]. The main idea

is to use the generating function 〈exp[λJi(`, α)]〉. The argument is as follows. By
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conservation of currents, the object exp[λJi(`, α)] is, at large `, invariant under space-

time translations except for boundary terms far in space-time, and therefore the new

state

〈· · · 〉λ,α = lim
`→∞

〈exp[λJi(`, α)] · · · 〉
〈exp[λJi(`, α)]〉 (3.101)

is stationary and homogeneous. One can also argue that it is clustering, and as a

consequence, by the general ergodicity principle, it must be a maximal entropy state,

characterised by some βiλ,α. Differentiation of fλ,α with respect to λ gives the average of

the α-direction current jαi = cosα ji− sinα qi within this λ-dependent maximal entropy

state. One concludes that

fλ,α =

ˆ λ

0

dλ′ 〈jαi 〉λ′,α. (3.102)

But also, differentiation of any average 〈o〉λ,α with respect to λ, which gives

lim`→∞ 〈Ji(`, α)o〉cλ,α, can be re-written as differentiation with respect to βjλ,α by the

chain rule, which involves instead 〈Qjo〉cλ,α’s. Relating these to the hydrodynamic

matrices (3.17), (3.24), leads to a flow equation for the βjλ,α∗:

dβjλ,α
dλ

= sgn
(

sinα 1− cosαAλ,α

) j

i
. (3.103)

Again, the special case α = π/2 is simple: βjλ,π/2 = βj + λδji and fλ,π/2 =

−(f|β+λδi − f|β) is the change of free energy due to the shift, that is†

〈exp
[
− λ

ˆ x

0

dy qi(x, 0)
]
〉 � exp

[
− x
(
f|β+λδi − f|β

)]
. (3.104)

It is of course natural that the free-energy shift due to the insertion of the charge Qi be

the quantity that controls the large-x exponential behaviour, as x may be interpreted

as the volume of the subsystem on which the extra charge Qi is applied; this idea was

exploited for instance in [101,102], see the discussion in [86].

Interestingly, the general formalism extends this simple formula to arbitrary rays.

In particular, along the time direction,

〈exp
[
λ

ˆ t

0

ds ji(0, s)
]
〉 � exp

[
t

ˆ λ

0

dλ′ 〈ji〉λ′,0
]
. (3.105)

Note how the role of λ and t are exchanged, and how the ensemble average is brought

inside the exponential.

The BFF essentially applies ideas of change-of-measure and counting-field used in

classial large-deviation theory (see e.g. [103]) to the realm of hydrodynamics. The

quantity fλ,0 is often referred to as the full counting statistics for the transport of

∗Note that there is small mistake in the flow equation written in [86, Eq 3.25]
†As usual in large-deviation theory, the symbol � means equality of the leading asymptotic

behaviour of the logarithm of each side; hence this does not imply equality of possible algebraic pre-

factors, for instance.
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the charge Qi; or, in the large-deviation literatyre, the scaled cumulant generating

function. It is an important property of non-equilibrium steady states, studied for

instance in mesoscopic physics for electric charge transport. The celebrated Levitov-

Lesovik formula [104, 105] in free-fermion models is one of the first important results.

Beyond free theories, there are results in Luttinger liquids and conformal field theory,

see the review [100] and rigorous results in [106,107]. The full counting statistics satisfies

important fluctuation relations characterising non-equilibrium steady states (see e.g. the

review [108]), proving such relations directly within the BFF is an open problem. In

the case without interactions, where A is independent of the state, then the stronger

extended fluctuation relations [109] are immediate from the BFF [86]. As argued in [86],

when considering an arbitrary ray α, the BFF gives predictions for correlation functions

of certain types of local fields called “twist fields”. This in principle extends the

applicability of hydrodynamics to fields which do not necessarily couple with linear

waves; although much needs to be developed still in this direction. The assumption of

strong enough clustering along the ray α is crucial, and its breaking leads to dynamical

phase transitions, here interpreted using hydrodynamics [86].

4. Correlation functions in integrable systems

In this section we change the perspective. We move from a hydrodynamic theory,

applicable to vast class of theories, to fine-tuned quantum integrable many-body models.

Our main aim here is to develop methods to study dynamic correlation functions

in homogeneous, stationary, states. Notable examples of such states are the ground

states and finite temperature states. As explained in previous sections the non-

equilibrium physics and hydrodynamics is aimed at identifying and studying dynamics

of any maximum entropy states. We will see that quantum integrable models provide

techniques to approach dynamic correlation function in such cases. Whereas tools

developed with integrability, in principle should allow to determine correlation functions

with their full space-time dependence, in this review we focus on the regime relevant for

the hydrodynamics, i.e. the long-distance, large time correlations akin to considering

the low-frequency and small momentum. We start with providing a broader perspective

on the problem of determination of correlation function within integrable models. Then,

we describe two approaches that build upon the concept of thermodynamic form-factors.

We conclude this part by providing the thermodynamic form-factors for conserved

densities and currents which play a central role in the hydrodynamic considerations

in following sections.

Recall that one way of studying a many-body model is by determining its space

of asymptotic states: these are the states obtained after evolving, for a long (positive

or negative) time, any initial state with finite energy support in an otherwise vacuous

environment. Asymptotic states are extremely useful for studying vacuum correlation

functions in integrable models. This is because thanks to factorised scattering, the

general axiomatic, analytic framework for the so-called form factors – matrix elements
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of local observables in asymptotic states – leads to exact solutions. Therefore,

Källén–Lehmann spectral representation is explicit, and often rapidly convergent. But

standard asymptotic states are properties of the vacuum. Based on the Bethe ansatz

formulation of quantum integrability, similar concepts can be developed with respect to

states of finite energy density. In such cases we have thermodynamic asymptotic states,

thermodynamic form factors, and an axiomatic, analytic framework. Scattering theory

on top of finite-density states should exist beyond integrability, but we are not currently

aware of useful results in this direction.

Studies of correlation functions in quantum integrable models have a long history,

starting with a work on the quantum 1d Ising [110] and XY [111] models. The

contemporary developments follow roughly along two different lines. One involve setup

of relativistic quantum filed theories with purely elastic S-matrices, the Integrable

Quantum Field Theories [112]. The second, is based on the Bethe Ansatz for a wave

function of quantum mechanical many-body system [113]. In both setups computations

of correlation functions rely on 3 ingredients:

(i) knowledge of the spectrum

(ii) knowledge of the form-factors,

(iii) performing the spectral sum of the Källén–Lehmann spectral representation.

Whereas in solvable systems, i) is guaranteed almost from the definition, our access to

ii) and iii) is not immediate. In the following, we will review the current state of art

in determining form-factors and computing correlation functions. We shall be mainly

focused on results important for the hydrodynamics theory, where we are interested in

correlation functions in finite energy density states. Such states could correspond to the

thermal equilibrium, GGE states, or some other non-equilibrium states of the system.

In the passing let us note that determining the spectrum of integrable models is an

active area of research with new results for various models including spin chains based

on higher rank quantum groups [114,115], quantum Kadomtsev-Petviashvili model [116]

or new approach based on the Seperation of Variables, see [117] and references therein.

In the realm of the Bethe Ansatz solvable models determination of the form-factors

is based on the Quantum Inverse Scattering method [118] mixed with the Slavnov

formula for the scalar product [119]. This way we can access form-factors of the

field [120] and density [121] operators in the Lieb-Liniger model, or form-factors of

local spin operators in the XXZ spin chain [122–126]. The resulting form factors are

for arbitrary states in finite systems. Given their explicit form, the spectral sum can

be evaluated numerically as materialized by the ABACUS method [19,25,26]. Recently

new techniques, allowing to perform the spectral sum in the low density limit, were

developed for the quantum Ising model [35] and Lieb-Liniger gas [34].

On the other hand, in the Integrable Quantum Field Theories, the vacuum

form-factors can be determined from the bootstrap program [127, 128]. These form-

factors are for infinite system and are not directly usable for two (and more)-point

functions in finite energy density states. However, as per LeClair-Mussardo formula
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they allow for the computation of one-point functions [18,129,130]. There were various

attempts [48, 131–133] in generalizing the vacuum form-factors to finite density states

albeit in the end limited to free theories. Relying on the vacuum form-factors one can,

however, access the regime of low temperatures (or in general low densities) as shown

in [28–30].

Irrespective of the origins of the form-factors, their important feature is the

kinematic singularity. Form-factors have (at least) a simple pole whenever a particle in

bra and ket state coincide. This fine structure causes difficulties when evaluating the

correlation function in infinite volume. Indeed, one way of circumventing this problem

in IQFT is a finite volume regularization [27,30,134]. Another, still in the IQFT context,

is a ”point-splitting” regularization [30].

The presence of kinematic singularities creates a fundamental obstacle in performing

the spectral sum in the thermodynamic limit. To better address this issue it is convenient

to change our perspective. Instead of considering the form-factors of arbitrary two states

we can understand one state as an excited state formed by creating a certain number of

particles and holes on top of the other state. This picture is especially convenient when

considering correlation functions of local operator, which do not couple the states that

are thermodynamically different. From this point of view the kinematic singularities

occur when a particle in an excited state coincides with a hole, that is when an excited

state contains small particle-hole excitations.

Another, however related, feature of the finite system form-factors is their irrational

dependence on the volume. This signals that the finite-size system excitations need to be

reorganized and resummed when taking the thermodynamic limit. The standard picture

involves then a resummation of the form-factors over small particle-hole excitations,

referred to as soft-modes [135]. This resummation, due to presence of the kinematic

singularities, is technically very involved. The soft-modes resummation was however

successfully implemented in few cases. An important result in that aspect was derivation

of the large-time and long-distance asymptotics of the two-point functions in the Lieb-

Liniger model [31] and XXZ spin chain in the massless regime [32]. Traces of the

resummation can be also identified in the perturbative expansion of the Lieb-Liniger

gas in the Tonks-Girardeau regime [33] and in the form-factor approach to correlation

functions in the XY model [136].

Finally, we mention the quantum transfer matrix (QTM) approach to the dynamic

correlation functions at finite temperature [36–38]. Contrary to the previous approaches,

that were based on form-factors between eigenstates of the Hamiltonian, the spectral

sum in this approach is spanned over the eigenstates of the time-dependent transfer

matrix. Recently, closed-form expressions for a real-time correlation function in the

massive regime of the XXZ model were derived [137].

The approach that we review here, and which was successful in addressing the

hydrodynamic regime, is based on the concept of thermodynamic form-factors. These

are form-factors for finite energy density states in the infinite system, which enter

directly the spectral sum. The latter takes a form of an integral over allowed particles
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and holes in an excited state. The thermodynamic form-factors still contain kinematic

singularity and a regularization scheme has to be adopted to define the integrations.

These take a form of the Hadamard integrals. The thermodynamic form-factors can be

computed either from thermodynamic limit of the finite system form-factors [49,138,139]

or by the thermodynamic bootstrap program [50, 140]. In the following we review

both approaches. The thermodynamic form-factors, combined with the quench action,

provide also an alternative derivation of the Euler scale GHD equations [141], as reviewed

in [142].

The quantum integrable systems are characterized by a stable (quasi-)particle

content which, in a finite system, uniquely specifies the eigenstates. In a system with the

periodic boundary conditions, the eigenstates are then described by quantum numbers.

For simplicity of the presentation we focus on the theories with a single particle type. We

remark on the generalization to theories with multiple particle types later. We denote

|IN〉 an eigenstate described by quantum numbers IN = {Ij}Nj=1. Then, the dynamic

two-point function,

〈Ω|o1(x, t)o2(0, 0)|Ω〉 =
∑

I

eix(PI−PΩ)−it(EI−EΩ)〈Ω|o1(0)|I〉〈I|o2(0)|Ω〉, (4.1)

where |Ω〉 is a generic eigenstate of the system and the summation extends over all

allowed sets of quantum numbers. The momentum PI and energy EI of any eigenstate

are explicitly known for a generic integrable model. Instead, the matrix elements,

form-factors, 〈I|o2(0)|Ω〉 are known only for some operators and only some specific

models. The prominent examples are form-factors of local spin operators in the XXZ

spin chain [122], form-factors of the field and density operators in the Lieb-Liniger

model [113, 119]. To simplify the notation we will consider in details the two-point

functions of the same operator. Generalization to the case of two different operators is

then straightforward

We consider two-point functions of operators conserving number of particles, such

as local conserved density or current. In such cases, the states {Ij} can be understood

as consisting of a number of particle-hole excitations with respect to the reference state

|Ω〉. This centers the spectral sum in (4.1) around the quantum numbers of |Ω〉. We

denote by I+ and I− the quantum numbers of particles and holes respectively. Then

〈Ω|o(x, t)o(0, 0)|Ω〉 =
∞∑

m=1

1

(m!)2

∑

I+
m,I
−
m

eixpΩ(I+,I−)−iteΩ(I+,I−)|〈Ω|o(0)|Ω; I+, I−〉|2, (4.2)

with pΩ(I+, I−) and eΩ(I+, I−) the momentum and energy of the excited state |Ω; I+, I−〉
with respect to |Ω〉.

Whereas quantum numbers are convenient when spanning the Hilbert space, the

momentum, energy and form-factors are explicit functions of rapidities (quasi-momenta)

{θj}. The two sets are related by the Bethe equations

Lp(θj) = 2πIj + i
∑

k 6=j

logS(θj − θk), j = 1, . . . , N, (4.3)
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stated for the system of length L with N particles. In this expression p(θ) is the (bare)

momentum and S(θ) is the 2-body scattering matrix. In writing Bethe equations, we

have assumed that the scattering matrix depends only on the difference of the rapidities.

The map defined by the Bethe equations is one-to-one and therefore the sum in (4.2)

can be equivalently expressed in terms of the rapidities

〈Ω|o1(x, t)o2(0, 0)|Ω〉 =
∞∑

m=1

1

(m!)2

∑

θ+
m,θ
−
m

eixkΩ(θ+,θ−)−itεΩ(θ+,θ−)|〈Ω|o(0)|Ω;θ+,θ−〉|2,

(4.4)

The finite system representations are useful for numerical evaluation of the correlation

function [19, 25, 26]. To pursue an analytic approach further it is practical to consider

the thermodynamic limit in which L→∞ with N/L fixed. In the thermodynamic limit,

rapidities follow a distribution ρp(θ), such that Lρp(θ)dθ is the number of rapidities in

the range [θ, θ+dθ]. In the thermodynamic limit the summations over particle and hole

excitations turn into integrals weighted by appropriate density functions

〈ρp|o1(x, t)o2(0, 0)|ρp〉 =
∞∑

m=1

1

(m!)2

 
dθ+

mdθ−me
ixk(θ+,θ−)−itε(θ+,θ−)|〈ρp|o(0)|ρp;θ+,θ−〉|2,

(4.5)

with

dθ+
mdθ−m =

m∏

j=1

dθ+
j dθ−j ρp(θ−j )ρh(θ+

j ). (4.6)

Here |ρp〉 denotes a thermodynamic state of the system, the finite-size state |Ω〉 can

be viewed as its discretization. The thermodynamic form-factors 〈ρp|o(0)|ρp;θ+,θ−〉
are defined through a resummation of the finite-system form-factors 〈Ω|o(0)|Ω;θ+,θ−〉.
One should also notice that kinematic properties of excitations are now also taken in the

thermodynamic limit. In particular we defined momentum and energy of excitations,

which are now dressed by the finite density background

k(θ+,θ−) =
m∑

j=1

(
k(θ+

j )− k(θ−j )
)

(4.7)

ε(θ+,θ−) =
m∑

j=1

(
ε(θ+

j )− ε(θ−j )
)
.

These functions depend on the reference state via the so-called back-flow function.

Namely, given the single-particle energy e(θ) and the single-particle momentum p(θ),

we have

ε(θ) = e(θ) +

ˆ
dαF (θ, α)e′(α)n(α) (4.8)

k(θ) = p(θ) +

ˆ
dαF (θ, α)p′(α)n(α) (4.9)
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with the back-flow F (θ, α) being the amplitude of the global 1/L shift of the rapidities

close to θ in the presence of the excitations α, [113]. The back-flow is written in terms

of the dressed scattering phase shift, more precisely

F =
logS

2πi
(1− nT )−1. (4.10)

where we defined the linear operator

(1− nT )(θ, α) ≡ δ(θ − α)− n(θ)T (θ, α) (4.11)

(1− Tn)(θ, α) ≡ δ(θ − α)− n(α)T (θ, α) (4.12)

with the fermonic occupation numbers n(θ) = ρp(θ)/ρtot(θ), and the total density of

particles given by ρtot = ρp + ρh. The differential scattering shift T is defined in terms

of the scattering shift logS as its logarithmic derivative,

T (θ, α) =
d

dθ

logS(θ, α)

2πi
. (4.13)

This will be essential in all hydrodynamic equations, in particular for the definition of

dressing of charges. Given a function f(θ) we shall indeed define its dressed version as

fdr = (1− Tn)−1f (4.14)

We shall also define the effective operation, in particular the effective velocity is the

derivative of the dispersion relation respect to momentum

veff =
∂ε

∂k
=

(e′)dr

(p′)dr
, (4.15)

The thermodynamic form-factors have simple poles (kinetic singularities) when θ+
j →

θ−k . The integrals in (4.5) are regularized by adopting the Hadamard prescription for

integrals with double poles 
dx
f(x)

x2
= lim

ε→0

(ˆ
dxΘ(|x| − ε)f(x)

x2
+

2f(0)

ε

)
. (4.16)

To evaluate Eq. (4.5) we should first use Hadamard prescription to perform the integrals

over particles (holes). The remaining integrations over holes (particles) are then regular.

In general, the spectral sum (4.5) is difficult to evaluate given the complicated

expressions for the thermodynamic form-factors. The exception is the 1ph contribution

which is straightforward to compute due to the energy-momentum conservation. Higher

contributions require performing actual integrations and as such dealing with the

Hadamard regularization. Known results in this direction concern so far only small

momentum and energy contribution from the 2ph excitations to the two-point functions

of conserved densities and currents [143].

The thermodynamic form-factors can be obtained either by relating them to finite-

size form-factor or from the Thermodynamic Bootstrap program. In the following we

recall the two approaches.
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4.1. Thermodynamic form-factors from finite-size form-factors

To define thermodynamic form-factor we first define the thermodynamic state |ρp〉, as

the thermodynamic limit of the sum over all finite-size states such that their rapidities

θ are a discretization of ρp(θ) (a precise construction of the set of allowed discretization

can be found in [34,135])

|ρp〉 = lim
th

1

Nρ
∑

θ

|θ〉. (4.17)

The normalization factor, assuming normalization of the finite-size states, is equal to

the square root of the cardinality of the set of allowed discretizations. This in turn is

given by the exponential of the Yang-Yang entropy,

Nρp = e−
1
2
SYY[ρp], (4.18)

where Yang-Yang entropy SYY[ρ] is a functional of the particles distribution

SYY[ρp] = L

ˆ
dθs[ρp; θ], s[ρp; θ] = ρtot(θ) ln ρtot(θ)− ρp(θ) ln ρp(θ)− ρh(θ) ln ρh(θ).

(4.19)

The thermodynamic form factor is then defined as

〈ρp|o(0)|ρp;θ+,θ−〉 = lim
th

1

Nρp Nρp;θ+,θ−

∑

θ,θ′

〈θ|o(0)|θ′〉, (4.20)

where |θ′〉 is a discretization of the excited state |ρp;θ+,θ−〉. The thermodynamic form-

factors of the density operator in the Lieb-Liniger model were computed in [138], see

also [49, 139], following this route. The computations rely on two further assumptions.

First one implies that in the double summation in (4.20) one can fix one of the

finite-size states, thus setting a reference state. We denote the chosen set of rapidities

θref . Then for a given set of particle-hole excitations (θ+,θ−),

〈ρp|o(0)|ρp;θ+,θ−〉 = exp

(
−1

2
δS[ρp]

)
lim
th

∑

θ′

〈θref |o(0)|θ′〉, (4.21)

where we used that
Nρp

Nρp;θ+,θ−
= exp

(
−1

2
δS[ρp]

)
, (4.22)

is an intensive quantity, where the differential entropy δS[ρp] is defined as [113]

δS[ρp] =

ˆ
dθ s[ρp, θ]

∂

∂θ

(
F (θ)

ρp(θ)

)
. (4.23)

To analyze the remaining sum we explicitly pull out of the set of θ′ the set of rapidities

corresponding to the particle-hole excitations (θ+,θ−). The remaining rapidities form

the background state which can be understood as the reference state with small (namely

whose amplitudes vanish in the limit L→∞) modifications, the soft-modes, excitations
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that carry sub-intensive momentum and energy in the thermodynamic limit. The

summation is over these soft-modes,

∑

θ′

〈θref |o(0)|θ′〉 =
∑

soft−modes

〈θref |o(0)|θref + (soft−modes);θ+,θ−〉. (4.24)

The soft-mode summation is technically difficult to perform. Certain progress was

achieved by considering only specific classes of excited states. This way it was

possible, for example, to obtain the Luttinger liquid predictions for the large-time, long-

distance correlation functions from microscopic models, see [31] and references therein.

Conceptually similar problems were also addressed within the Quantum Transfer Matrix

approach [32, 36, 37]. Techniques pertaining to the problem of soft-modes summation

were recently developed in [33].

In the hydrodynamic context, where we are interested in small particle-hole

excitations one can expect an additional simplification. Heuristically, the soft-modes

are caused by the perturbation of the reference state caused by creating excitations.

When these excitations are small, the resulting perturbation should also be small. This

way, the sum can be further approximated by choosing a representative excited state

(we will simply choose θref) and multiplying by an appropriately chosen weight factor.

The weight factor corresponds to the phase-space given to the soft-modes. These phase

space can be estimated as the number of discretizations of the excited state minus the

number of the discretizations of the representative state. This yields

∑

θ′

〈θref |o(0)|θ′〉 = exp (δS[ρp]) 〈θref |o(0)|θref ;θ
+,θ−〉. (4.25)

Within these approximations, the thermodynamic form-factors are given by

〈ρp|o(0)|ρp;θ+,θ−〉 = exp

(
1

2
δS[ρp]

)
lim
th
〈θref |o(0)|θref ;θ

+,θ−〉. (4.26)

In practice, to evaluate the right hand side, one has to choose a reference state: a

discretization of the representative state |ρp〉. In [49] a uniform discretization was chosen.

The resulting form-factors are quite involved, therefore we won’t display here their full

formulas. Instead, in sec. 4.3, we show just the limiting expressions relevant for the

theme of this review.

4.2. Thermodynamic Bootstrap Program

The Thermodynamic Bootstrap Program [50] provides an alternative and direct route

to the thermodynamic form-factors. It consists of a number of axiom that the

thermodynamic form-factor should obey. From them, one can hope to bootstrap the

formulas desribing them. So far the full thermodynamic form-factors haven’t been

obtained in this way. However it was possible to fix the minimal form-factors and

obtain limiting expressions, valid in the regime relevant for the hydrodynamics. In the
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following we recall the axioms. They are formulated for theories without bound states

in the spectrum.

The Thermodynamic Bootstrap Program is formulated for Integrable Quantum

Field Theories. These are relativistic theories characterized by purely elastic scattering

matrix S(θ) [112]. We introduce the following notation

f oρp
(θ1, . . . , θm) = 〈ρp|o(0)|ρp; θ1, . . . , θm), (4.27)

for a form-factor with m particle excitations. The relativistic invariance of IQFT’s

implies that a hole-excitation in the ket, is equivalent, by crossing symmetry, to a

particle excitation in the bra. The crossing of a particle from bra to ket amounts to

the transformation of its rapidity, θ → θ + iπ. Therefore the notation (4.27) includes

the insertion of both, particles and holes, as long as we allow iπ shifts in rapidity. Of

main interest for us are the m particle-hole form factors. They are expressed through

2m particles form-factor in the following way

〈ρp|o(0)|ρp,θ
+,θ−〉 = fρp(θ+,θ− + iπ). (4.28)

In the case of the operator acting on some position x and time t, the space-time

dependence of the corresponding form-factor factorizes such that

〈ρp|o(0)|ρp; θ1, . . . , θm) = eixk(θ)−itε(θ)f oρp
(θ1, . . . , θm). (4.29)

The Thermodynamic Bootstrap Program consists of the following axioms for

f on(θ1, . . . , θm):

• the scattering axiom

f oρp
(θ1, . . . , θi, θi+1, . . . , θm) = S(θi − θi+1)f oρp

(θ1, . . . , θi+1, θi, . . . , θm), (4.30)

• the periodicity axiom

f oρp
(θ1, . . . , θm) = Rρp(θm|θ1, . . . , θm)f oρp

(θn + 2πi, θ1, . . . , θm−1), (4.31)

• the annihilation axiom (kinematic singularity)

− iresθ1→θ2f
o
ρp

(θ1 + πi, θ2, . . . , θn) =
(

1−Rρp(θ2|θ3, . . . , θn)
n∏

j=3

S(θ2 − θj)
)
f oρp

(θ3, . . . , θn), (4.32)

• normalization of the 2-particle form-factor

f oρp
(θ + iπ, θ) = V o(θ). (4.33)

• cluster property

lim
α→∞

f o1
ρp

(θ1, . . . , θi, θi+1 − α, . . . , θm − α) = N o1
cl f

o2
ρp

(θ1, . . . , θi)f
o3(θi+1, . . . , θm),

(4.34)
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• bounds on growth

f oρp
(θ1, . . . , θn) ∼ eyo|θi|, when |θi| → ∞, (4.35)

Here ρp specifies the representative (background) state, S(θ) is the standard 2-body

scattering matrix, and Rρp(θ|θ1, . . . , θn) is related to the back-flow function

Rρp(θ|θ1, . . . , θm) =
∏

j=1

Rρp(θ|θj), (4.36)

Rρp(θ|θj) = exp (2πiF (θ|θj)− iδ(θ − θj)) . (4.37)

In the zero-density limit, the axioms reduce to the standard vacuum form-factors

axioms [128]. Specifically, in this limit Rρp becomes one and k(θ) and ε(θ) take the

standard, bare form.

The scattering and periodicity axioms combined predict a universal structure of the

form factors

f oρp
(θ1, . . . , θm) = Ko

ρp
(θ1, . . . , θm)

∏

i

Amin
ρp

(θi; θ1, . . . , θm)
∏

i<j

fmin(θi − θj), (4.38)

where fmin(θ) is the minimal vacuum form-factor and Amin
ρp

(θi; θ1, . . . , θn) is a known

function expressed in the terms of the back-flow with its precise form given in [50].

The still unknown are functions Ko
ρp

(θ1, . . . , θm). These are symmetric and 2πi periodic

functions in all the rapidities. The annihilation axiom can be used to derive further

recursion relations between Ko
ρp

(θ1, . . . , θm) and Ko
ρp

(θ3, . . . , θm).

The normalization factor in (4.33) is given by

V o(θ) =
1

2πρtot(θ)

∞∑

k=0

ˆ k∏

j=1

(
dθj
2π

n(θj)

)
f oc (θ1, ..., θk, θ), (4.39)

where f oc (θ1, . . . , θn) is the connected form-factor extracted from the vacuum form-factor

through the following procedure [27]. We consider the following, almost diagonal, form-

factor

f o(θn + πi, . . . , θ1 + πi, θ1 + κi, . . . , θn + κn) =
1

κ1 · · ·κn

n∑

i1=1

· · ·
n∑

in=1

ai1,...,inκi1 · · ·κin ,

(4.40)

where the form of the expansion on the right hand-side, for small κi’s follows from the

annihilation axiom. Coefficients ai1,...,in are finite and symmetric in the indices. The

connected form-factor is then defined as the finite part of these form-factor when any

of the κi approaches zero

f oc (θ1, θn) = n! a1,...,n. (4.41)

For the derivation of the normalization of the 2-particle form-factor we refer to [140].

In the context of this review we are interested in the small particle-hole excitations

limit of the form-factors. In the following we will show how the bootstrap program

yields the 1 and 2 particle-hole form factors in such limit.
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For 1 particle-hole form-factor the result follows immediately from the

normalization axiom,

〈ρp|o(0)|ρp, θ
+, θ−〉 = V o(θ−) +O(θ+ − θ−), (4.42)

with V o(θ) given above in (4.39). The same formula, using the hydrodynamic picture,

was derived in [144].

The small particle-hole limit of the 2 particle-hole form-factor is fully captured by

the annihilation pole axiom together with the small excitation limit of the 1 particle-hole

form-factor. We consider f on(θ1 + πi + κ1, θ1, θ2 + πi + κ2, θ2) in the limit when κ1 and

κ2 are small. The results depends on the order of the limits. Taking first κ1 to zero and

using the annihilation axiom, in the leading order in κ2, we find

f oρp
(θ1 + πi + κ1, θ1, θ2 + πi + κ2, θ2) ∼ −2π

κ2

κ1

T dr(θ1, θ2)f oρp
(θ2 + πi, θ2). (4.43)

Working out the limits in the other order we find an analogous expression with indices

1 and 2 switched. One can also change the position of the particles by employing the

scattering axiom. Together, this allows to write a general formula for the non-analytic

part of the 4 particles form-factor in the small excitations limit

f oρp
(θ1, θ2, θ3, θ4) =− 2π

∑

σ∈P4

Sσ(θ1, . . . , θ4)
θσ3 − θσ4 − iπ

θσ1 − θσ2 − iπ
T dr(θσ2 , θσ4)f oρp

(θσ3 , θσ4)

+ (. . . ), (4.44)

where (. . . ) denotes terms that are finite whenever θi = θj + iπ for any pair of

i, j = 1, . . . , 4.

In the following section we show how these general results for one particle-hole (4.42)

and two particle-hole (4.44) form-factors can be applied to compute form-factors of

conserved densities and currents.

4.3. Small energy and momentum limit of one and two particle-hole form factors

In general obtaining a full expression for thermodynamic form factors, either from the

thermodynamic limit of their finite-size expressions or from thermodynamic bootstrap,

is complicated and today still unsolved. However there are some special limits where

exact and reasonably simple results can be found. These are the regimes where the

rapidity of the particle excitations are close to the ones of the holes, namely when

the energy and the momentum of the full excitation is small, but still of order one in

the system size. This limit is far from being uninteresting as it provides the building

blocks for a hydrodynamic theory. Focusing on the latter in particular we are interested

in form factors of local conserved charges qi(x) and their currents ji(x). First of all

continuity equation imposes a relation between their form factors, reading (we remind

the correspondence between particle-hole form factors and relativistic invariant ones in

(4.28))

k(θ+,θ−)〈ρp|ji|ρp;θ+,θ−〉 = ε(θ+,θ−)〈ρp|qi|ρp;θ+,θ−〉 (4.45)
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The above equation can be written as following, namely form factors of charges and

of currents are given by the same function of particle-hole modulus their different

proportionality factor

〈ρp|qi|ρp;θ+,θ−〉 = k(θ+,θ−)fi[θ
+,θ−] (4.46)

〈ρp|ji|ρp;θ+,θ−〉 = ε(θ+,θ−)fi[θ
+,θ−] (4.47)

This clearly does not simplify the problem, which is now recast into the question of

determining the functions fi[θ
+,θ−], however it is useful to factorise the proportionality

to momentum or energy for later calculations within hydrodynamic theory. Another

important form factor propriety is their symmetry under exchange of particles and hole,

namely, for any local (Hermitian) operator O we have

〈ρp|O|ρp;θ+,θ−〉 = 〈ρp|O|ρp;θ−,θ+〉 (4.48)

All these properties combined, together with the susceptibility sum rule, allow to

determine the small momentum and energy of the one particle-hole form factor.

Alternatively, we can combine (4.42) with the particle-hole symmetry of the density

form-factor and use that V qj(θ) = hdr
j (θ) [144]. The one particle-hole form-factor of the

density operator, in the limit when θ+ → θ−, is then

〈ρp|qi|ρp; θ+, θ−〉 = hdr
i (θ−) +

∂θ−h
dr
i (θ−)

2
(θ+ − θ−) +O((θ+ − θ−)2). (4.49)

Analogously for the current operators we have

〈ρp|ji|ρp; θ+, θ−〉 = veff(θ−)hdr
i (θ−) +

∂θ−(hdr
i (θ−)veff(θ−))

2
(θ+ − θ−) +O((θ+ − θ−)2).

(4.50)

These two results are the building blocks to obtain the small energy and momentum

of any higher particle-hole ones, via the kinematic pole relation. The two particle-hole

form factors follow then the structure shown in (4.44). The density operator, in the

limit when θ+
i → θ−i , is given by

〈ρp|qi|ρp;θ+,θ−〉 = 2πk(θ+,θ−)×
(

T dr(θ−2 , θ
−
1 )hdr

i (θ−2 )

k′(θ−1 )k′(θ−2 )(θ+
1 − θ−1 )

+
T dr(θ−1 , θ

−
2 )hdr

i (θ−1 )

k′(θ−2 )k′(θ−1 )(θ+
2 − θ−2 )

+
T dr(θ−2 , θ

−
1 )hdr

i (θ−2 )

k′(θ−1 )k′(θ−2 )(θ+
2 − θ−1 )

+
T dr(θ−1 , θ

−
2 )hdr

i (θ−1 )

k′(θ−2 )k′(θ−1 )(θ+
1 − θ−2 )

+ (. . . )

)
. (4.51)

where the notation (. . . ) includes terms that are order one or higher when one of the

particle rapidity approach one of the holes. Analogously for the current operators we

have

〈ρp|ji|ρp;θ+,θ−〉 = 2πε(θ+,θ−)×
(

T dr(θ−2 , θ
−
1 )hdr

i (θ−2 )

k′(θ−1 )k′(θ−2 )(θ+
1 − θ−1 )

+
T dr(θ−1 , θ

−
2 )hdr

i (θ−1 )

k′(θ−2 )k′(θ−1 )(θ+
2 − θ−2 )

+
T dr(θ−2 , θ

−
1 )hdr

i (θ−2 )

k′(θ−1 )k′(θ−2 )(θ+
2 − θ−1 )

+
T dr(θ−1 , θ

−
2 )hdr

i (θ−1 )

k′(θ−2 )k′(θ−1 )(θ+
1 − θ−2 )

+ (. . . )

)
. (4.52)
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These results can be generalised to integrable theories with more than one particle

species, as spin chains and nested systems. In such cases quasiparticles are labelled by

their rapidities θ and a set of integer numbers s1, s2, . . . ≡ s, where s is a collective

discrete index. Thermodynamic quantities as such as scattering shift and dressed

functions acquires then an extra dependence on the quasiparticle labels

T (θ, α)→ Ts,s′(θ, α)

n(θ)→ ns(θ)

h(θ)→ hs(θ) (4.53)

where h(θ) is a generic single particle eigenvalue. Clearly there are now two different

options, either one particle and one hole of the same species share the same rapidity

or particle and holes of different species approach the same value. The latter is not

expected to generate a kinematic pole in the form factors (although there may be cases

where this is not true, which so far have not been studied in detail) while the first gives

kinematic poles as in (4.52), (4.51), with the extension (4.53).

5. Euler scale

In this section, we describe the exact results for correlation functions available in

integrable systems at the Euler scale. These results can be obtained by two different

sets of techniques: those coming from the hydrodynamic perspective, as described in

sec. 3, and those coming from the microscopic perspective and form factor expansions,

as described in sec. 4. One of the beautiful discoveries in the development of generalised

hydrodynamics is how these two perspectives connect, both in the actual formulae that

emerge, and in the ideas behind these formulae. This makes the equivalence of the

hydrodynamic and kinetic viewpoints in integrable systems quite apparent.

In fact, one of the main ideas behind GHD is that the asymptotic states of

an integrable many-body system – technically described by the Bethe roots in the

Bethe ansatz formulation – morph, within finite-density states, into the emergent

hydrodynamic modes – technically implemented in terms of the finite-density form

factors. Results for Euler-scale correlation function make this correspondence rather

explicit. In particular, reviewing the thermodynamic Bethe ansatz structure of

integrable systems in sec. 5.1, one finds, as explained in sec. 5.4, that the space

Hbal of conserved quantities, the ballistic waves that propagate correlations between

local observables at large scales, has the form of a weighted L2 space. Although a

full mathematical characterisation is not completely understood, its physical meaning

is clarified by the agreement between the results of sec. 5.2, which applies the

hydrodynamic principles to integrable models, and 5.3, which uses the finite-density

form factor description. These suggest that in integrable systems,Hbal can generically be

described, in the sense of spectral theory, in terms of un-normalisable scattering states,

formed of co-propagating particle-hole pairs of all available momenta (corresponding
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Figure 9. The decay of correlation functions in integrable models is dominated by

Euler spreading if the observable overlaps with particle-hole pairs. Co-propagating

particle-hole pairs form a continuum of ballistic modes.

to all available rapidities), travelling within the maximal entropy state with respect to

which Hbal is defined. It is these particle-hole pairs that carry correlations at large

scales. They form a continuum of ballistic modes, and thus the decay is generically seen

to be in 1/t, see fig. 9. In certain models, in addition to this continuum, there may be

additional isolated modes, and diffusive decay is observed for observables that overlap

only with such modes (an example is the XXZ quantum chain).

It is important to emphasise that the hydrodynamic approach is, currently, more

general than the form factor analysis of sec. 4. Because of the use of general

hydrodynamic principles, expected to enjoy a very high universality, all results are

expected to hold not only in Bethe-ansatz quantum integrable models, but also in

classical integrable field theories and chains, in classical soliton gases, and in cellular

automata. Nevertheless, the interpretation in terms of particle-hole pairs is still expected

to make sense beyond Bethe-ansatz quantum integrable models.

5.1. Thermodynamics of integrable models and hydrodynamic matrices

The starting point of the hydrodynamic approach are the specific free energy f and free

energy flux g, defined by (3.30). Physically, these are the generating functions for the

extensive part of the total conserved quantities and currents and their static fluctuations

at large system size. This means that once f, g are known in arbitrary maximal entropy

states, the average conserved densities and currents are known, and hence the B, C and

A matrices, (3.17), (3.24), (3.20), which are the building blocks for all hydrodynamic

correlations at the Euler scale. The A matrix for integrable models was first found

in [80], and all of the material presented here has been reviewed in [84, sec 3.3 - 3.5].

In integrable models, expressions for f and g are known, at least as conjectures,

in generality, for quantum and classical models of many types, and derived from the

microscopic model in a number of cases using the thermodynamic Bethe ansatz (TBA)

or other methods. We will refer to the resulting structure as the TBA. The specific

free energy f has been widely discussed [12, 13, 145], and the free energy flux g was

first obtained in [39], see the discussion in [84]. They can be expressed in terms of the

notion of quasiparticles introduced in sec. 4. Assuming that the model admits a single
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quasiparticle type (such as the Lieb-Liniger model), they take the form

f =

ˆ
dθ p′(θ)F(ε(θ)), g =

ˆ
dθ e′(θ)F(ε(θ)) (5.1)

where we recall from sec. 4 that p(θ) and e(θ) are the bare momentum and energy of a

quasiparticle with rapidity θ. This form is in fact very universal in integrable systems,

and not just valid in the quantum integrable context of sec. 4. In general, a quasiparticle

is an asymptotic excitation of the many-body model in the sense of scattering theory

(for instance, a soliton in classical integrable field theory), and its bare momentum and

energy are its asymptotic momentum and energy.

In (5.1), the function F(ε) characterises the statistics of the quasiparticles, and

is interpreted as the contribution to the free energy due to a single quasiparticle of

“pseudoenergy” ε. In quantum integrable models it often takes the fermionic form

F(ε) = − log(1 + e−ε), and more generally:

F(ε) =





− log(1 + e−ε), fermions

log(1− e−ε), bosons

−eε, classical particles

log ε, radiative modes.

(5.2)

See [84,144]. The pseudoenergy ε(θ) encodes the interaction, and satisfies

ε(θ) = w(θ) +

ˆ
dαϕ(α− θ)F(ε(α)) (5.3)

where ϕ(θ) = −i d logS(θ)/dθ is the differential scattering phase∗. As described in sec.

4, the differential scattering phase describes two-body scattering. Here it is expressed

using the quantum notion of the two-body S-matrix S(θ), but it also has a clear meaning

in the classical context, in agreement with a semi-classical interpretation of the quantum

object. Indeed, it is (simply related to) the space shift incurred by the quasiparticles

upon two-body scattering, see [84, 146, 147] and especially the reviews [142,148] in this

special issue. Finally, in Eq. (5.3), the function w(θ) characterises the maximal entropy

state. If the state is written in the GGE form (2.6), then (recall that summation is

implied)

w(θ) = βihi(θ). (5.4)

More generally, the manifold of maximal entropy states can be seen as a certain space of

functions w(θ), which may or may not be expressible as a convergent series in any given

basis of functions hi(θ). It is not known, in general, how to fully specify the precise

space of functions w(θ) which result in clustering states.

∗Here we assume that it depends on the difference of rapidities, and below we will assume that it is

a symmetric function. See the discussion in [62, 144] concerning how these properties often occur and

how they are related to the choice of parametrisation of the physical bare momentum p(θ).
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The interpretation of the expression for f in (5.1), with (5.3), is simple. It is

based on the geometric interpretation of quasiparticle scattering first proposed in [149].

In this geometric interpretation, a quasiparticle of rapidity θ adds, as perceived by a

quasiparticle of rapidity α, a new region of effective physical space around which the θ

quasiparticle lies, of length ϕ(α−θ)/p′(α). Thus, upon inserting, in a gas, a quasiparticle

of rapidity θ, the free energy is not only modified by the extra Boltzmann weight e−w(θ),

but also by the modification of the partition function of the rest of the gas due to the

perceived change of system size by each quasiparticle in the gas, e−
´

dαϕ(α−θ)F(ε(α)). This

gives the self-consistent condition (5.3) for the combined Boltzmann weight e−ε(θ), which

itself gives a contribution dp(θ)F(ε(θ)) to the free energy f.

With f, g determined in an arbitrary maximal entropy state characterised by

w(θ) =
∑

i β
ihi(θ), the hydrodynamic matrices are obtained by simple differentiation,

Cij =
∂2f

∂βi∂βj
, Bij =

∂2g

∂βi∂βj
. (5.5)

Using in particular ∂ε/∂βi = hdr
i , the results can be expressed in terms of the dressing

operation (4.14) and the effective velocity (4.15):

Cij =

ˆ
dθ ρp(θ)f(θ)hdr

i (θ)hdr
j (θ), Bij =

ˆ
dθ ρp(θ)f(θ)veff(θ)hdr

i (θ)hdr
j (θ) (5.6)

where

f(θ) = −F′′(ε(θ))

F′(ε(θ))
(5.7)

depends on the quasiparticle statistics. It is convenient to express it in terms of the

distribution function

n(θ) = F′(ε(θ)) (5.8)

which gives, depending on the statistics of the quasiparticles

f(θ) =





1− n(θ), fermions

1 + n(θ), bosons

1, classical particles

n(θ), radiative modes.

(5.9)

In (5.6), the quantity ρp(θ) is the quasiparticle spectral density introduced in sec. 4.

From its basic definition in terms of stationary averages qi =
´

dθ ρp(θ)hi(θ) along with

(5.4), one finds the standard relations ρp(θ) = (p′)dr(θ)n(θ)/(2π) = ρtot(θ)n(θ).

Expressions (5.6) are most conveniently expressed in terms of integral operator

kernels, Cij = hi · Chj, Bij = hi · Bhj (with h1 · h2 =
´

dθ h1(θ)h2(θ)) giving

C = (1− nT )−1ρpf(1− Tn)−1, B = (1− nT )−1veffρpf(1− Tn)−1. (5.10)

Finally, using the relation B = AC interpreted in terms of integral kernels,

A = (1− nT )−1veff(1− nT ) (5.11)

(see e.g. [84, sec 3.5]). We note also that the expression (3.70) for the entropy density

agrees with the usual Yang-Yang entropy (generalised to arbitrary statistics) [12].
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5.2. Drude weights and dynamical structure factors from hydrodynamics

Two main quantities are here of interest at the Euler scale of hydrodynamics: the Drude

weights (3.10), which are fundamental in characterising ballistic transport, and the

dynamical structure factor (3.31), or more generally (3.57), which describe correlations.

For these objects, the results that lend themselves directly to an implementation in

integrable systems are the exponential solution (3.40) to the Euler-scale dynamical

structure factor, and the projection results of sec. 3.4: formulae (3.27) (coming from

(3.53)) for the Drude weights, and the result (3.61) of the Boltzmann-Gibbs principle.

The general formula (3.27) for the Drude weights can immediately be implemented

using the operator-kernel form of the A matrix, (5.11), and of the C matrix, (5.10). This

gives

Dij = hi · (1− nT )−1
(
veff
)2
ρpfh

dr
j =

ˆ
dθ ρp(θ)f(θ)veff(θ)2hdr

i (θ)hdr
j (θ). (5.12)

This is one of the most important formulae in the study of ballistic transport

in integrable systems. The fully general expression (5.12) was first obtained, by

hydrodynamic projections in GHD, in [80]. In fact, the formula (5.12) was obtained

earlier in the special cases of spin, charge and energy diagonal Drude weights in various

quantum integrable models, by using different techniques [44, 150–152]. The first time

the more general Drude weight was considered was using GHD in [153, 154], where it

was studied by linear response on the partitioning protocol. The fact that this linear

response formulation does indeed lead to (5.12) was shown in [80]. Formula (5.12)

supersedes the bounds from Mazur inequalities combined with appropriate choices of

quasi-local charges, emphasising how the TBA encodes the complete space of conserved

charges (see the review [60]).

As the formula (5.12) is derived from general hydrodynamic projection principles

along with the general forms of the specific free energy and the free energy flux, it is

expected to hold in a large family of quantum and classical integrable models, including

for instance classical particle systems and solition gases. Note in particular that the

derivation of this formula does not require any hydrodynamic approximation: it is based

on mathematically rigorous projection principles. The most important non-rigorous

step is the assumption on the space of emergent ballistic degrees of freedom: the Hilbert

space Hbal is assumed to be an appropriate space of functions of the rapidity, allowing

for the integral-kernel formulae B = AC to hold.

The general formula (3.61) for the dynamical structure factors also has a direct

implementation in integrable systems using integral kernels:

lim
Eul

Sij(κ) = hi · (1− nT )−1eiveffκρpfh
dr
j =

ˆ
dθ ρp(θ)f(θ)eiveff(θ)κhdr

i (θ)hdr
j (θ) (5.13)

or, in space-time, using (3.62) and performing the rapidity integral using the delta-

function,

lim
Eul

Sij(x, t) = t−1
∑

θ∈θ∗(ξ)

ρp(θ)f(θ)

|(veff)′(θ)|h
dr
i (θ)hdr

j (θ). (5.14)
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Here we introduced the set θ∗(ξ) = {θ : veff(θ) = ξ} of rapidities for which the effective

velocity corresponds to the space-time ray v of the Euler scaling limit.

Finally, for large-scale correlation functions of generic observables we apply the

TBA to Eq. (3.61). In order to do this, we need the projections of the observable onto

conserved quantities, which can be expressed as derivatives:

〈o, qi〉 = −∂〈o〉
∂βi

. (5.15)

This requires the knowledge of the average 〈o〉 in maximal entropy states. This is

in general a difficult object to evaluate exactly, and techniques beyond the TBA are

required. Of particular importance, the Leclair-Mussardo formula [18, 129, 130] gives

averages in generalised Gibbs ensembles as an infinite, but relatively well convergent,

form factor series. Other results for such one-point averages exist, see for instance

[14–18]. Once the average 〈o〉 is known, then it is always possible to write the result of

the derivative in a form that mimics (5.6):

−∂〈o〉
∂βi

=

ˆ
dθ ρp(θ)f(θ)hdr

i (θ)V o(θ). (5.16)

The function V o(θ) characterises the observable o. In particular, performing the βi

derivative on the Leclair-Mussardo formula gives exactly formula (4.39), as shown

in [144]. Thus V o(θ) is identified with the equal-rapidity one-particle-hole form factor

of o introduced in sec. 4.2 (with the same notation). It is important to emphasise,

however, the definition (5.16) is independent from any Bethe ansatz structure of the

underlying model, and holds in the full generality of the TBA and GHD formalisms∗.
In integral-kernel form we have

〈o, qi〉 = V o · ρpf(1− Tn)−1hi (5.17)

and this gives

lim
Eul

So1,o2(κ) =

ˆ
dθ ρp(θ)f(θ)eiveff(θ)κV o1(θ)V o2(θ) (5.18)

lim
Eul

So1,o2(x, t) = t−1
∑

θ∈θ∗(ξ)

ρp(θ)f(θ)

|(veff)′(θ)|V
o1(θ)V o2(θ).

In the expression for limEul So1,o2(x, t), it is possible that ξ be in the direction of a

supremum of the effective velocity, where (veff)′(θ) = 0. This may happen, for instance,

in lattice models, where the effective velocity is bounded. In this case, the Euler scaling

limit gives infinity. This also happens in conventional hydrodynamics, where (3.41)

indicates that it is a distribution supported on the available hydrodynamic velocities.

This means that the correlation function itself does not decay as 1/t at large times t,

but rather with a slower power law. In the present case, a form factor analysis suggests

t−2/3, see next the sec. 5.3.

∗In fact, it can also be argued that the Leclair-Mussardo formula enjoys the same level of generality.
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The results (5.18) were first obtained in [144], by the techniques explained here.

They are extremely general asymptotic results for correlation functions in integrable

models, perhaps surprising given the technical complexity of the objects being studied.

Interestingly, they can also be obtained using the new form-factor theory reviewed in

sec. 4, as we explain next.

5.3. Form factor expansion at the Euler scale

We will now show how one can obtain the GHD predictions for the dynamic correlation

functions at the Euler scale from the form-factor expansion, including only one particle-

hole excitations. This provides a verification for two non-trivial sets of ideas: the form-

factor theory reviewed in sec. 4, and the hydrodynamic ideas, at least at the level of

linearised hydrodynamics, reviewed in sec. 2. In particular, the latter are extremely

difficult to independently verify in generic systems. To address the Euler scale we need to

perform fluid-cell averaging introduced in sec. 3.3, and here for definiteness we consider

Eq. (3.38).

We consider the connected two-point function in its spectral representation

So1,o2(ξ, t) = 〈ρp|o1(ξt, t)o2(0, 0)|ρp〉 − 〈ρp|o1|ρp〉〈ρp|o2|ρp〉, (5.19)

and are interested in its large-time limit. In this limit the leading contributions to the

correlation function comes from intermediate states involving small number of particle

and holes excitations. The leading terms involve single particle or hole excitations. Such

terms, involving unequal number of particles and holes, as we will show later, vanish

under the fluid-cell averaging. The relevant contributions come then from particle-hole

excited states, with single particle-hole excitations determining the leading contribution

in 1/t. Such contribution is

So1,o2

1ph (ξ, t) =

ˆ
dθ+

2π

dθ−

2π
n(θ+)(1− n(θ−))f o1

n (θ+, θ− + iπ)f o2
n (θ+, θ− + iπ)∗

× exp
[
it
(
ξ(k(θ+)− k(θ−))− (ε(θ+)− ε(θ−))

)]
, (5.20)

and in the large t limit can be evaluated using a two-dimensional stationary phase

approximation. The stationary points are ~θ0 = (θ∗(ξ), θ∗(ξ)) where θ∗(ξ) obey

veff(θ∗(ξ)) = ξ. This results in

So1,o2

1ph (ξ, t) = t−1
∑

θ∈{θ∗(ξ)}

ρp(θ)(1− n(θ))

|(veff)′(θ)| V o1(θ)V o2(θ). (5.21)

Crucially, these expressions are smooth in t and x and therefore they are invariant

under the fluid-cell averaging. In the following we show that this is not the case for

contributions coming from excited states with different number of particles and holes.

The contribution from one particle excited state instead average to zero at large

times. These read

So1,o2

1p (ξ, t) =

ˆ
dθ+

2π
(1− n(θ))f o1

n (θ)f o2
n (θ)∗eit[ξk(θ)−ε(θ)]. (5.22)
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At late times we can again use the saddle point approximation which this time yields

contribution oscillatory in time,

So1,o2

1p (ξ, t) =
∑

θ∈{θ∗(ξ)}

(1− n(θ))

√
1

ρs(θ)(veff)′(θ)
f o1
n (θ)f o2

n (θ)∗ei[ξk(θ)−ε(θ)]±iπ/4. (5.23)

The oscillations are centered around zero and make the whole contribution vanish under

the fluid-cell averaging.

The saddle point in (5.20) also allows to inspect the correlator exactly at the light-

cone, namely whenever (veff)′(θ∗) = 0. This is what happens in lattice system where

there is a finite maximal velocity veff(θ∗) = vmax. In this case we have, at large times

So1,o2

1ph (x = vmaxt+ ζ, t) = ρp(θ∗)(1− n(θ∗)V
o1(θ∗)V

o2(θ∗)

ˆ
dθ+

2π

dθ−

2π

× e−it(k′(θ∗)(veff)′′(θ∗))/6(θ+)3−(θ−)3))eiζk′(θ∗)((θ+)−(θ−)). (5.24)

Using the integral form of the Airy function we obtain the following scaling form for the

correlation functions at the light-cone

So1,o2

1ph (x = vmaxt+ ζt1/3, t) = t−2/3 22/3V o1(θ∗)V
o2(θ∗)n(θ∗)(1− n(θ∗))

[(k′(θ∗)(veff)′′(θ∗))]2/3

×
(

Ai
( 21/3ζ

[(k′(θ∗)(veff)′′(θ∗))]1/3

))2

. (5.25)

This form of the correlator at the light-cone is expected to be the same in free theories,

where only one particle-hole are presents. However in interacting system diffusive

spreading coming from two particle-hole contribution to the correlations, gives a slower

decay term, as 1/
√
t, which is leading compared to the contribution (5.25).

Let us now look at the Drude weights (3.10)

Dij = lim
t→∞

1

2t

ˆ t

−t
ds

ˆ
dλ

ˆ ∞
−∞

dx 〈ji(x, es− iβλ), jj(0, 0)〉 (5.26)

Inserting the particle-hole resolution of identity and including only one particle-hole

excitations we obtain

Dij = (2π)

ˆ 1

0

dλ lim
t→∞

1

2t

ˆ t

−t
ds

ˆ
dθ+

2π

dθ−

2π
δ(k(θ+)− k(θ−))n(θ+)(1− n(θ−))

× f jin (θ+, θ− + iπ)f jjn (θ+, θ− + iπ)∗ exp
[
−λβi(hdr

i (θ+)− hdr
i (θ−))− is(ε(θ+)− ε(θ−))

]
,

(5.27)

where the δ(k(θ+)−k(θ−)) is generated by the integration over full space x. Integrating

the latter gives θ+ = θ−, and a trivial integral over time and λ. We then obtain, using

(4.50),

Dij =

ˆ
dθ ρp(θ)(1− n(θ))[veff(θ)]2heff

i (θ)heff
j (θ), (5.28)

recovering this way the result obtained by hydrodynamic projection (5.12).
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5.4. The space of ballistic waves

We are now in a position to discuss slightly more explicitly the structure of the Hilbert

space of conserved quantities, or ballistic waves, Hbal introduced in sec. 3.4, and its

physical interpretation.

First, it is clear that every conserved quantity Qi ∈ Hbal is, in the TBA, identified

with a function hi(θ) as per (5.4), and the inner product is exactly Cij, see sec. 5.1. In

fact, in the context of describing the Hilbert space Hbal, it is not necessary to discuss the

functions hi(θ) themselves, as only the dressed versions are involved, hdr
i (θ). Therefore,

the spaceHbal, for a maximal entropy state described by w(θ) as in sec. 5.1 (equivalently

ε(θ), ρp(θ) or n(θ)), is the space of all functions h̃ with finite norm under the induced

inner product∗:

Hbal
∼= L2(R, dθ ρpf) =

{
h̃ : R→ C

∣∣∣
ˆ

dθ ρp(θ)f(θ)|h̃(θ)|2 <∞
}
. (5.29)

Note that it is expected that ρp(θ)f(θ) ≥ 0 for maximal entropy states, hence this

makes sense. The dressing is only involved in relating the one-particle charge h(θ)

(for instance, the energy h(θ) = m cosh θ in a relativistic model) to the particular

element h̃ = hdr of Hbal as parametrised by functions in L2(R, dθ ρpf). That is,

L2(R, dθ ρpf) 3 hdr ≡ Q ∈ Hbal if h is the one-particle eigenvalue of the conserved

charge Q.

Clearly, from the above, if hi ≡ Qi then the projection of the total current

Ji =
´

dx ji(x) onto Hbal is

L2(R, dθ ρpf) 3 veffhdr
i ≡ PJi. (5.30)

Note that even if hdr
i ∈ L2(R, dθ ρpf), there is not guarantee that veffhdr

i ∈ L2(R, dθ ρpf):

there may be conserved charges whose currents do not lie in the Hilbert space H′.
However, it is expected that local conserved charges have well-behaved currents, see the

theorem about the existence of currents in [64].

Further, as can be deduced from the results of sec. 5.2, the equal-momenta one-

particle-hole form factors V o(θ) introduced in (4.39) represent the projection of the

extensive observable O onto Hbal,

L2(R, dθ ρpf) 3 V o ≡ PO. (5.31)

From this, the form factor analysis of sec. 5.3 suggests a clear physical interpretation of

the space Hbal of ballistic modes in integrable models: the modes should be identified

with excitations by particle-hole pairs on top of generalised Gibbs ensembles. Particle-

hole pairs naturally represent small disturbances of the state, with a small cost in terms

of all conserved quantities admitted by the model. In this interpretation, instead of

∗In order to have the Hilbert space structure, we take complex functions, but we expect a basis to

lie in the real subspace. As usual, we also ask for Lebesgue-integrability of the integrand on R, and the

space is in fact a space of equivalence classes under modifications on sets of measure zero.
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characterising linear waves as small propagating disturbances of conserved densities,

linear waves are seen as co-propagating pairs of a particle and a hole, which can carry

any rapidity θ ∈ R. Connecting with the L2 structure, one may see these travelling

particle-hole pairs as forming a scattering-wave “basis”, in the sense of spectral theory,

for the space of ballistic waves (or conserved quantities) Hbal, much like asymptotic

states of fixed momenta p represent a scattering basis for square-integrable functions in

quantum mechanics. Connecting with the geometric picture of maximal entropy states

reviewed in sec. 2, this implies that co-propagating particle-hole pairs in integrable

systems span the tangent space to the manifold of maximal entropy states.

5.5. Dynamical correlation functions in non-stationary backgrounds

The discussion of linearised hydrodynamics in sec. 3.3 and 3.4, and of correlation

functions in sec. 4, is mostly based on the assumption that the background state is

stationary and homogeneous. Evaluating correlation functions on top of non-stationary

backgrounds – with large-scale fluid motion – is an extremely difficult problem. There is

no general method known in the universal formulation of hydrodynamics, except for the

linear-response dynamical equation (3.45) which is in general hard to solve. However,

surprisingly, it is possible to go much further in integrable systems, and to obtain a set

of integral equations that describes dynamical two-point functions at the Euler scale,

on top of an arbitrary background with Euler-scale fluid motion [144].

The idea is that of linear response, as in sec. 3.3. However, this is applied not to

the differential equations of Euler hydrodynamics, but to the solution by characteristics

to the GHD equations. The solution by characteristics to GHD is presented as a set

of integral equations with integrals on space and rapidities, where time appears as an

explicit, fixed parameter; it was obtained in [149] (see also [84, subsec 4.3]). The solution

by characteristics fixes the state of the fluid cell at (x, t) by fixing its occupation function,

n(θ, x, t) = n(θ, u, 0), (5.32)

in a self-consistent fashion, where u = u(θ, x, t) describes the characteristics (see fig. 10

and solves
ˆ x

z

dy ρtot(θ, y, t)−
ˆ u

z

dy ρtot(θ, y, 0) = ρtot(θ, z, 0) veff(θ, z, 0) t (z → −∞). (5.33)

The fluid is assumed to approach sufficiently fast a homogeneous and stationary state

in the far left region z → −∞.

We apply the functional derivative δ/δβj(0) to the average 〈qi(`x, `t)〉` for the

inhomogeneous initial state (3.47). In the limit ` → ∞, this gives the non-stationary

Euler-scale two point function for the initial state whose fluid description has space-

dependent Lagrange parameters βi(x), as per Eq. (3.46),

lim
`→∞

δ〈qi(`x, `t)〉`
δβj(0)

= lim
Eul

Sij(x, t). (5.34)
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Figure 10. A characteristics is a curve in space-time that goes along the changing

effective velocity in the non-stationary fluid. Euler-scale correlations in a non-

stationary fluid are due to linear waves following the curved characteristics, and are

affected by the change of density of characteristics due to the nonlinearity of the fluid’s

equations of motion (that is, the nontrivial interactions in the underlying model).

We then use the above solution by characteristics in order to evaluate the functional

derivative. The result is

lim
Eul

Sij(x, t) =

ˆ
dθdα Γ(0,0)→(x,t)(θ, α)ρp(θ, x, t)f(θ, x, t)hdr

i (θ, x, t)hdr
j (θ, x, t) (5.35)

where the propagator is a contribution of a direct term and an “indirect propagator”:

Γ(0,0)→(x,t)(θ, α) = δ(u(θ, x, t))δ(θ − α) + ∆(0,0)→(x,t)(θ, α). (5.36)

The direct propagator δ(u(θ, x, t))δ(θ−α) represents the contribution to the large-scale

correlation by linear waves travelling along the curbed characteristics, with the fluid

motion. The indirect propagator ∆(0,0)→(x,t)(θ, α) itself satisfies a self-contained linear

integral equation; this becomes rather involved, and we refer to [144, Eqs 3.21, 3.22]

for details. It may be interpreted as the Euler-scale modifications of the linear waves

due to the varying density of characteristics, and is nonzero only if there is nontrivial

interactions (see fig. 10). The observation of correlations in moving fluid therefore offers

a way of distinguishing between interacting and non-interacting models at the Euler

scale. It is shown in [144] that (5.35) indeed solves the evolution equation (3.45).

Two comments are in order.

First, Eq. (5.35), although involving rather complicated objects, can nevertheless

be evaluated numerically [155] using the iFluid package [156], and has been checked

against numerical simulations in the hard-rod gas [155]. It is observed there that the

indirect propagator gives a relatively small correction to the effects of direct wave

propagation, but significant enough to be numerically observable, and stronger than

diffusion. Eq. (5.35) is a nontrivial prediction that is, up to now, not obtainable by any

other techniques, and that does not have an equivalent beyond integrability.

Second, we note that a similar combination of direct wave propagation and a

small, indirect modification when non-trivial interactions are present, is also observed

for correlation functions due to quantum fluctuations on top of moving fluids at zero

temperature [157], see the review [158] in this special issue.
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Figure 11. In “free” models, the correlation functions of many conserved densities

at the Euler scale limEul 〈qi1(x1, t1) · · · qin(xn, tn)〉c are nonzero only if the observables

are located co-linearly. With nontrivial interactions this is not expected to be the case

anymore.

5.6. Higher-point correlation functions

The techniques just reviewed are immediately generalisable to the insertion of

more local fields, and in particular can be used to obtain higher-point correlation

functions in stationary states. For free theories, this is simple to do, and one

finds that higher-point Euler-scale correlation functions of local conserved densities

limEul 〈qi1(x1, t1) · · · qin(xn, tn)〉c are nonzero only if positioned colinearly (see fig. 11),

(xk − x1)/(tk − t1) = (x2 − x1)/(t2 − t1); the exact formula is presented in [144].

When interactions are present, because of the nontrivial indirect propagator, one expects

the presence of non-colinear Euler-scale correlations, although this has not been fully

analysed yet.

The general three-point formulae (3.91), (3.92) of sec. 3.6 can be written in the

TBA formalism using the integral kernel formalism, at least for the currents o = ji
where all necessary quantities are known in all generality. In particular the three-point

coupling (3.93) is directly calculable from the average current 〈ji〉. The result is rather

involved however, and we skip the details.

A correlation functions with multiple field insertions can also be analysed in

integrable models directly using form factors. The approach towards the hydrodynamic

regime, from the point of view that the spectral sum, acts as a filter, filtering out higher

particle-hole contributions. We have seen example of this, for the two-point function,

in sec. 5.3. There the Euler scale correlator had contributions only from 1 particle-

hole excited states. We can expect similar phenomena occurring also for higher point

functions. Whereas this approach is yet to be fully developed, we sketch here the results

for 3-point functions.

We consider the connected, correlation function 〈o1(x)o2(y)o3(z)〉c in a

homogeneous, maximal entropy state described by ρp(θ). Here, we introduced a notation

x = (x, t) for the space-time coordinates and we consider local operators, that commute

with the total particle number operator. The Källén–Lehmann spectral sums are then

over the particle-hole excited states,

〈o1(x)o2(y)o3(z)〉c =
∑

α 6=β

〈ρp|o1|α〉〈α|o2|β〉〈β|o3|ρp〉ei((x−y)k(α)+(y−z)k(β)), (5.37)

where xk(α) = tε(α) − xk(β) and |α〉 = |ρp;θ+
α ,θ

−
α 〉, |β〉 = |ρp;θ+

β ,θ
−
β 〉 denote an
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excited state on top of |ρp〉 characterized by particle-hole excitations {θ+
α ,θ

−
α} and

{θ+
β ,θ

−
β } respectively. We observe that |α〉, |β〉 cannot be equal to the averaging state

|ρp〉 nor to each other - such cases correspond to disconnected contributions. This also

implies that at least one of the form-factors must be 2ph, or higher, form-factor. We will

now see the implications of these general structure of the correlator on the hydrodynamic

regime. Following sec. 3.6, we set x = (x, t), y = (y, 0) and z = (z, 0) and consider limit

of large space-time separations between the three points. In such case we can expect

that the sums localize on the stationary points of the phase factors,

(x− y)k(α) + (y − z)k(β) = tε(α)− (x− y)k(α)− (y − z)k(β). (5.38)

The spectral sum in (5.37) has contributions from intermediate states composed of

various number of particle-hole excitations. We expect that the smaller the number

of particle-hole excitations involved, the larger the contribution in the large space-

time separation. Given the above discussion the leading contribution comes from such

intermediate states that in (5.37) there are two 1ph form-factors and one 2ph form-factor.

One class of intermediate states that provide this is with |α〉 = |ρp; θ+
1 , θ

+
2 , θ

−
1 , θ

−
2 〉 and

|β〉 = |ρp; θ+
1 , θ

−
1 〉. The contribution to the phase factor from the first pair is then

tε(θ+
1 , θ

−
1 )− (x− y)k(θ+

1 , θ
−
1 ) while from the second pair is tε(θ+

2 , θ
−
2 )− (x− z)k(θ+

2 , θ
−
2 ).

In the limit of large space-time separations, in parallel to computations presented in

sec. 5.3, the spectral sum can be evaluated with the saddle point approximation. Then

the saddle point for θ±i is θ∗i where veff(θ∗1) = (x − y)/t and veff(θ∗2) = (x − z)/t. The

contribution to the Euler scale correlation from this class of intermediate states is of the

following structure∗

lim
Eul
〈o1(x)o2(y)o3(z)〉c ∼ t−2f o1

ρp
(θ∗1, θ

∗
1 + iπ, θ∗2, θ

∗
2 + iπ)V o2(θ∗1)V o3(θ∗2). (5.39)

This expression can be compared with the hydrodynamics predictions of sec. 3.6, where

a picture of similar structure arises. This shows that the form-factor approach also has

the potential to address the Euler scale properties of higher point functions. However,

further studies in this direction are required in order to turn the heuristic analysis

presented here into quantitative predictions that could be compared with results of

hydrodynamic projections.

Finally, the theory of ballistic fluctuation reviewed in sec. 3.6 has been implemented

in integrable models, see [159]. With the flow parameter λ and the direction parameter

α as in sec. 3.6, the pseudoenergy satifies the flow equation

∂λελ,α(θ) = sgn
(

sinα− cosα veff
λ,α(θ)

)
hdr
i;λ,α(θ) (5.40)

∗In writing the expression we assumed that stationary point equations have a single solution. If

there are more solutions the result is a sum over contributions from each of them.
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and the full counting statistics (scaled cumulant generating function) is∗

fλ,α =

ˆ
dθ

2π

(
cosα e′(θ)− sinα p′(θ)

)
×

×
[

sgn
(

sinα− cosα veff
λ,α(θ)

) (
F(ελ,α)− F(ε0,α)

)
(5.41)

+ 2
∑

λ̃∈[0,λ] :

veff
λ̃,α

(θ)=cotα

sgn
(
∂λv

eff
λ,α(θ)|λ̃

) (
F(ελ̃,α)− F(ε0,α)

) ]

(recall that α ∈ [0, 2π]). A generalisation of this theory on non-stationary, Euler-scale

backgrounds has also been developed in integrable models, based on the results for

correlation functions on non-stationary background reviewed in sec. 5.5, see [160].

6. Diffusive scale

The scope of this section is to derive an analytical formula for the Onsager matrix Lab on

a generic stationary thermodynamic state and generic integrable (quantum or classical)

model, characterised solely in terms of its scattering shift T (θ, α). We will first show

how this can be obtained by inserting a resolution of identity in the current-current

correlator and summing over the particle-hole excitations weighted by the form factors.

It turns out that the sum over excitations truncate to a small number of particle and

holes, due to the integration over time and space, and the final result has a simple

analytical expression. We then show how the diagonal part of the diffusion matrix can

be obtained by a simple kinetic argument, and finally how the complete Onsager matrix

is reproduced by projecting the current operators on the complete basis of products of

local and quasi-local conserved quantities.

The Onsager matrix is seen to be determined by the contributions of two particle-

hole pairs in thermodynamic form factors. Conceptually, this ties in with the various

ideas that we have discussed in this review. In particular, this corresponds to the

contribution to diffusion due to the scattering of ballistic waves, as the latter, as

explained above, are identified with single particle-hole pairs.

6.1. Diffusion from form factor expansion of dynamical response function

We have seen in previous section how one-particle hole excitations give the full ballistic

response of the system. However, the local operators, and current densities, in particular,

in fully interacting systems couple to more than the one particle-hole spectrum, as

opposed to the free systems. In particular, the presence of two particle-hole excitations

proves essential for diffusion and entropy increase.

Diffusive scale hydrodynamics is governed by the Onsager matrix (3.5). It is shown

in sec. 5.3, how the single particle-hole excitations of the current-current correlator give

the full Drude weights contributions. Let us now consider higher order contributions to

∗This generalises [159, Eq 25] to arbitrary α and corrects the factor of 2 missing there.
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the space-integrated current-current correlatorˆ
dx (ji(x, s), jk(0, 0)) =

∑

n≥1

(jj)n−ph
ik (s). (6.1)

Specialising to the time integrated current-current correlation function at the second

order n = 2, results in

lim
T→∞

ˆ T

−T
dt (jj)2−ph

ik (t) = lim
T→∞

(2π)2

2!2

ˆ
dθ−1 dθ−2 ρp(θ−1 )ρp(θ−2 )

 
dθ+

1 dθ+
2 ρh(θ+

1 )ρh(θ+
2 )

× δ(k[θ+,θ−])δT (ε[θ+,θ−])〈ρp|ji|θ+
1 , θ

+
2 , θ

−
1 , θ

−
2 〉〈θ+

1 , θ
+
2 , θ

−
1 , θ

−
2 |jk|ρp〉,

(6.2)

where the finite-time delta function is defined as

δT (x) = sin(Txπ)/πx. (6.3)

The integration over particle momenta in (6.2) can then be performed using the two

kinematic constraints. Moreover, it is easy to show that higher particle-hole contribution

are zero

lim
T→∞

ˆ T

−T
dt (jj)n−ph

ik (t) = 0, n > 2. (6.4)

The reason is the following: the matrix elements of the current operators are

proportional to the total energy of the excitations ε, which is forced to be zero by

kinematic constraint. The contribution therefore vanishes in the infinite time limit,

unless the divergence of the matrix elements compensates for it. The only points in

the phase space of particle-hole positions where matrix elements are divergent are those

where at least one of the particles shares the same rapidity of one of the holes, which is

a zero-measure set of points in R2n. However, this set has a non-zero measure when the

number of particle and holes is equal to two, as conservation of energy and momentum

δ(k)δ(ε) collapse the integral exactly on the two points θ+
1 = θ−1 , θ+

2 = θ−2 and θ+
1 = θ−2 ,

θ+
2 = θ−1 . At these points the divergence from the form factors (4.52) cancels the zero

from the factor (ε[θ+,θ−])2 and the result is finite. Therefore we obtain, using the

expressions (4.52),

Lik = lim
t→∞

ˆ T

−T
dt (jj)2−ph

ik (t)

= (2π)2

ˆ
dθ1dθ2

2
ρp(θ1)(1− n(θ1))ρp(θ2)(1− n(θ2))|veff(θ1)− veff(θ2)|

×
(T dr(θ2, θ1)hdr

i (θ2)

k′(θ2)
− T dr(θ1, θ2)hdr

i (θ1)

k′(θ1)

)

×
(T dr(θ2, θ1)hdr

k (θ2)

k′(θ2)
− T dr(θ1, θ2)hdr

k (θ1)

k′(θ1)

)
, (6.5)

where integration over the particles has been performed, and the two variables θ1 and

θ2 denote the remaining integration over the positions of the two holes.
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The same result can be obtained by introducing an intermediate step, that is

considering the 2 particle-hole contribution at the small energy and momentum of the

current-current correlation. The Onsager matrix can then be computed from

Lik = lim
ω→0

lim
k→0

Sjijk
2ph(k, ω), (6.6)

where Sjijk
2ph(k, ω) is the 2 particle-hole contribution to the Fourier transform of

Sjijk(x, t) ≡ 〈ji(x, t)jk(0, 0)〉. For the Lieb-Liniger model and using the form-factor

expansion of the correlator the two particle-hole contribution reads [161]

Sjijk
2ph(k, ω) = (2π)2

 
dθ1dθ2

2
ρp(θ1)(1− n(θ1))ρp(θ2)(1− n(θ2))|veff(θ1)− veff(θ2)|

× veff(θ∗)
( T dr(θ2, θ1)hdr

i (θ2)

k′(θ2)(veff(θ2)− veff(θ∗))
− T dr(θ1, θ2)hdr

i (θ1)

k′(θ1)(veff(θ1)− veff(θ∗))

)

× veff(θ∗)
( T dr(θ2, θ1)hdr

k (θ2)

k′(θ2)(veff(θ2)− veff(θ∗))
− T dr(θ1, θ2)hdr

k (θ1)

k′(θ1)(veff(θ1)− veff(θ∗))

)
, (6.7)

where θ∗ is defined through veff(θ∗) = ω/k. This expression constitutes the leading

order in k with fixed ω/k. The double Hadamard integral (denoted by
ffl

) regularizes

the poles at θi = θ∗. The limits in (6.6) correspond then to θ∗ →∞, under which (6.7)

becomes (6.5). The integrand of the limiting expression is a regular function, hence no

regularization appears in (6.5).

The result (6.5) can be promoted to generic integrable models (and it does

recover the previously known expression for hard-rod gases, see [52, 162]), provided

the integration over rapidities is also seen as a sum over different particle species in case

of string solutions and nested structure. In this general case, labelling with the two

labels s1, s2 the different string types, the expression reads

Lik =
∑

s1,s2

ˆ
dθ1dθ2

2
ρp;s1(θ1)fs1(θ1)ρp;s2(θ2)fs2(θ2)|veff

s1
(θ1)− veff

s2
(θ2)|

×
( T dr

s1,s2
(θ2, θ1)hdr

i;s2
(θ2)

k′s2(θ2)
− T dr

s2,s1
(θ1, θ2)hdr

i;s1
(θ1)

k′s1(θ1)

)

×
( T dr

s1,s2
(θ2, θ1)hdr

k;s2
(θ2)

k′s2(θ2)
−
T dr
s2,s1

(θ1, θ2)hdr
k;s1

(θ1)

k′s1(θ1)

)
, (6.8)

where we have used the generic symbol f(θ) incorporating the statistics of the

excitations, see Eq. (5.9). The scattering shift Ts1,s2(θ, α) is now also a matrix in

the string indices. Equation (6.5) can be written as quadratic form as following

(DC)ik = hi ·
1

2π
(1− σnT )−1k′D̃nf (1− TTnσ)−1hk. (6.9)

with the following Markov-type matrix

1

2
D̃s1,s2(θ, α) = δs1,s2δ(θ − α)w̃s1(θ)− W̃s1,s2(θ, α), (6.10)
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with rates given by

W̃s1,s2(θ, α) =
(2π)2

2
χs1(θ)

T dr
s1,s2

(θ, α)T dr
s2,s1

(α, θ)

k′s1(θ)2
|veff
s1

(θ)− veff
s2

(α)|, (6.11)

and the diagonal part obtained by the sum over all jump rates

w̃s1(θ) =
(2π)2

2

∑

s2

ˆ
dαχs2(θ)

(
T dr
s1,s2

(θ, α)

k′s1(θ)

)2

|veff
s1

(θ)− veff
s2

(α)|, (6.12)

where we used the definition of quasiparticle susceptibilities

χs(θ) = k′s(θ)ns(θ)fs(θ)/(2π). (6.13)

The quantity (6.12) can be seen as the effective variance for the quasiparticle fluctuations

with rapidity θ inside the local stationary state, caused by the random scattering

processes (see next section), where the ratio T dr
s1,s2

(θ, α)/k′s1(θ) can be seen as the average

displacement of the quasiparticle of type s1 and rapidity θ scattering many times with

all the other quasiparticles present in the local stationary state.

Finally, we point out that there is a clear relation between the particle-hole hierarchy

in transport coefficients and the hydrodynamic projection introduced in sec. 3, see fig.

6.1.
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Figure 12. Left: ballistic Drude weights are given by one particle-hole excitations in

the limit of small momentum that can be seen as a single quasiparticle propagating

through the system and undergoing a zero-momentum scattering with the background,

or alternatively as the projection of the current operator on each normal mode,

propagated and projected back. Right: Onsager matrix is instead given by the two-

particle hole contribution at low momentum, that can be seen as a scattering of two

quasiparticles, or as the projection of the current operator on two normal modes,

propagated and projected back, summed over all different modes.
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6.2. Kinetic picture of quasiparticle diffusion

The diagonal part (in quasiparticles modes) of the diffusion matrix, Eq. (6.12), can be

derived in a quite simple fashion by employing some arguments from standard kinetic

theory of quasiparticles, introduced in [163]. One indeed should follow one of the

quasiparticles, for example the one with rapidity θ (and of type k in general, which we

omit in the following) moving through a thermodynamic state with density ρp(α) with

its effective velocity veff(θ). Its velocity is a functional of ρp(θ) due to scatterings with

other quasiparticles. However, their density is not constant but it fluctuates on any finite

sub-system, leading to fluctuations in the velocity and therefore to to diffusive spreading

of the quasiparticle trajectory. Specifically, a quasiparticle with rapidity θ will collide

with another quasiparticle with rapidity α if they started out in a spatial window of size

|veff(θ) − veff(α)|t. We therefore compute the variance of the fluctuation of the tagged

quasipartcle 〈[δx(θ)]2〉 (where 〈·〉 here denotes an average over ensemble realisations) as

given by the fluctuations in density of all scattered quasiparticles. Namely

〈[δx(θ)]2〉 = t2
ˆ

dα

(
∂veff(θ)

∂n(α)

)2

〈[δn(α)]2〉 (6.14)

with n(α) the filling functions. One then uses the expression for the fluctuations of

filling functions in a sub-system of size ` [164]

〈[δn(α)]2〉 = χ(α)/` (6.15)

by definition of quasiparticle susceptibility. Using that the fluctuations should be

computed on the spatial interval ` of size

` = |veff(α)− veff(θ)|t, (6.16)

where particles could actually scatter, gives

lim
t→∞
〈[δx(θ)]2〉/t =

ˆ
dα

(
∂veff(θ)

∂n(α)

)2
χ(α)

|veff(α)− veff(θ)| (6.17)

Finally, using the expression for the effective velocity, (4.15) one can show that

∂veff(θ)

∂n(α)
=

2πT dr(θ, α)

k′(θ)
(veff(θ)− veff(α)) (6.18)

such that equation (6.17) is equivalent to

〈[δx(θ)]2〉 = 2tw̃(θ), (6.19)

namely the fluctuations of trajectories of each quasiparticle grow as
√
t and their effective

diffusion constant is provided by the function w̃(θ) in (6.12). Despite the simplicity of

the argument, the inclusion of the off-diagonal components of diffusion, namely the

term (6.11), requires a slightly more elaborate treatment. Indeed quasiparticles do not

only witness a spreading in their trajectories but they also randomly exchange their

rapidities or momenta. A more complete kinetic picture is therefore provided by using

the formalism of hydrodynamic projection on charges and therefore on normal modes,

namely the quasiparticles.
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6.3. Diffusion in integrable systems from hydrodynamic projection

In this section we will show that expression obtained from the form factor expansion can

be exactly reproduced by the projection onto the products of bilocal charges considered

in sec. 3.5.

In order to explicitly evaluate the lower bound we need to discern the forms of the

G-matrix (3.86), and transformation R that takes us to the normal mode basis, which

will allow us to evaluate the expression (3.85).

We first focus on G-matrix, which was evaluated for integrable systems in [78]

and [97]. The connection between the projection result (3.85) can be established by

evaluating the G-matrix in integrable systems. We will use a compactified notation,

with the indices i denoting both rapidity and particle type i = (θ, s), with the Einsteins

summation convention aibi =
∑

s

´
dθ as(θ)bs(θ). G-matrix is related to the Hessian

G jk
i =

1

2
R l
i

(
R−THlR

−1
)jk
, (6.20)

by definition. Hessian describes the curvature of the currents on the manifold of steady

states wrt expectation values of charges and can be obtained by taking the derivative

of the flux Jacobian wrt quasiparticle densities

Hjk
i =

∂Aj
i

∂ρk
. (6.21)

The transformation which diagonalizes the flux Jacobian, taking us to the normal mode

basis is (see (5.11))

Rji =
1√
χi

(1− nT )ji . (6.22)

Evaluating the derivative of the flux Jacobian yields the following expression for

the G-matrix

G jk
i =

1

2ρtot
i

√
χjχk
χi

[
(veff
j − veff

i )(T dr) ji δ
k
i + (veff

k − veff
i )(T dr) ki δ

j
i

]
. (6.23)

Equiped with this expression, the expression for the Onsager coefficients (3.81) can be

readily evaluated, reproducing the exact result obtained from the form factor expansion

(6.8).

Two comments are in order. First of all, notice that the diagonal elements of G-

matrix, Gjj
i , vanish, since they are proportional to the difference of effective velocities,

implying that all contributions to the Onsager coefficients from the products of normal

modes in expression (3.80) are finite. This observation is consistent with the prediction

of phenomenological theory of nonlinear fluctuating hydrodynamics which states that

superdiffusive behaviour should emerge, provided that any diagonal elements of G

are non-vanishing. Nevertheless, superdiffusion does occur also in integrable systems,

but it can be viewed as a consequence of diverging summation over the finite mode

contributions [70].
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Secondly, the observation that the products of normal modes yield exact result for

Onsager coefficients indicates that they might represent a complete set of quadratic

charges and a complete basis of diffusive subspace in integrable systems. Special

care needs to be taken in the case of integrable models with additional non-abelian

symmetries, where the Onsager coefficients can diverge, and additional quadratic charges

arising from the Yangian symmetry can be present [95].

7. Applications

7.1. T T̄ deformed CFTs

Conformal field theories are ubiquitous in nature, as they describe critical phenomena,

low temperature and large scale physics. They can be characterized by the left and

right moving quasiparticles that do not interact among each-other, meaning that the

scattering between the left and the right movers is trivial. In many CFTs, such as

minimal models [165], or Liouville CFTs [166], each of the sectors admits an integrable

description. Despite their interacting nature, CFTs exhibit some nongeneric behaviour,

for instance, vanishing bulk viscosity (momentum-momentum Onsager coefficient). In

order to study these properties as we depart from a strict zero temperature CFT

description, T T̄ deformation [167–171] is especially useful as it preserves integrability.

The T T̄ deformation introduces integrable scattering between the left and the right

movers, modifying the scattering matrix through the CDD factor Σ(θ), S(σ)(θ) =

eiΣ(θ)S(0)(θ). In case of massless theories the CDD factor reads Σ(θ) = −σM2

4
exp(θ),

where σ corresponds to the deformation strength. In what follows we will discuss how

GHD can be used to obtain transport coefficients [172, 173], note, however, that T T̄

deformation also admits a holographic dual [174, 175], allowing for the comparison of

two methods [172,173]. On the level of Lagrangian the T T̄ -deformation manifests itself

as a continuous deformation

∂σL(σ) =
1

2π2
T 0µT 1νεµν , (7.1)

where Tµν are the components of the stress-energy tensor and L(0) corresponds to the

undeformed Lagrangian. Importantly, deformation preserves Lorentz invariance. In

classical systems the effects of CDD factor are manifested in the increased width of

fundamental particles [176].

In the following we will focus on the energy and momentum diffusion constants and

Drude weights in T T̄ deformed CFTs.

7.1.1. Drude weights in T T̄ -deformed CFTs Let us specialize to the boosted thermal

states ρ = 1
Z

exp(−βH + νP ), where P corresponds to the momentum operator.

Relativistic invariance has important consequences for thermal transport, as the

energy current is preserved. Firstly, this implies that the energy Drude weight is a
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static quantity related to the momentum susceptibility

DEE = − ∂2f/∂ν2
∣∣
ν→0

, (7.2)

where f is the free energy, which can be evaluated explicitly. Secondly the components

of Onsager matrix associated with the energy current vanish LE• = L•E = 0. The

second quantity we will compute is the bulk viscosity, which is related to the energy

Drude weight in a simple manner. In T T̄ deformed CFTs pseudoenergies for the left

and right movers ε±(θ) satisfy two integral equations

ε±(θ) = β±E±(θ)− TL±(θ)− T̃±∓L∓(θ). (7.3)

E±(θ) = M
2

exp(±θ) and p±(θ) = ±M
2

exp(±θ) are the bare energy and momentum,

L±(θ) = log(1 + exp(−ε±(θ))) and β± = β ∓ ν. T±(θ, θ′) codes for the interaction

between the same particles in CFT, while the phase shift T̃±∓(θ, θ′) = − σ
2π
p+(θ)p−(θ′)

arises due to the T T̄ deformation. After taking into account that the phase shift is

factorizable, and the relation between the bare energies and momentum, one can observe

that T T̄ deformation results in the renormalization of temperatures

ε±(θ) = β̃±E±(θ)− TL±(θ), (7.4)

β̃± =
β±
2

(
1 +

√
1− πσc

3β+β−

)
, (7.5)

where c is the central charge. In order to obtain the bulk viscosity we need to evaluate

the effective velocities

veff
± (θ) ≡ veff

± ≡ ±veff = ±
√

1− πσc

3β2
, (7.6)

which can be deduced by noticing that equations

(p′±)dr(θ) = ∂ββ̃±E±(θ) + [Tn(p′±)dr](θ), (7.7)

(E ′±)dr(θ) = − ∂ν β̃±E±(θ) + [Tn(E ′±)dr](θ) (7.8)

are related by transformation (E ′±)dr(θ) → veff
± (θ)(p′±)dr(θ). Considering a general

expression for Drude weights in integrable systems, and the relation pdr(θ) = veffEdr(θ),

we see that the bulk viscosity is related to the energy Drude weight byDPP = (veff)2DEE.

This allows us to obtain the closed form expressions of the energy and momentum Drude

weights

DEE =
πc

3β3

1

veff
, DPP =

πc

3β3
veff . (7.9)

7.1.2. Diffusion constants in T T̄ deformed CFTs Let us proceed by evaluating the

momentum Onsager coefficients LPP . A general expression for the Onsager matrix

again simplifies significantly. This can be viewed as a consequence of degenerate dressed

velocities of left and right movers, which do not depend on the rapidity variable θ, but
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only on the type of particles. This means that the only non-vanishing contributions will

arise from the scatterings between the left and the right movers

LPP = 8π2(veff)3

ˆ
dθdλχ(θ)χ(λ)(T dr

+−(θ, λ) + T dr
−+(λ, θ))2, (7.10)

with the quasiparticle susceptibility χ(θ). As the dressed kernel factorizes T dr
±∓(θ, λ) =

−σpdr
± (θ)pdr

∓ (λ)/(2π) [173], and the dressed energies and momenta are related in a simple

manner, the diffusion constant can be expressed in terms of the Drude weights

LPP =
σ2

2
vcD

2
EE =

σ2

2

D2
PP

v3
c

. (7.11)

Above results on Drude matrix can also be obtained by considering a bipartition

protocol in holographic CFTs. Due to the large c limit in the semi-classical holographic

calculation, however, the corresponding bulk viscosity vanishes.

7.2. Heisenberg XXZ spin chain

Heisenberg XXZ spin chain is one of the most well studied integrable models, describing

the dynamics of one dimensional magnets, and spinless fermions

H =
∑

j

[
~Sj · ~Sj+1 + (∆− 1)SzjS

z
j+1 + h

∑

j

Szj

]
. (7.12)

Despite its long history and the richness of its dynamics, its out-of-equilibrium properties

were largely unexplored until very recently. Here, we will focus on two particularly

important aspects, the celebrated fractal spin Drude weight, and the comparison of the

low temperature diffusion constant obtained through GHD and semi-classical theory.

7.2.1. Fractal Drude weight of the gapless XXZ chain The question of quantifying the

spin transport in the gapless XXZ spin chain at finite temperatures has a long history.

It has long been understood that Drude weights can, in general, be bounded by quasi-

local conservation laws, by means of Mazur bound [43, 89]. However, in all states with

no magnetisation imbalance, i.e. finite temperature ensemble with h = 0, the standard

local integrals of motion do not provide a non-zero bounds. Therefore, it came as a

surprise that a thermodynamic Bethe ansatz calculation [44] predicted a finite value of

the Drude weight for ∆ < 1. Appropriate quasi-local conservation laws, providing the

bound on the Drude weight were constructed only much later [46,60,177,178]. Curiously,

these result indicated that the lower bound on the Drude weight at infinite temperature

could be a nowhere continuous function of the anisotropy ∆. Naively, one might expect

that as the value of the parameter ∆ is slightly altered, the correlation functions can

change only slightly, and therefore cannot be discontinuous. While such an argument

is valid when we are dealing with the finite size systems at finite times, it can fail when

the thermodynamic and long-time limits are considered.
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GHD can be used to show that the infinite temperature bound on the Drude

weight is indeed saturated, and, furthermore, that the fractal structure persists even

at finite temperatures [153]. Such behaviour is a consequence of fine tuned dependence

of the particle content of the Heisenberg spin chain on anisotropy. While for ∆ ≥ 1

the number of particle species is infinite, their number Np =
∑l

1 νl in ∆ < 1 regime

can be deduced by considering the continued fraction representation of the anisotropy

parameter ∆ = cos(m
`
π), m

`
= 1

ν1+ 1
ν2+···

, and only the last two particle species contribute

to the spin Drude weight. The infinite temperature β → 0 expression for the Drude

weight

Dss =
β

16

sin2 (πm/`)

sin2 (π/`)

(
1− `

2π
sin (2π/`)

)
, (7.13)

was then shown to be in perfect agreement with the GHD prediction, (5.12), in [153].

Furthermore, in the scope of GHD finite-temperature Drude weight can be considered

on the same footing, showing the same kind of the discontinuous behaviour, see fig. 13,

which becomes less pronounced as temperature is lowered. This is indeed in agreement

with the Drude weight computed within the emergent bosonic field theory, which gives

an exact prediction at zero temperature [179]. Finally, we shall stress that while the

value of the Drude weight (7.13) is valid for all values of ∆ = cos(mπ/`), we can also

take the limit of infinite m and ` to predict its value at irrational values of arcos(∆)/π.

This limit gives

Dss

∣∣∣
∆=cos(πx)

=
β

24

√
1−∆2, (7.14)

with x being an irrational number within the interval (0, 1) (notice that this excludes

the point ∆ = 0, where instead equation (7.13) should be used). Therefore the spin

Drude weight takes the above value for almost all values of ∆, expect for a zero-measure

set of points.
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Figure 13. In the figure on the left the rescaled infinite temperature Drude weight

(D̃(s) = Dss16/β) is shown. In the figure on the right the dependence of the Drude

weight on anisotropy ∆ for different temperatures is shown. [153]



Correlation functions and transport coefficients in generalised hydrodynamics 75

7.2.2. Spin diffusion in the XXZ chain and comparison with Sachdev-Damle semi-

classical theory The Drude weights of the majority of conserved quantities in integrable

models are finite, namely charge transport is in a first approximation usually ballistic

and their diffusive spreading is only a finite-time correction in most cases. However,

there are settings where the ballistic channel can be switched off, leaving the diffusive

spreading as the leading transport behaviour at late times. This is the case of the charges

associated to the generators of the global symmetry in integrable systems whenever the

reference states are Gibbs states with particle-hole symmetry. In particular, in the

XXZ spin-1/2 chain (7.12), whenever ∆ > 1 and magnetic field is zero h = 0, the spin

charge Szj is transported diffusely with a diffusion constant that depends non-trivially on

∆ and temperature β−1, as confirmed by numerical simulations [180–182]. This can be

obtained by computing the Onsager matrix element for the spin charge, by employing the

equation (6.8). Note that in thermal states at half filling h = 0 the spin-flip symmetry

is present. Since magnetisation is the only conserved charge which changes the sign if

the spin-flip transformation is performed, the associated matrix elements of diffusion

and susceptibility matrix factorize, resulting in

Lspin,spin = Dspin,spinχspin (7.15)

where χspin = Cspin,spin. If we specialize to the spin in equation (6.8), we find therefore

the dressed magnetisation hdr
spin = mdr = (1−Tn)−1m, where the bare magnetisation is a

constant function in the rapidities that only depend on the length of the string, namely

mk(θ) = k. Its dressed version is instead a function that vanishes at zero magnetic field.

This can be understood as a form of effective dressing: the quasiparticles of the model at

finite temperature are effectively para-magnetic, they do not retain any magnetization

in the absence of an externally applied magnetic field due to interactions among them.

However the matrix element Lspin,spin is not zero at zero magnetic limit, but a careful

limit of large string number k →∞ has to be taken in order to find the correct result in

the limit of zero external magnetic field. In this limit numerous simplifications occur,

one of them dubbed as ”magic formula” [77], leading to the spin diffusion constant that

reads

Dspin,spin =
∑

s≥1

ˆ
dθ
∣∣veff
s (θ)

∣∣ χs(θ)
16χ2

spin

∂2
h(m

dr
s )2
∣∣
h=0

, (7.16)

where s denotes the sum over all the string types and χs(θ) = ρps(θ)(1 − ns(θ))

the quasiparticle susceptibilities. The magic formula is a non-trivial relation between

thermodynamic functions, but it comes quite natural when looking at diffusion from

the perspective of hydrodynamic projection, as one of the normal modes in the product

should be magnetization due to the spin flip asymmetry of the current. The dressed

magnetisation is computed at finite h, and in the limit h→ 0 we obtain

∂2
h(m

dr
s )2
∣∣
h=0

= 2 lim
h→0

(
mdr
s

h
)2 (7.17)

In the limiting case of Gibbs ensemble with infinite temperature β → 0 this function,

as well as all the other thermodynamic functions, can be expressed analytically, leading
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to the following expression for the diffusion constant [183]

lim
β→0

Dspin =
2 sinh η

9π

∑

s≥1

(1 + s)

(
s+ 2

sinh ηs
− s

sinh η(s+ 2)

)
(7.18)

where ∆ = cosh η. In the low-temperature limit β →∞, instead, one finds a diverging

diffusion constant due to the exponential vanishing of the spin susceptibility χspin [77]

lim
β→∞

Dspin =
1

2

∂veff
1

∂k

∣∣∣
k=0

eβm
(
1 +O(e−βm)

)
(7.19)

and where the spectral gap of the chain m is given in terms of ∆ by the equation [13]

m = sinh (η)
∑

k≥0

(−1)k

cosh (kη)
, (7.20)

and where veff
1 (k) is the velocity of string-1 quasiparticles, which coincide with the

spinon velocity in the limit of low temperatures [13]. This expression for the diffusion

constant coincide with the one obtained two decades ago by Sachdev and Damle [42]

by a different, semi-classical approach, which is here therefore validated in the small

temperature regime. The semi-classical approach, however, gives incorrect prediction

in the massless limit m → 0, namely for the isotropic Heisenberg chain ∆ → 1 [77].

While the semi-classical theory predicts normal diffusion, it is now well established that

spin transport is in fact superdiffusive, as discussed in more details in a complementary

review [70].

7.3. Diffusion in quasiparticle space and scrambling of momenta

As another example we consider the dynamics of an initially inhomogeneous state (here

in the Lieb-Liniger gas model) and show the different features brought by the ballistic

and diffusive dynamics in the hydrodynamic evolution. Specifically we will see that

whereas the ballistic evolution causes the fast spatial homogenization of the initial state,

the diffusive dynamics is responsible for the redistribution and the smoothening of the

particles rapidities.

The Lieb-Liniger model [184] describes a gas of non-relativistic bosons by the

following Hamiltonian (with ~ = 2m = 1)

HLL = −
N∑

j=1

∂2
x + 2c

N∑

i<j

δ(xi − xj), (7.21)

here written for a finite number of particles N . The quasi-particle picture of the Lieb-

Liniger model, in the repulsive case c > 0, consists of a single particle type. Its bare

momentum and energy are p(θ) = θ and e(θ) = θ2 and the scattering kernel is

T (θ, θ′) =
1

π

c

c2 + (θ − θ′)2
. (7.22)
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The thermodynamics of the model follow then the standard TBA structure presented

in the previous sections.

The generalized hydrodynamics describes the evolution of the particles density

ρp(θ;x, t), including diffusive spreading, through the following equation [62,185],

∂tρp + ∂x(v
effρp) =

1

2
∂x (D∂xρp) , (7.23)

with the diffusion operator in rapidity space given as

D = (1− nT )−1ρsD̃ρ
−1
s (1− nT ), (7.24)

and where D̃ is defined in (6.10). The GHD equation (7.23) as stated is an equation for

the particle density. Equivalently, it can stated as an equation for the filling function

n(θ;x, t). One of the main features of diffusive terms is to smoothen out the microscopic

features of the fluid, namely to increase the entropy of each fluid cell s(x, t). Clearly

the total entropy of the system is not increasing, so the hydrodynamic entropy increase

signals that the hydrodynamics description is neglecting fine microscopic structure. The

GHD equation predicts an entropy production according to [62]

dS(t)

dt
=

d

dt

ˆ
dx s(x, t) =

1

2

ˆ
dx [Σ ·DCΣ] (7.25)

where the function Σ = (1 − Tn)[∂xn/n(1 − n)]. Here, the local entropy of each fluid

cell is defined according to the Yang-Yang equation

s(x, t) = −
ˆ

dθρs(θ;x, t)g(n(θ;x, t)), (7.26)

with g(n) = n log n+ (1− n) log(1− n).

We shall now consider a linear approximation to (7.23), in which we assume that

the filling function is close to a space-time independent equilibrium n(θ),

n(θ;x, t) = n(θ) + δn(θ;x, t). (7.27)

Then, at the linear order in δn, the hydrodynamic equation reads [62]

∂tδn(θ;x, t) + veff
n ∂xδn(θ;x, t) =

1

2

ˆ
D̃(θ, α)∂2

xδn(α, t, x). (7.28)

This is now a linear integro-differential equation that can be efficiently solved by a

mixture of analytical and numerical methods. First, the equation can be transformed

to a Fourier space dual to the spatial variable x. Second, the resulting equation can be

solved by numerically diagonalizing the remaining integral operator. This way of solving

guarantees a numerically stable solution valid even at large times. For more details we

refer to [186]. The entropy production in the linearized regime, and due to the diffusion

we have

∂tSNS(t) =
1

2

ˆ
dx

ˆ
dθ dα

∂xδn(θ;x, t)

n(θ)(1− n(θ))
ρ

t
(θ)D̃(θ, α)∂xδn(α, t, x). (7.29)
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Figure 14. Time evolution of the local filling function δn(θ, 0, t) with (left panel)

and without (right panel) the diffusion term in the linearized GHD, as in Eq. (7.28).

Figure reproduced from [186].

We will analyze the dynamics resulting from (7.28) for a simple case of an initial

perturbation

δn(θ, x, 0) = ε cos(kx) · n(θ)(1− n(θ)), (7.30)

over the background state n(θ) being a thermal state with T = 1, and we are following

the dynamics of the filling function δn(θ, 0, t). The results are shown in fig. 14. We

observe that in the absence of diffusion δn(θ, 0, t) approaches 0 in the averaged sense.

As a function of θ it starts to quickly oscillate and averaging over a small window yields

zero. On the other hand, the presence of diffusion leads to scattering processes and

redistribution of the rapidities that causes an actual, and quick, decay of their density,

see fig. 14.

The difference in these two mechanism can be traced back to the phenomena of

entropy production. As explained before, ballistic hydrodynamics conserves entropy

and diffusive spreading is necessary to observe entropy production. This phenomenology

slightly changes in the linearized hydrodynamics regime. An artefact of the linearization

is the presence of entropy production already at the ballistic level, due to higher order

terms that are neglected within the linearisation. In order to see this let us recall that

at the Euler level the entropy is conserved because the local entropy s(x, t) obeys a

continuity equation

∂ts(x, t) + ∂xj
(1)
s (x, t) = 0, (7.31)

where the Euler entropy current is

j(1)
s (x, t) =

ˆ
dθveffρsg(n). (7.32)

The continuity equation holds by the virtue of the GHD equations (7.23). Indeed,

introducing G(n) = g(n)/n, we have

∂ts(x, t) + ∂xj
(1)
s (x, t) =

ˆ
dθ
(
∂t(ρpG(n)) + ∂x(v

effρpG(n)
)

=

ˆ
dθ

[
G(n)

(
∂tρp + ∂x(v

effρp)
)

+
dG

dn

(
∂tn+ veff∂xn

)]
. (7.33)
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Figure 15. We plot the difference in the entropy between the state at time t and the

initial state. The dots corresponds to evaluating the entropy from the definition (7.26)

with the help of the numerical solution considered here. The solid line is computed

with the GHD prediction for the entropy production (7.29). The discrepancy between

the GHD predictions and observed entropy originates from linearization of the full

dynamics. Figure reproduced from [186].

The two terms vanish when the full GHD equations are fulfilled. However, in the case

of linearized GHD, the equations for ρp and n hold only at the linear level and

∂ts(x, t) + ∂xj
(1)
s (x, t) =

ˆ
dθ

[
G(n)∂x

(
δveffδρp

)
+
dG

dn
δveff∂xδn

]
+O((δn)3) (7.34)

The first term is a total spatial derivative so it can be understood as a correction to a

current j
(1)
s and as such does not change the entropy globally. Instead, the second term

leads to entropy production according to

∂tSE(t) =

ˆ
dx

ˆ
dθ
dG

dn
δveff∂xδn. (7.35)

The total entropy production in the linearized, diffusive hydrodynamics is then a sum

of SE(t) coming from the Euler scale and SNS(t) originating from the diffusive Navier-

Stokes scale. Still, the diffusive terms are the ones responsible for most of the change

in the total entropy as shown in fig. 15. Moreover, if we compensate for the entropy

production at the ballistic level, the resulting entropy following the linearized dynamics

agrees with the general GHD prediction (7.29). This shows that scrambling in the

rapidity space is related to the total entropy production in the real space and that both

processes are driven by the presence of diffusive terms in the hydrodynamics.

7.4. Classical Sinh-Gordon field theory

Although most of the discussion until now has centered around quantum integrable

models, as mentioned, GHD and the general hydrodynamic principles apply equally

well to classical models. Viewing classical field theories as classical limits of quantum

field theories, one must understand the meaning of the quasiparticles at the basis of

the TBA formulation, and GHD. and ask what is the classical counterpart of the GHD.
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In integrable QFT’s, quasiparticles are either quantised field modes above a specific

vacuum, or quantum versions of solitonic-like excitations in which field configurations

connect two vacua. Both types of quasiparticles have similar qualitative features -

they are stable excitations of the field. However, in the classical limit the two acquire

different qualities. The solitonic excitations stay as particle-like field configurations

where energy is concentrated on a small region, whereas quantised field modes turn into

classical radiative modes, with extended energy support [187].

The GHD of solitonic gases is that of gases of particles with specific two-body

scatterings, see the review [148] in this special issue. However, this is not sufficient, in

general, to describe maximal entropy states, such as the usual thermal Gibbs states,

in classical field theory. Such states are mixed gases, containing both solitons and

radiative modes. It turns out that, although radiative modes do not have localised

energy supports, the resulting GHD formulation has the same form; the TBA structure

is very rigid, as reviewed in sec. 5.1. Physically, classical radiative modes can be seen as

un-normalisable scattering waves and can be obtained as limits of wave packets, much

like the construction of quantum particles in QFT. The TBA, and GHD, applies equally

well to the bosonic and fermionic excitations in quantum theories as to solitonic and

radiative modes in classical field theories.

Consider a classical field theory with Hamiltonian H(Φ,Π) with Φ(x) and Π(x) are

canonically conjugated fields. If the theory is integrable there exists an infinite set of

extensive conserved charges Qi[Φ,Π]. In the following we will assume that they can be

expressed through local densities, however these assumptions can probably be relaxed

by allowing quasi-local charges. For the local ones we have

Qi[Φ,Π] =

ˆ
dx qi(x, t), (7.36)

with qi(x, t) a local functional of fields Φ and Π (a functional supported at x, t, involving

fields and their derivatives), obeying a continuity equation

∂tqi(x, t) + ∂tji(x, t) = 0, (7.37)

where ji(x, t) is an associated current.

Statistical averages in GGEs are defined through Euclidean functional integrals,

〈o1(x1) · · · oN(xN)〉 =

´
DΦDΠ o1(x1) · · · oN(xN) e−

∑
i β
iQi[Φ,Π]´

DΦDΠ e−
∑
i β
iQi[Φ,Π]

(7.38)

where oi(xi) are local functionals. In order to evaluate this functional integral, one

may in principle use the inverse scattering method. This method provides a map from

the elementary fields to the scattering data [187]. The scattering data may be seen

as parametrising the quasiparticle content of a given configuration of the elementary

fields. Here a quasiparticle is characterised by its type a and rapidity θ, and falls into

the two aforementioned categories: a is either solitonic or radiative. A generic solution

to the equations of motion is specified in terms of a finite sets of solitons {θl, al} (al
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solitonic for all l) and continuum of radiative modes with distributions ρp(θ, a) (for all

a radiative). The conserved charges consists then of contributions from both of them

(see e.g. the discussion in [188])

Qi[Φ,Π] =
∑

l

hi(θl, al) +
∑

a: radiative

ˆ
dθ ρp(θ, a)hi(θ, a). (7.39)

The index a for solitonic modes is not necessarily discrete; there may be more continuous

parameters than the rapidity θ characterising the soliton. From this characterisation of

the charges, the evaluation of GGE averages (7.38) may in principle proceed. See for

instance [189].

As outlined in sec. 5.1, although there is no model-independent proof, the result

appears to invariably take the general TBA form, and the construction of the GHD

follows through. The function F(ε) takes one of the two forms

Fa(ε) =

{
−e−ε (a is a solitonic mode),

log ε (a is a radiative mode).
(7.40)

and consequently, the distribution function n(θ, a) is

n(θ, a) =

{
e−ε(θ,a) (a is a solitonic mode),

1
ε(θ,a)

(a is a radiative mode).
(7.41)

In particular, one of the most nontrivial prediction of GHD, the Euler-scale

correlation functions Eq. (5.18), gives

lim
Eul

So1,o2(x, t) = t−1
∑

(θ,a)∈Θ∗(ξ)

ρp(θ, a)f(θ, a)

|(veff)′(θ, a)| V
o1(θ, a)V o2(θ, a). (7.42)

Here Θ∗(ξ) = {(θ, a) : veff(θ, a) = ξ} and is f(θ, a) the statistical factor (5.9),

f(θ, a) =

{
1 (a is a solitonic mode),

n(θ, a) (a is a radiative mode),
(7.43)

and V o is obtained from the knowledge of the GGE average of the observable o(x, t)

by (5.16). To our knowledge, there is no independent derivation of (7.42) by classical

integrability techniques.

In order to illustrate these concepts, the classical sinh-Gordon field theory was

considered in [188]. The Sinh-Gordon theory provides a simple setup to explore the

hydrodynamics of radiative modes, as solitonic modes are absent in it: it admits a single

quasiparticle, of radiative type. Importantly, this allows for an explicit verification of

the GHD predictions against a numerical experiment: Monte Carlo simulations of the

GGE averages (7.38) combined with a numerical solution of the classical field equations.

The model is described by a single scalar field Φ with the following Lagrangian,

LShG =
1

2
∂µΦ∂µΦ− m2

g2
(cosh(gΦ)− 1) , (7.44)
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The scattering kernel for the quasiparticle is [189]

ϕ(θ) =
g2

4

cosh(θ)

sinh2(θ)
. (7.45)

and in [188], two correlators were considered: the two-point function of stress-energy

tensor traces

〈T µµ(x, t)T νν(0, 0)〉c, (7.46)

and the symmetrized two-point function of vertex operators

〈cosh(kgΦ(x, t)) cosh(kgΦ(0, 0))〉c. (7.47)

It is worth mentioning that classical field theories of radiative modes suffer from UV

divergences familiar from the classical treatment of the black-body radiation. For

example, averages of local densities and currents of energy are diverging for thermal

states in the sinh-Gordon model. However the two-point functions of the trace of the

stress-energy tensor and of the vertex operators are UV finite. For more details on this

issue we refer to [188].

As discussed in sec. 3.3 and 5.3, in order to relate the microscopic correlation

functions with hydrodynamic predictions, fluid-cell averaging may be necessary. It turns

out that, for the correlation functions considered here, it is sufficient to average the

quantity tSo1,o2(x, t), expected to stay bounded and nonzero at large t, along the rays

with ξ = x/t fixed:

lim
Eul

So1,o2(x, t) = t−1 lim
u→∞

(
1

u

ˆ u

0

ds s〈o1(sξ, s)o2(0, 0)〉c
)

(ξ = x/t). (7.48)

The prediction is (7.42), with

V Tµµ(θ) = m
[
coshdr(θ)

(
1− (veff(θ))2

)]
, (7.49)

V cosh(kgΦ)(θ) =
g2

4π
Vk

k−1∑

l=0

V l
V l+1

(2l + 1)n(θ)
pl(θ)dl(θ)

ρp(θ)
, (7.50)

where Vk = 〈ekgΦ(x,t)〉 and

dl(θ) = eθ +
g2

4
P
ˆ

dγ

2π

1

sinh(θ − γ)
(−2l − ∂γ) (n(γ)dl(γ)). (7.51)

The function V Tµµ(θ) in (7.49) follows simply from the fact that T µν is a tensor of

conserved densities and currents, with V qi = 2πhdr
i (θ) and V ji = 2πveff(θ)hdr

i (θ).

The computation of V ekgΦ(θ) is more involved and relies on Eq. (5.16), along with

the knowledge of the expectation values 〈ekgΦ(x,t)〉 in a GGE state, computed in the

quantum sinh-Gordon model in [190, 191] and in the classical limit in [188]. fig. 16

shows the comparison between the results of the Monte Carlo simulations and the GHD

predictions for the large-time behavior of these two-point functions, with an excellent

agreement.
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Figure 16. Curves taken from [188]. Euler scaling limit of two-point functions of (a)

stress-energy tensor traces, and (b) vertex operators, as function of the ray ξ = x/t.

The red curve is the result of the Monte Carlo numerical evaluation, and the black curve

is the GHD prediction (7.42). In (a), comparison is made against the free boson case,

in order to show that interactions play an important role and are correctly accounted

for by hydrodynamics.

8. Summary and outlook

There is no doubt that generalized hydrodynamics represents a great leap in our

understanding of dynamical phenomena in low-dimensional many-body systems. We

focused on large scale behaviour of correlation functions in the scope of GHD. On one

hand this allowed us to discern transport and hydrodynamic properties of integrable

systems, and on the other hand, it provided a platform where new methods, which do

not rely on the integrability structure, were developed.

We here discussed how the relevant degrees of freedom that affect the

hydrodynamics of integrable systems can be identified through complementary

approaches, such as hydrodynamic projections, and thermodynamic form factors, the

latter obtained either by considering finite size properties or in the scope of the

thermodynamic bootstrap program. This effort resulted in explicit expressions for

the linear response transport coefficients, which allow us to obtain numerical solutions

without any finite size or finite time effects, and, in some cases even admit closed form

solutions.

These advances played a major role in addressing a number of open questions.

Notably, they presented a firm evidence that the spin Drude weight in the Heisenberg

spin chain is a nowhere continuous function of the anisotropy parameter in the

Hamiltonian even at finite temperatures. New results also provided a platform where

the older approaches, such as the semi-classical theory of diffusion at low temperatures

and holography, could be put to the test. It also allowed us to better understand one

of the major questions of statistical physics and thermodynamics, which is how can

the entropy production emerge from the microscopically reversible dynamics on large

enough scales. Importantly, the framework can be used to treat quantum and classical

systems on the same footing, as exemplified with the classical Sinh-Gordon field theory.

Several open questions constitute exciting new directions for further developments:

From a general perspective the question remains as to what quantities, beyond the
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quadratic charges, constitute the diffusive Hilbert space, in order to provide bounds

on diffusion constants. While in integrable systems we argued that a complete set of

such quantities corresponds to the products of quasilocal charges this does not seem to

be the case in generic systems with few conservation laws. Although, as we reviewed,

these charges usually provide a lower bound on momentum diffusion, in typical quantum

chains with space reversal symmetry, without momentum conservation, one can argue

that contributions to the Onsager matrix from the products of conservation laws will

vanish. This question becomes even more pressing beyond one dimension, where

quadratic charges do not provide appropriate bounds. In this case some indications

might be obtained from the bounds on diffusion in holography [192].

Moreover it remains to be understood how to go beyond diffusive effects, namely

how to compute dynamical correlators at small but finite frequency and momentum. It

seems that the approach layed here can constitute a solid basis from where to extend

the result, as suggested in [64] in the context of hydrodynamic projections at the Euler

scale. Moreover, recently the effects of large-scale correlations on transport were studied

in [193], arguing that correlations in the initial state should suppress transport when

considering the bi-partition protocol. In view of this result a natural question is what

effects, if any, do the long-range correlations, i.e. relaxing the ergodicity assumption

(2.5), have on the linear response transport coefficients.

Finally, in this review we considered setups where relaxation to a stationary state,

which is homogeneous in space and time occurs within the hydrodynamic cells, or, if

this is not the case appropriately space and time averaging is assumed. Nevertheless,

in certain systems maximum entropy states that break the space and time translation

symmetry can exist as a consequence of dynamical symmetries [194–196]. From a generic

standpoint the Euler scale hydrodynamics of such systems in the linear response regime

can be understood on a similar footing [64, 195], however at the moment it is not clear

what role dynamical symmetries play in concrete examples of integrable systems, such

as the Heisenberg chain at the roots of unity.

The concept of the thermodynamic form-factors provided important inputs to

development of generalized hydrodynamics and both approaches greatly benefited from

fruitful exchange of ideas. Still there are many open questions regarding thermodynamic

form-factor approach to dynamic correlation functions. Some of them, like generalization

of the bootstrap approach to theories with bound states or predictions for the Euler scale

of higher point functions concern directly hydrodynamic regimes. We also expect future

parallel developments in areas where both approaches have not yet been fully addressed.

For example, this is the case for correlation functions of semi-local operators (or twist

fields). Other questions, of a more fundamental nature, concern the mathematically

rigorous definition of the thermodynamic form-factors and execution of the soft-modes

summations.
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[36] M. Dugave, F. Göhmann, and K. K. Kozlowski, “Thermal form factors of the XXZ chain and

the large-distance asymptotics of its temperature dependent correlation functions,” Journal of

Statistical Mechanics: Theory and Experiment, vol. 2013, p. P07010, Jul 2013.
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