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#### Abstract

Advances in human neurobiology are now made possible through methods which combine structural magnetic resonance imaging (MRI), three-dimensional reconstruction, and statistical analysis. MRI-based reconstruction enables the in vivo quantification of regional cortical surface area (rCSA) while inter-group comparisons uncover relationships of cortical morphometry with genotype, sex, and developmental abnormalities. In studies on normals we have found strong associations between the rCSA of monozygotic twins as compared to unrelated pairings. Further analysis of this data uncovered significant differences between the male and female twins in left hemisphere rCSA. When these methods were applied to brains of dyslexic subjects and controls, we identified a pattern of differences involving all major subdivisions of both hemispheres. Taken together, these techniques can illuminate structurefunction issues in both normal and diseased brains. 1996 Wiley-Liss, inc.
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## INTRODUCTION

The modern technology for imaging brain structure and function now finds those studying neurobiologic issues in humans with powerful tools. In the explosion of activity over recent years, methodologies such as PET and fMRI have been developed and applied to measurements of metabolism and blood flow in anatomically and functionally differentiated parts of the brain, including the cerebral cortex. Other powerful techniques (e.g., ERPs, MEG) have been developed to measure the electrophysiological properties of the cerebral cortex. Perhaps the most straightforward area in human brain imaging research is the application of structural MRI and computer modeling to
quantitative studies of gross neuroanatomy [Courchesne et al., 1994a; Damasio and Frank, 1992; Falk et al., 1991; Filipek et al., 1989; Kulynych et al., 1994; Myslobodsky et al., 1991; Rademacher et al., 1993b; Steinmetz et al., 1995; Suddath et al., 1990]. MRI provides direct measures of the static structural brainnot indirect measures of the dynamic functioning brain. In the following, our recent anatomical work is reviewed to illustrate how MRI combined with computer modeling techniques can be used to explore gross morphometric correlates of normal and abnormal brain function. Before turning to the methods employed in our studies, we begin with a brief survey of earlier methods of modeling and quantifying the cortical surface.

## Cortical surface area measurement: rationale and techniques

The cerebral cortex has often been measured in terms of its total and regional volume [see for example Arndt et al., 1994; Filipek et al., 1989; Rademacher et al., 1993b]. Although cortical tissue occupies a volume, the cortex may also be viewed as an infinitely thin sheet having a surface area rather than a volume. Measures of cortical surface area (CSA) ignore the thickness through the laminae and reflect the extent of tissue rather than the sheer amount of it. The rationale for this, from an architectural standpoint, is that CSA is a macroscopic gauge of the number of processing units which are arranged perpendicularly to the surface. This view is supported by the observation that while the number of neurons in a given volume of cortex varies across cytoarchitectonic areas, the total number of neurons underlying a given unit of surface area is remarkably constant from one area to another (though striate cortex is an exception) [Rockel et al., 1980]. The imperfect correspondence of cytoarchitectonic boundaries with gyral and sulcal morphology complicates the interpretation of measures of regional cortical surface area (rCSA), as opposed to whole brain or total hemisphere measures. Nevertheless, the boundaries of primary architectonic fields bear some consistency to gross morphological landmarks [Rademacher et al., 1993a], and the primary determinants of gyrogenesis appear to be factors that are intrinsic, rather than extrinsic, to the cortex [Welker, 1990]. Compared to methods of estimating volume, there has been much variability among published methods of measuring CSA. Below, we review the advantages and pitfalls of the various techniques used specifically for the measurement of CSA.

## Projection methods

Quantitative measures of rCSA have been performed on gross specimens, brain sections, and tomographic images [for review of early techniques, see Blinkov and Glezer, 1968]. An early technique was to apply a foil to the superficially exposed surface of the cortex of surface and to then measure the area of the foil. However, this could not be applied to the sulcal walls and fundi and was not widely used. The modern era in surface measurement is marked by the work of Geschwind and Levitsky [1968], who used photographs of the supratemporal plane to investigate possible left-right anatomical asymmetry of the posterior language region. Strictly speaking, this was not a surface area study since linear distances along the
lateral margin of the planum temporale (PT) were measured. However, the photographs used in this study were later reexamined [Galaburda et al., 1987] by measuring the area of the PT with a planimeter. [For review of morphometric studies of asymmetry, see Witelson, 1977; and Witelson and Kigar, 1988.] Other authors [Rubens, 1977; Teszner et al., 1972; Witelson and Kigar, 1992] have also adopted photographic planimetry for the purposes of estimating CSA and lengths of fissures. This technique has the disadvantage that CSA estimates vary depending on how the specimen is oriented with respect to the image plane. Regions that are oriented obliquely are underestimated due to their foreshortened appearance in the image. Even if the camera orientation is precisely controlled, the planimetric area measures are still confounded with the local curvature of the surface. This issue has important implications for investigations of anatomical asymmetry, for it seems that the foreshortening of the left and right homologues cannot be equalized if they are folded differently [Loftus et al., 1993]. Such folding differences are common in the PT which is more likely to be bent on the right than on the left [Ono et al., 1991; Rubens et al., 1976; Steinmetz and Galaburda, 1991; Steinmetz et al., 1990c; Witelson and Kigar, 1992]. This confound can be mitigated by applying the procedure in a piecewise fashion to relatively planar subparts of structures. But this makes the procedure laborious, and has not been widely adopted.

A widely adopted technique which is more generally applicable than photographic planimetry involves the use of brain sections. The procedure, which may be applied to histological sections or MR images, is to: 1) trace the contours of structures on each slice, 2) estimate the surface area within each slice from the perimeter of the contours and spacing (or thickness) of the slices, and 3) integrate over the per slice estimates. This has an obvious advantage over photographic planimetry in that it takes account of the folding of the surface within each slice. However, a foreshortening artifact is still present in this method, because it fails to take into account the folding of the surface between sections. Unfortunately the error is not the same in all regions but varies with the slant of the cortical surface relative to the plane of the slice. Furthermore, it is not possible to compensate for it by increasing the density of slices. These estimates may be corrected by inflating them as a function of the discrepancy between successive contours, but this can be extremely laborious for highly convoluted structures, wherein the tilt between sections may fluctuate from region to region.
[For a discussion of correction methods for cross sectional techniques, see Blinkov and Glezer, 1968.]

## Surface modeling vs. volume rendering

In the last several years, a wide range of graphic reconstruction techniques have emerged which produce three-dimensional images of the cortical surface from MR images. [For a comparison of different techniques, see Tiede et al., 1990; for an overview see Watt and Watt, 1992.] But not all of these techniques are appropriate for quantifying CSA. In this regard, it is important to distinguish between two broad classes of algorithms: surface modeling and volume rendering. Both of these operate on grey level volumes to produce graphic images of the cortex, yet one is superior to the other in terms of providing a geometrically sound foundation for surface area measurement.
This is the surface modeling approach wherein the grey level volume is not displayed directly but is used to first construct a polyhedral model, or "tessellation." This intermediate step of reconstructing the model by fitting polygons (usually triangles) to the grey level data can be accomplished in a variety of ways. The classic version of this approach is to first draw contours of the structure boundary as it appears on successive slices. This is followed by interpolating a sheet of polygons between consecutive contours. The actual algorithms for interpolating the surface can vary [Carman, 1990; Fuchs et al., 1977; Loftus et al., 1993; Schwartz et al., 1988; Winslow et al., 1987]. In another approach to surface modeling, the contour step is omitted and polygons are fitted directly into the data volume [Dale and Sereno, 1993; Lorensen and Cline, 1987]. In the latter method, the spatial continuity of the polygons emerges naturally from the coherence of the grey levels in the image volume. Both methods produce a piecewise planar sheet whose overall shape approximates the structure of interest. In a graphics context, this representation is input to a renderer which projects it to a viewing plane, and performs hidden surface removal and polygon shading. From a quantitative perspective, the model is an end in its own right, and its surface area can be precisely measured. The rendering may be useful insofar as it can assist an operator in subdividing the model for regional measurements [Loftus et al., 1995].
Implicit in the surface modeling approach is the idea of segmentation, or classification of voxels into different structures according to the grey levels. The edge of cortex on the exposed gyral crowns can be easily segmented from the adjacent cerebral spinal fluid (CSF). However, surfaces of the opposing walls
of sulci pose a problem for segmentation in that the edge information tends to be obscured in the tightly packed "potential spaces." While a human operator can easily identify the infolded surface of cortex, algorithms which rely on automatic identification of the cortical surface perform less reliably. Recently, this has been approached by constructing models of the deeper layers of cortex [Dale and Sereno, 1993]. This is easily accomplished since the border of the cortex with the white matter is more apparent. The model can then be gradually deformed to lie closer to the pial surface.

In the volume rendering approach [Levoy, 1988] the step of building the model is omitted and the volume of data is displayed in a more direct fashion. The basic idea is to project rays from a viewpoint back into the data volume. The attributes (e.g., grey levels, depth, opacity) of successive voxels lying along these rays are combined and mapped to a grey level which is then projected to the image plane. The application of volume rendering to quantifying CSA involves measuring the area (in pixels) subtended by the displayed image of a structure. Different facets of the structure are measured by rotating them into view. Inlying portions of the structure can be revealed by digitally "dissecting" away overlying portions [Kulynych et al., 1994]. It is important to realize that despite the apparent " $3 D^{\prime}$ " quality of these images, the measurement technique is equivalent to photographic planimetry and is therefore prone to the same limitations and distortions discussed earlier. The inherent flaw is that it hinges on the appearance of the object from some point of view instead of its intrinsic three dimensional coordinates. From a graphics perspective, the volume rendering approach has some advantages. It maps naturally onto domains where it is not possible to segment voxels due to "fuzziness" of structure boundaries, when an effect of translucency is needed [Tiede et al., 1990], or when rendering brain lesions [Damasio and Frank, 1992]. However, for the purposes of surface area measurement, the surface modeling approach is superior.

## Surface flattening

The primary motivation for computationally flattening the cortex has been to simplify the spatial relationships of cortical areas [Van Essen and Maunsell, 1980], or as way to map architectural [Schwartz et al., 1989] or functional data [Carman, 1990] in two dimensions. It might also seem that flattening the cortex may simplify CSA measurements, but this position is largely fallacious. Early approaches to flattening contours are
drawn of each section. The contours are "unraveled," while preserving their lengths, and placed side by side in the plane. In one variant, the contours are completely straightened and placed a constant distance apart [e.g., Falzi et al., 1982; Jouandet et al., 1989; Larsen et al., 1989]. The distance is determined by the slice width or separation. The CSA is estimated from the area of the resulting planar map. Quantitatively, this procedure is equivalent to the cross sectional contour method critiqued earlier and is therefore prone to foreshortening distortion. In a more general technique, the contours are partially unraveled which allows the distance between consecutive contours to be modulated so as to compensate for the surface tilt between sections [Van Essen and Maunsell, 1980]. The modulation of intercontour distances is analogous to the laborious corrections described earlier for the cross section method. Ironically, the basic weakness in this type of flattening stems from the lack of a 3D model to begin with.

There have been more rigorous efforts to computationally flatten a 3D polyhedral model of visual cortex [Carman, 1990; Schwartz et al., 1989]. Typically, some measure of distortion is computed locally at each vertex. As the model is deformed to the plane, numerical techniques are used to find configurations of vertices that globally minimize the distortion in surface area (usually at the expense of introducing distortions in connectivity or angular relationships). However, as already implied, the flattening operation is superfluous with respect to estimating CSA, which can be readily obtained from the (undeformed) polyhedral model. With a few exceptions, it is difficult to rationalize the use of computational flattening for quantitation, when any measure that is obtained from 2D map could just as easily be obtained from the 3D model. Cortical flattening may illuminate relationships that would not have been appreciated from viewing a folded 3D model, but it is a superfluous procedure from the perspective of CSA measurement.

## METHODS: IMAGING AND RECONSTRUCTION

We now turn to the 3D reconstruction methodology we employed to obtain quantitative measures of the surface area of the entire cortex and morphological subdivisions.

## Imaging

MR images were acquired in the coronal plane with either a Siemens 1.0 Magnetom system or a General Electric 1.5 Signa system. Acquisitions were T1-
weighted to provide good grey/white contrast and spatial resolution (GE: TE/TR $=9 \mathrm{~ms} / 50 \mathrm{~ms}$; Siemens: $20 / 400 \mathrm{~ms}$ ) Slice thickness was 3.0 mm with no interslice gap. All images were $256 \times 256$ pixels, with an interpixel distance of 0.937 mm (GE) or 1.2 mm (Siemens). The head was aligned in the magnet so that a horizontal laser marked the intercanthal line and a vertical laser intersected the midpoint of the nasion and philtrum. Alignment in the sagittal plane was checked by verifying the presence of midline structures on the same midsagittal locator image. Coronal sections were inspected to avoid obvious left-right asymmetries in the appearance of gyri, the frontal horns, the thalami, and cerebellar hemispheres.

Images were transferred to a Silicon Graphics workstation where models of both hemispheres in each subject were constructed and measured by a four-step procedure [Tramo et al., 1995]: 1) contours of the cortical ribbon on each section were hand traced with a cursor; 2) contour points were labeled according to the various gyri; 3) a triangular mesh surface was automatically interpolated between contours on consecutive slices; and 4) surface areas of triangles were computed automatically and attributed to a region based on the labels of the vertices. Each of these steps is elaborated below.

## Cortical contours

The first two steps in this procedure were adapted from Jouandet et al. [1989]. The cortex was outlined directly on the workstation monitor. The MR image was magnified by a factor of three and a one-pixel wide contour was drawn with a cursor (Figs. 1 and 2). The outlining began on the medial surface, proceeded dorsally, laterally, and ventrally, and terminated medially. On slices where the corpus callosum was present, the contour started and ended at its dorsal and ventral surfaces. The contour was situated at the boundary between the grey matter and the CSF. Contiguous MR images were traced to yield about 55 contours per hemisphere. Inter- and intra-rater reliability of the cortical contour aspect of the procedure has been previously reported [Jouandet et al., 1990].

## Delineation of gyri

The identification of the gyri in each image proceeded manually with the aid of hard copies which facilitated the scrutinization of several contiguous images at once. Structures were identified using the atlases of Krieg [1963], Matsui and Hirano [1978], and Talairach and Tournoux [1988]. Most of the regions of

trasulcal spaces as well as the superficially exposed gyral crowns. Circles at the fundi subdivide the contour into segments which are classified according to the region (see Table I).
 hemisphere cortical surface appear to the right of each image. The images are arranged


Figure 2.
A 3-D rendering of a surface model of one hemisphere. A triangle mesh is interpolated between consecutive contours to create the model. Regional surface area is computed by summing the area of the triangles in different portions of the model.
interest (ROIs) in the coronal MR images could be identified using atlas images on the basis of the relative position along the anteroposterior axis and the hemispheric quadrant of the ROI within each section. If the boundary between two gyri still could not be unambiguously localized, other features were used as cues. These features included: the relative locations of other identifiable gyri and sulci, the depth and orientation of surrounding sulci, and the branching pattern of gyri within and across serial sections. The frontal pole was identified as the surfaces anterior to the first section in which the superior and inferior frontal sulci were visible. The temporal pole was
identified as the surfaces anterior to the first section in which the superior and inferior temporal gyri were visible. The occipital pole was identified as the surface posterior to the last section in which the occipital sulcus was visible. These assignments were notated on printouts of the contours before they were encoded. This was accomplished with a graphical interface which permitted the operator to subdivide contours by placing markers at the fundi of the sulci. The appropriate label from a pop-up menu was then assigned to segment of the contour lying between the markers. Figure 1 shows four contours after the completion of these steps. All the ROIs that

TABLE I. Regions of interest (ROIs)

| Frontal lobe | Parietal lobe | Temporal lobe | Occipital lobe | Other |
| :--- | :--- | :--- | :--- | :--- |
| superior frontal g | postcentral g | supramarginal g | superior temporal $g$ | lateral occipital $g$ |

were identified and measured are listed by lobe in Table I.

## Surface interpolation

In this step, each pair of consecutive contours was automatically "stitched together" so that a smooth surface "skin" stretched between them. The entire surface was determined by repeating the interpolation for all pairs of contours (i.e., between contours 1 and 2, then between contours 2 and 3 , etc.). Computing the segments of the surface could be reduced to connecting points on the two contours, so that the connecting lines formed a mesh of triangles. Since the same pair of contours could be connected with many different possible meshes, an objective procedure was needed to select the mesh. This was important because different meshes have different surface areas. Therefore, we used a dynamic programming procedure [Cormen et al., 1990; Fuchs et al., 1977] to compute the mesh with the smallest possible surface area. Thus, given the set of contours, the interpolation procedure covered the contours with the least amount of "skin" possible. Each model could also be visualized and rotated on the workstation monitor. As seen in Figure 2, the model is locally flat but globally curved. The curved features mould to the gyri and sulci while the smaller triangular tiles enable quantification.

## Surface area computation

The surface area of each triangle in the model was automatically computed from the cross product of its edges [Fraleigh and Beauregard, 1987]. The surface area of the triangle was then attributed to one of the 32 regions, depending on the label information stored at the triangle vertices. Some triangles were "transitory,"
appearing near the boundary of different gyri so that the labels stored at each vertex of the same triangle were different. In these cases, the surface area was attributed to all of the abutting gyri. The rCSA of lobar subdivision was estimated from the rCSA of the component gyri (see Table I). The surface area of the entire hemisphere was obtained from the sum of all the triangles in the model.

## APPLICATIONS

We now turn to some applications of the technique described above. Briefly, the basic questions addressed are as follows: 1) how similar is the surface area of monozygotic twins? Could it be the well-known correlations in twins with respect to cognitive and other behavioral measures might be reflected in brain measures? 2) How different are the sexes with respect to cerebral morphology in general? 3) What aberrations in the regional distribution of CSA are found in subjects diagnosed with developmental dyslexia?

## Cortical morphometry in monozygotic twins

In a study which predated the development of our methods of measuring CSA, we examined the role genes play in brain development by looking for similarities that might exist in the size and shape of the corpus callosum in normal monozygotic twins [Oppenheim et al., 1989]. The callosum was visualized in five pairs of twins using the mid-sagittal alignment method described earlier. Callosal area correlated significantly within twin pairs but not within control pairs. In addition, the percent pixel overlap of the images from co-twins was significantly greater than the overlap of unrelated individuals. We recently reproduced these findings on another set of five twin pairs (Fig. 3). This


Figure 3.
Comparison of callosa of five pairs of identical twins. Similarities within twin pairs in the same row are seen relative to the differences among the different pairs.

TABLE II. Difference score ranks and probabilities of twin pairings vs. all other possible pairings

|  | Ten twin pairs (3,628,800 pairings) |  | Male twins <br> (5 pairs, 120 pairings) |  | Female twins (5 pairs, 120 pairings) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Left hemisphere | Right hemisphere | Left hemisphere | Right hemisphere | Left hemisphere | Right hemisphere |
| Raw | 99.999421 | 99.596 | 98.33 | 94.166 | $99.1666^{\text {a }}$ | $99.1666^{\text {a }}$ |
|  | <. 000012 | <. 0081 | <. 0334 | . 117 | . 0168 | . 0168 |
| Normalized | 99.9529 | 96.2828 | $99.1666^{\text {a }}$ | 91.67 | $99.1666^{\text {a }}$ | 97.5 |
|  | <. 001 | <. 08 | . 0168 | . 166 | . 0168 | . 05 |

a Rank is highest possible.
promising result encouraged us to analyze the entire cerebral cortex and its gross morphological subdivisions in twins [Tramo et al., 1995].
The rCSA of five pairs of female and five pairs of male monozygotic twins was measured. All subjects were right handed. Monozygosity was determined with red blood cell surface markers and by a standardized questionnaire [Cederlof et al., 1961; Lee and Lebeck, 1984]. Handedness was assessed by questionnaire [Oldfield, 1971]. In order to address the question of whether some association existed between brains of twin pairs, a difference measure was computed for each hemisphere in each pair of twins. That is, the absolute value of the difference in siblings' scores on each regional measure was computed. The resulting 32 differences, one for each region, were summed to give a difference score for a pair. Thus, a score of zero would indicate that the regional surface area of the twins was identical. As regional measures diverge between co-twins, the difference score takes on increasing values. Difference scores were calculated for 10 pairs of twins and summed to yield an overall score for the whole set twins, which is reported here.

The difference score does not by itself carry any indication of the association between twins' brains. To approach this question, some way of comparing the difference score to an appropriate control distribution is required. This distribution was computed from the same 10 pairs of twins by pairing up individuals regardless of whether or not they were related, and deriving overall difference score for these artificial pairings. Given an N of 10 twin pairs, there are $10!=$ $3,628,800$ possible pairings. The difference scores associated with all of the pairings were computed and rank ordered. If the difference score for twins ranked low, it would suggest there was similarity involving regional surface area in co-twins. This is what was found. Using the percentile rank as an exact one-tailed probability, the results for both left and right hemi-
sphere were highly significant (left, $P<.000006$; right, $P<.004$ ). In order to remove possible contributions of sex differences to these effects, separate analyses were performed for males and females. For the five pairs of females, the obtained error score of both hemispheres was the smallest of all the $5!=120$ scores $(P<.008$, both hemispheres). More modest effects were also present in the males (left, $P<0.02$; right, $P<0.06$ ). In order to separate regional effects from global size effects, the raw surface area data were normalized by total hemisphere surface area and the percentages were analyzed with the same technique. The same pattern of effects was maintained. Table II summarizes the results. The regional effects for both raw and normalized data have been confirmed with parametric statistical procedures, described elsewhere [Tramo et al., 1995], which compared the variance within cotwins to the variance across all the twin pairs. These results of these tests also showed less variation within co-twins than across unrelated pairs, even when the effects of birth order and sex on variance were taken into account. Thus we have now found twin similarities involving cortical surface area as well as callosal cross-sectional area. We interpret the results of our in vivo measurements as evidence of genetic factors influencing the size and shape of the human brain.

## Sex differences

It is interesting that in the above analysis, the effect of monozygosity was more apparent in females than in males. In order to directly compare the sexes, an analysis of variance was performed with rCSA as the dependent variable and sex and ROI as factors. Separate analyses were carried out for each hemisphere. For the normalized rCSA measures, there was a significant interaction of sex and ROI in the left hemisphere $(P=0.007)$ but not in the right hemisphere ( $P=0.50$ ). Since regional (e.g., gyral) surface
area was normalized by total cortical surface area, it is unlikely that this sex difference arose from overall size differences between females and males. This sex effect disappeared when the data were analyzed in terms of lobar percentages, making it difficult to attribute a clear cut pattern to the sex effects. Moreover, there was no significant difference between the sexes in raw total CSA or total CSA normalized by body weight. But these results do suggest that the folding of the left cerebral cortex is quite different in females and males. The lack of a right hemisphere sex effect is not completely surprising, given that we obtained weaker genotype effects in the right hemisphere. To the extent that gross morphological measures reflect the organization of functionally specialized subsystems, we speculate that sex differences in left hemisphere organization are related to the morphometric differences. Based on lesion effects, it has been suggested [Kimura, 1983, 1987] that within the left hemisphere, brain organization for basic speech and praxis is organized more focally in women than in men. These apparent differences in organization may relate to differences in ability on standardized test performance in normals [Gleitman, 1981; Halpern, 1986; Harshman et al., 1983; Maccoby and Jacklion, 1974]; however, a meta-analysis suggests that the differences may be only slight [Hyde and Linn, 1988].

## Cortical morphometry in dyslexia

As more digital data are banked, statistical analyses will become increasingly powerful. For now, it appears that the present approach is likely to yield interesting information about abnormalities afflicting this part of the central nervous system. The pattern of consequent behavioral disturbances may be correlated with the pattern of pathoanatomical findings. One such disturbance afflicting the cerebral cortex is congenital dyslexia. We measured regional cortical surface area in eight college-educated dyslexic volunteers and a control group matched for age, handedness, and educational level [Loftus et al., 1994]. All subjects were right handed males, aged 19-32 years, and had no history of other neurologic or psychiatric illness. Dyslexics were diagnosed by a learning disabilities specialist on the basis of standard neuropsychological and educational achievement tests. An analysis of variance showed a significant group (dyslexic vs. control) by cortical region interaction ( $P<.0001$ ). This interaction was also found when analyses were performed separately for each hemisphere (left, $P<.0001$; right, $P=.0007$ ). No significant size difference was found for the hemispheres as a whole. Nevertheless, in order to
eliminate the possibility that these effects were due to a global size difference, the data were normalized by whole hemisphere surface area in the same manner as in the cortical morphometry and sex differences studies. A similar pattern of results was obtained from the normalized data.

The nature of these differences is more apparent when the regional measures are summed to obtain lobar measures. Figure 4 compares the lobar data for both groups in terms of the raw and hemisphere normalized surface area. These data suggest that at least two types of trends are occurring in parallel: 1) dyslexics have a higher ratio of parietal to temporal CSA in both hemispheres, with a somewhat greater effect on the left; and 2) the pattern of left-right asymmetries is altered in dyslexia. Figure 5 (top) shows a significant difference between the groups ( $P<.04$ ) in terms of the ratio of parietal/temporal surface area. Figure 5 (bottom) shows the normalized left/right differences for the frontal and occipital regions which show a significant interaction ( $P<.006$ ) between group and lobe. These results suggest that neurodevelopmental disturbances underlying dyslexia are associated with widespread yet specific pathoanatomic changes that are detectable at the gross morphological level.

## DISCUSSION

In these studies MRI was combined with threedimensional surface modeling to measure rCSA in small subject populations. To our knowledge, this represents the first application of these technologies to obtain surface area measures of the entire cerebral cortex and its morphological subdivisions. Analyses of the hemispheric proportions of rCSA in different subject populations suggest there are: 1) genetic influences on the relative size of subregions, 2 ) sex-related differences in the distribution of rCSA within the left hemisphere, and 3) a trend toward an altered distribution of lobar surface area in both hemispheres in learning-disabled subjects.

Two related aspects of the current approach which distinguish it from earlier in vivo morphometric studies are the abilities to 1) take account of total CSA and 2) measure multiple regions. By normalizing the regional data by total hemispheric surface area, it was found, independent of stature or other global size variables, that individual differences may have a lot to do with the relative size of cortical structures as well as their absolute size. In the context of the dyslexic subject analysis, it suggests that there are local surface features that are altered. These alterations may reflect
imbalances among functionally specified regions within the cortex rather than the size of the structures per se. The characterization of CSA alterations was enhanced by considering the pattern of area differences across the entire cortical surface rather than focusing on a single region. The global effects found here make intuitive sense given the prevailing view


Figure 4.
Raw surface area (top) and percentage surface area (bottom) as a function of lobe. Raw surface area shows a trend ( $P<.08$ ) for a group $\times \mathrm{RO}$ interaction. The trend towards greater surface area overall in the dyslexics was not significant $(P=.14)$. Percentage surface area shows a trend $(P<.07)$ for a group $\times \mathrm{ROI}$ interaction.
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Figure 5.
Top: Parietal/Temporal ratio as a function of hemisphere. Bottom: Interhemispheric (left vs. right) asymmetry as a function of lobe (frontal/occipital).
that these syndromes involve multiple functionally specialized subsystems, some of which are distributed across a wide expanse of cortex. This complements previous work that pursued the question of anatomical disturbances in particular regions [for review see Duara et al., 1991; Galaburda, 1993; Hier et al., 1978; Leonard et al., 1993; Rumsey et al., 1986]. We suspect that this approach might also be fruitfully applied to morphometric investigations of schizophrenia, which have focused on frontal and temporal lobes [Andreasen et al., 1990; Buchsbaum, 1990; Crow et al., 1989; Crowe, 1990; Jernigan et al., 1991; Suddath et al., 1989, 1990]. The hypothesis that widespread changes in cortical organization are responsible for-or are concomitants of-disturbances such as dyslexia and schizophrenia is consistent with the evidence that
these disorders do not involve unitary defects in cognition but a constellation of circumscribed defects. The genetic influences on cortical morphometry uncovered in our twin studies may be the source of derangements observed in dyslexia and schizophreniadisorders for which epidemiological evidence of a genetic cause exists.

From an anatomical standpoint, the thrust of this type of work runs counter to the prevailing approach in human brain mapping which minimizes structural variation by warping brains to a common template. This is motivated by the need to merge functional imaging data from different subjects [e.g., Evans et al., 1992; Fox et al., 1985]. Because structural variation is the focus of interest in our studies, it was deemed inappropriate to deform the MRI data to a standard template. Rather, each brain was labeled individually without reference to a standard coordinate system. We expect that the labeling of ROIs is a significant source of error due to the difficulty in precisely localizing the boundaries of gyri within and between sections. However, it is not clear that a template approach to labeling would have mitigated this error. This is because the gyral boundaries of different brains will rarely match even after they have been "matched" in terms of coordinate system [Steinmetz et al., 1989, 1990a, 1990b]. Thus, if the brains in our study were warped with fit to a stereotactic atlas, decisions regarding the placement of region boundaries would be made with reference to local surface topography, and not on the basis of standardized spatial coordinates. Other sources of error which may have reduced the sensitivity of the method are the inter-subject variability in angle of the coronal sections and the operator error in tracing the cortical contours. Although variance in slice angle may have severe confounding effects in 2D studies where analysis is restricted to single slices [Courchesne et al., 1994b] we believe it is less critical in the present context where the entire 3D volume is reconstructed. Though we acknowledge that these factors influence CSA measures, we believe that they did not vary systematically among subjects and therefore cannot account for the observed effects.

Conversely, the noise in rCSA measures may have prevented detection of group differences. Twin and sex effects in the right hemisphere which were weak may have reached statistical significance with more experimental precision. In the dyslexia study, there was also substantial overlap in the two distributions, notwithstanding the statistical differences in the mean lobe measures. An improved signal to noise ratio may have uncovered more distinctive differences between groups. There are existing software methodologies
which promise to mitigate experimental error in CSA measurement. Accuracy in labeling may benefit by the capability to project points on slices onto surface reconstructions and other planes of section [e.g., Damasio and Frank, 1992; Steinmetz and Huang, 1991]. Reliability in surface modeling may be improved with algorithms which require less operator intervention in the segmenting of the cortex from the white matter and CSF [Dale and Sereno, 1993; Lorensen and Cline, 1987]. We are currently integrating these capabilities into a common interface for measuring gross morphological subdivisions [Loftus et al., 1995].
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