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Abstract. Many real world problems, e.g. in personnel scheduling and trans-
portation planning, can be modeled naturally as Constrained Shortest Path Prob-
lems (CSPPs), i.e., as Shortest Path Problems with additional constraints. A well
studied problem in this class is the Resource Constrained Shortest Path Problem.
Reduction techniques are vital ingredients of solvers for the CSPP, that is fre-
quently NP-hard, depending on the nature of the additional constraints. Viewed
as heuristics, until today these techniques have not been studied theoretically with
respect to their efficiency, i.e., with respect to the relation of filtering power and
running time. Using the concepts of Constraint Programming, we provide a the-
oretical study of cost-based filtering for shorter path constraints on acyclic, on
undirected and on directed graphs that do not contain negative cycles.

Keywords: constrained shortest paths, problem reduction, optimization con-
straints, relaxed consistency

1 Introduction

Real world problems can frequently be modeled as Shortest Path Problems with addi-
tional constraints. The best known Constrained Shortest Path Problem (CSPP) is proba-
bly the Resource Constrained Shortest Path Problem [1, 3, 6, 14, 16] that consists in the
combination of a Shortest Path Problem and capacity constraints on a set of resources.
Even on directed acyclic graphs (DAGs), for non-negative objective functions and for
only one resource that problem is known to be NP-hard [13].

Standard applications for the Resource Constrained Shortest Path Problem are route
planning in traffic networks and quality of service routing [29, 21]. The Crew Schedul-
ing Problem is another example of a real world problem where CSPPs are used in many
successful approaches: In a column generation process, CSPPs have to be solved to
generate columns, which correspond to individual lines of work in this context [7, 30].

Generally, CSPPs appear very often as subproblems in column generation approach-
es. Examples range from route guidance [15] and duty scheduling in public transit [4]
up to the scheduling of switching engines [19]. In [17], a general framework for con-
straint programming based column generation was developed that formalizes the use of
optimization constraints in this context.

� This work was supported by the Intelligent Information Systems Institute, Cornell University
(AFOSR grant F49620-01-1-0076).



To solve Constrained Shortest Path Problems, state of the art solvers compute lower
and upper bounds on the problem and then close the duality gap. The latter task is
carried out by an enumeration procedure such as a tree search [3], dynamic program-
ming [20] or a k-shortest path algorithm [14]. Particularly in a tree search, but also in the
other approaches the tightening of (sub-)problems is vital for an effective gap closing
procedure. And therefore, it is essential for the overall performance and the practical
success of the entire approach.

The first tightening strategy that was proposed goes back to a work done by Aneja
et al. [1] for problem reduction of the Resource Constrained Shortest Path Problem.
The basic idea consists in identifying nodes and arcs that cannot be visited by any
path that obeys the given resource restrictions. The same method can also be used to
identify nodes and arcs that cannot be visited by any improving path, which gives a first
cost-based filtering algorithm for the problem. Dumitrescu and Boland [6] proposed a
repeated problem reduction procedure that has shown to be very successful for hard
constrained problems. Beasley and Christofides [3] have shown how a tighter global,
Lagrangian relaxation based bound can be used for the elimination of nodes and arcs.

Apparently, none of these heuristics has been classified with respect to its filtering
abilities. Moreover, the reduction techniques used all focus on the removal of nodes
and arcs, but those arcs and nodes that must be visited by all paths of a certain quality
remain undetected. However, with respect to the additional constraints of the CSPP this
information can be very valuable as it may prove useful for an additional simplification
of the problem.

Constraint Programming theory provides means for the state of consistency that a
domain filtering algorithm achieves. In [8], we extended the notion of generalized arc-
consistency (GAC) to the concept of relaxed consistency for optimization constraints.
It allows to measure and compare heuristic filtering algorithms not only with respect
to their running time, but also to their filtering power that is determined by the quality
of the relaxation used. With respect to shorter path constraints, we study the complex-
ity of achieving GAC. Since the problem is NP-hard in the general case, we introduce
shortest-path relaxations and develop and compare different filtering algorithms for dif-
ferent graph classes.

Particularly, in Section 2, we review the notion of relaxed consistency, and in Sec-
tion 3, we define shorter path constraints formally. In Section 4, we investigate the
problem of achieving GAC for a shorter path constraint on undirected graphs, where it
is shown to be NP-hard. We introduce a shortest-path relaxation and formulate a linear
time algorithm that achieves a state of relaxed consistency. Finally, in Section 5, we de-
velop cost-based filtering algorithms for shorter path constraints on directed acyclic and
general directed graphs with non-negative costs or graphs that at least do not contain
negative weight cycles.

2 Definitions and General Observations

Within a tree search, during the course of optimization we compute a sequence of fea-
sible solutions. We refer to the best known feasible solution as the incumbent solution.



Obviously, once we have found a solution of a certain quality, we are searching for im-
proving solutions only. Thus, we impose a restriction on the objective. That restriction in
combination with other side-constraints of the original problem forms an optimization
constraint [7, 10, 11, 17, 22], which is the core concept that we will be using throughout
this paper. It was developed by a community that has been working on the integration
of constraint programming (CP) and operations research (OR) in recent years. Though
never explicitly stated as constraints, in the OR world optimization constraints are fre-
quently used for bound computations and variable fixing. From a CP perspective, they
can be viewed as global constraints that link the objective with some other constraints
of the problem:

Given � � ��, let ��� � � � � �� denote variables with finite domains �� �� ������
� � � � �� �� �����. Further, given a constraint � � �� � � � � ��� � ��� ��, and an
objective function � � �� � � � � ��� � �, let �� � �� � � � 	 � �.

Definition 1. Let 
 � � denote an upper bound on the objective � to be minimized.
A function ���� 	

 � �� � � � � � �� � ��� �� with ���� 	

���� � � � � ��� � � iff

����� � � � � ��� � � and ����� � � � � ��� � 
 is called minimization or, more generally,
optimization constraint.

The purpose of optimization constraints is twofold: first, they can be used for prun-
ing by computing a lower bound on the objective, which is the common idea in branch
and bound algorithms. Second, they may also be used to remove those values from vari-
able domains that cannot be part of any improving solution, which may be viewed as a
generalization of the variable fixing technique (for problems containing binary variables
only, variable fixing and domain filtering are of course the same).

2.1 On the Complexity of Cost-Based Domain Filtering Problems

In order to achieve generalized arc-consistency (GAC) [2, 18] of an optimization con-
straint, we have to find and remove all assignments that cannot be extended to an im-
proving solution that is feasible with respect to �. That is, if � is the only constraint of
a combinatorial optimization problem (we call that optimization problem and the opti-
mization constraint corresponding to or associated with each other), a GAC algorithm
allows us to compute improving solutions in a backtrack-free search. Consequently, if
the original problem is NP-hard, so is the problem of achieving GAC for the correspond-
ing optimization constraint. As an example, consider e.g. the Knapsack Problem [8].

If the optimization problem associated with an optimization constraint is polyno-
mial, then the problem of achieving GAC may also be polynomial. For example, con-
sider the AllDifferent constraint with costs. The corresponding optimization problem
is the Weighted Bipartite Matching Problem (WBMP) for which there exists a polyno-
mial time algorithm. Now, since the removal of an edge or two nodes (when the edge
between the nodes is chosen to be part of the matching) does not change the struc-
ture of the problem (i.e., the subproblem is again a WBMP), achieving GAC for the
AllDifferent with costs can obviously be done in polynomial time [24, 25].

The situation may change, however, if the problem structure is not preserved when
a variable is forced to take a specific value. Consider a Shortest Path Problem in an



arbitrary network, where we use a binary variable for each edge (whereby a value 1
means that the edge is chosen to be on the path, and a value 0 represents that the edge
is not on the path). The problem of finding a shortest path is of course solvable in
polynomial time. However, if we are to compute the set of edges that must or cannot be
part of any simple path that does not exceed a certain length, we are facing an NP-hard
problem, which is easy to see by reduction to the Two Vertex Disjoint Paths Problem [9].

2.2 Degrees of Consistency

The discussion shows that we cannot always hope for an efficient cost-based domain fil-
tering algorithm that achieves GAC. Therefore, we may consider to develop less effec-
tive but polynomial time bounded filtering algorithms that may only achieve a weaker
degree of consistency.

Regarding cost-based filtering, an idea that has been developed in OR to perform
variable fixing on linear integer problems is the reduced cost filtering method: when
solving the continuous relaxation bound on a linear combinatorial optimization problem
with the help of a general LP solver (such as the simplex algorithm or interior point
methods), we get dual information and reduced cost data for free. That data can be
used to compute a lower bound on the loss of performance that we have to accept when
adding a new constraint of the form � � � (usually this is done by performing one dual
simplex re-optimization step). And of course, if the loss is too large, we can deduce that
� must be removed from the domain of � . In [8], we strengthened and generalized the
basic idea by coupling optimization constraints and relaxations:

Definition 2. Given a minimization constraint ���� 	

 � �� � � � � � �� � ��� ��,
let  �� �� � � � � � ��. Further, denote with �� the set of all subsets of , and let
� � �� � � such that for all �� 	 ��� � � 	 � �,

������ � ����� � �������� � � � � ��� 
 ����� � � � � ��� � �� �� � ��� � � 	 � ��,

where �� � � �. We call � a relaxation of ���� and say that ���� 	

 is relaxed �-
consistent, iff for any given � � 	 � � and �� � ��, ������ � �������� � ����� � 
.

As one would expect, the definition states that relaxed �-consistency can the easier
be achieved the weaker the relaxation � is. For �  ��, there is no work to do to
achieve relaxed �-consistency, whereas GAC is enforced when ���� � � � � ���� �
�������� � � � � ��� 
 ����� � � � � ��� � �� �� � ��� � � 	 � ��. That is, the choice of
� determines the degree of domain filtering.

In practice, � is usually chosen as a fairly tight bound that can still be computed
quickly. For example, linear programming relaxations can be used, as it was done in [8].
Generally, within a tree search there is a trade-off between the time spent per search
node and the total number of search nodes. Thus, the favorable choice of the accuracy
of the relaxation is always subject to the optimization problem at hand. We introduced
the concept of relaxed consistency because it allows to compare domain filtering algo-
rithms not only with respect to the running time but also with respect to the degree of
consistency they achieve.



3 Shorter Path Constraints

Definition 3. Denote with � � ����� �� a weighted (directed or undirected) graph
with 

�

� � �������
�
� 
� 
��1, and let � � ��.

– A sequence of nodes � � �	�� � � � � 	�� � � � with �	� � 	���� � � for all � � � � �
is called a path from 	� to 	� in �.

– A path � is called simple iff � visits every node at most once. For all 	� � � � ,
denote with ��	� �� the set of all simple paths from 	 to �.

– For all paths � , nodes 	 � � and edges �	� �� � �, we write 	 � � or �	� �� � �
iff � visits node 	 or the edge �	� ��, respectively. For a set of nodes or edges �, we
write � 	 � , iff � � � for all � � �. Correspondingly, we write � 	 � iff � � �
for all � � � .

– The cost of a path � � �	�� � � � � 	�� is defined as ��� �� � ��
�

��	
� ��� ���� .
Accordingly, for any set � 	 � we define ��� ��� ��

�
���	��� ��	 .

Definition 4. Let � � ����� �� denote a (directed or undirected) graph with � � 
� 

and ! � 
�
, a designated source "� � � and sink "� � � , and arc costs ��	 � �.
Further, assume we are given binary variables ��� � � � � ��, and an objective bound

 � �.

– A constraint ��#���� � � � � ��� �� "�� "�� 
� that is true, iff
1. the set �$� 
 �� � �� 	 � determines a simple path in the graph � from the

source "� to the sink "�, and
2. the cost of the path defined by the instantiation of � is lower than 


is called a shorter path constraint.
– We call every simple path in � from source to sink with costs less than 
 admissi-

ble.

Obviously, the shorter path constraint is an optimization constraint. Now, to ease the
notation, for the remainder of this section we assume that a shorter path constraint is
associated with a set variable % 	 � that represents the set of edges $� for which �� �
�. The (current) domains of the variables � will be represented by two sets: the set of
possible members ����% �, and the set of required members &$'�% � of % . In the subtree
of the search rooted at the current choice point, we require &$'�% � 	 % 	 ����% �.
That is, &$'�% � represents the set of variables for which it has been set � � � �, and
the set � � ����% � represents the set of variables for which it has been decided to set
�� � � already. Then, in the current choice point, we have to search for admissible
paths � such that &$'�% � 	 � 	 ����% �. Note that we use the set variable % only
to ease the presentation. It has no impact on the implementation that is assumed to use
only the variables � . Especially, the didactic use of a set variable has no impact on the
state of GAC that we try to achieve2. To achieve GAC of a shorter path constraint, we
must ensure:

1 This is the common similarity assumption that states that the largest cost is bounded by some
polynomial in ��� and �� �.

2 Note that we could also model the shorter path constraint with a set variable instead of �
binary variables. Then, GAC for the binary model corresponds to bound-consistency in the set
model.



– For all $ � ����% �, there exists an admissible path � with &$'�% � � �$� 	 � 	
����% �, and

– for all $ (� &$'�% �, there exists an admissible path with &$'�% � 	 � 	 ����% � �
�$�.

That is, we have to find the set of all edges that must or cannot be part of all/any paths
with length lower than 
.

Obviously, whether there exists an admissible path at all can be decided by apply-
ing a shortest path algorithm. However, to decide whether there exists a simple path that
visits a set of edges is already an NP-hard task which can be shown by a simple reduc-
tion to the Two Vertex Disjoint Path Problem. Consequently, the problem of achieving
GAC for the general shorter path constraint is also NP-hard.

4 Shortest Path Problems on Undirected Graphs

First, we consider shorter path constraints on undirected graphs with non-negative edge
weights. Obviously, on the existence of an admissible path can be decided by applying
a shortest path algorithm. However, it is easy to see that to decide whether there exists a
simple path that visits a set of edges is an NP-hard task. Therefore, in the following we
develop a cost-based filtering algorithm that achieves relaxed consistency rather than
generalized arc-consistency. In order to introduce the relaxation we want to use, we
start with

Definition 5. Denote with � � ����� �� a weighted (directed or undirected) graph.

– A path � is called a k-simple path in � iff for all � � � the path � visits � at most
) times. Note that a 1-simple path is a simple path in �.

– With � �	� �� � ��	� �� we refer to a shortest path from 	 to � (with respect to �).
Then, to ease the notation, we set ��	� �� �� ��� �� �	� ���.

– Given a shorter path constraint, a )-simple path � from "� to "� is called a )-
admissible path iff ��� �� � � 
.

Note that, in a graph with non-negative edge weights, a shortest admissible path is also
a shortest 2-admissible path. Now, instead of checking for admissible paths only, we
consider the following shortest path relaxation (see Definition 2): Denote with ��% � the
domain of % represented as the pair of sets �&$'�% �� ����% ��. We set * �� �� 
 � �
��"�� "�� with � 	 ����% �� and +� �� �� 
 � is a 2-simple path from "� to "� with
� � �� for all � � �. Then, we define

�����% �� �� ���� ������ �� � 
 � � *�,
��������� �������� �� � 
 � � +���.

Lemma 1. �� is a shortest path relaxation.

Proof: According to Definition 2, we have to show that

�����% �� � ������ �� � 
 � � ��"�� "��� &$'�% � 	 � 	 ����% ��.



Let � � ��"�� "�� denote a shortest path in � with &$'�% � 	 � 	 ����% �. Obviously,
it holds that � � * and � � +� for all � � &$'�% �. And therefore, �����% �� �
��� �� �. ��

The big advantage of the above relaxation is that it allows to be checked for consis-
tency very easily, as we shall see below. Note, however, that �� does not require that
the 2-admissible paths must visit all nodes in &$'�% � simultaneously. Of course, this
weakens the relaxation. In practice, we can reduce the negative effects by improving
the probability that a 2-admissible path visits the edges in &$'�% �: we set � �	 �� � for
all �	� �� � &$'�% � and subtract ��� �&$'�% �� from 
.

According to the definition, a shorter path constraint is relaxed � �-consistent, iff

1. for all � � ����% �, there exists a 2-admissible path � � +� , and
2. for all � (� &$'�% �, there exists an admissible path � � * with � (� � .

In the following two sections, we show how relaxed ��-consistency can be achieved
efficiently.

4.1 Removing Edges from the Possible Set

First, for all edges in �, we have to check whether there exists a 2-admissible path in
� that visits an edge �	� �� � �. We observe that the shortest 2-simple path from "� to
"� that visits �	� �� is either �� �"�� 	�� � ��� "��� with costs ��"�� 	� � ��	 � ���� "�� or
�� �"�� ��� � �	� "��� with costs ��"�� ��� ��	 � ��	� "��. Therefore, to check whether an
edge has to be removed from ����% � with respect to the relaxation � � it is sufficient
to know the shortest-path distances from the source and to the sink of all nodes. Both
values can be computed for all nodes by only two shortest-path computations in �
in time ��! � � ����� by using Dijkstra’s algorithm in combination with Fibonacci
heaps [12]. In a random access machine (RAM) model, shortest paths on undirected
graphs can be computed in time ��!��� when using the algorithm of Thorup (see [28]
and the recent extension of Pettie and Ramachandran in [23]). Thus, the set of edges that
has to be removed from ����% � to achieve relaxed ��-consistency can be computed in
time ��! � � �����, and in time ��! � �� on a RAM.

4.2 Adding Edges to the Required Set

After having removed all edges from � that cannot be part of any 2-admissible path,
the edges that must be visited by all such paths can be characterized by

Theorem 1. Assume that all edges in � are part of at least one 2-admissible path.
Then, an edge �&� �� � � must be visited by all admissible paths, iff �&� �� � � �"�� "��,
and �&� �� is a bridge in �3.

We can prove the above theorem with the help of the following two lemmas:

3 A bridge is an edge whose removal disconnects the graph.
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Fig. 1. The figure schematically shows an edge ��� �� � � that must exist according to Lemma 2.
Solid lines mark edges in�, dashed lines parts of the shortest path between �� and ��. The dotted
line between � and �� indicates that there exists a path between the two nodes that does not visit
the edge ��� 	�. The dashed lines between � and � indicate that the shortest path from � to �� visits
node �. The numbers on top of the nodes give their corresponding DFS numbers, and triangles
mark DFS subtrees.

Lemma 2. Assume that all edges in � are part of at least one 2-admissible path. Let
�&� �� � � denote an edge that must be visited by all admissible paths and that can be
removed from � without disconnecting "� and "�. Then, there exists an edge �)� �� � �
such that

1. � � � ��"�� "�� � �)� �� � � and �&� �� (� � ,
2. ) is a shortest-path predecessor of &, and
3. �&� �� � � ��� "��.

Proof: (See Fig. 1.) Assume we compute a shortest path � � �	�� � � � � 	�� � ��"�� "��.
Then, 	� � "�, 	� � "� and 	� � &, 	��� � � for some � � � � �. Next, we change the
graph representation of � such that �	�� 	���� is the first outgoing edge of node 	� for
all � � , � �. For all nodes � � � , denote with -	 � ��� � � � � �� the ordering in which
the nodes are first visited by a depth first search using the modified graph representation
of �. Then, -�� � , for all � � , � �. Since the removal of �&� �� does not disconnect
"� and "�, there exists a forward edge �)� �� � � with -� � � and -� . � � �. This
implies the Statements 1 and 2.

It remains to show that �&� �� � � ��� "��. By assumption, there exists a 2-admissible
path / through the edge �)� ��. There are two possibilities: either / visits node ) or
node � first, which corresponds to:

a) ��"�� )� � ��� � ���� "�� � 
, or
b) / visits � before ) and ��"�� �� � ��� � ��)� "�� � 
.

In the first case, because �&� �� (� � �"�� )� and �&� �� must be visited by all admissible
paths, it holds that �&� �� � � ��� "��, and we are done.

So let us consider the second case. Let 0 � ��"�� �� denote a shortest path from "�
to � with �&� �� (� 0. Without loss of generality we may assume that ) and � are chosen
such that �)� �� � 0. We observe that �&� �� � � �"�� ��, because otherwise this implies
that �)� �� � 0 � � �"�� ��. But then the 2-admissible path visits node ) before node �.
Now, because ) is a shortest-path predecessor of & and �&� �� � � �"�� ��, it holds that
) � � �"�� ��. And then,
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Fig. 2. The figure schematically shows an edge �
� �� � � that must exist according to
Lemma 3. Solid lines mark edges in �, dashed lines mark parts of the shortest path between
�� and ��. Dashed lines indicate parts of the shortest path from �� to a node, dotted lines
parts of the shortest path from a node to ��. The proof of Theorem 1 shows that the path
�� ���� ��� � ��� 
�� � ��� 	�� � �	� ���� is two admissible and does not visit the edge ��� 	�.

��"�� )� � ��� � ���� "�� � ��"�� )� � ��� � ���� )� � ��)� "��
� ��"�� )� � ��)� �� � ��� � ��)� "��
� ��"�� �� � ��� � ��)� "��
� 
,

which reduces this case to (a). ��

Lemma 3. Assume that all edges in � are part of at least one 2-admissible path. Let
�&� �� � � denote an edge that must be visited by all admissible paths and that can be
removed from � without disconnecting "� and "�. Then, there exists an edge �	� �� � �
such that �&� �� � � �	� "�� and �&� �� (� � ��� "��, and �&� �� (� � �"�� 	� and �&� �� �
� �"�� ��.

Proof: (see Fig. 2.) Denote with �)� �� � � an edge as in Lemma 2. Then, there exists
a path � � ���� "�� with �&� �� (� � and �&� �� � � ��� "��.

1. Due to �&� �� (� � �"�� "��, there exists an edge �	� �� � � such that �&� �� �
� �	� "�� and �&� �� (� � ��� "��.

2. By assumption, there is a 2-admissible path that visits �. Since �&� �� (� � ��� "��,
it follows that �&� �� � � �"�� ��, because �&� �� must be visited by all admissible
paths. Finally, assume that �&� �� � � �"�� 	�. Then, the shortest path visiting node
	 has costs

��"�� &� � �� � ���� 	� � ��	� &� � �� � ���� "��.

But the path from "� via &, 	 and � to "� has costs

��"�� &� � ��&� 	� � ��	� �� � ���� "��,

which is lower or equal to the cost of the shortest path visiting 	. This implies that
it is a shortest path visiting node 	, too. But it does not visit some edges with zero
costs. Particularly, it does not visit the edge �&� ��. Therefore, we may assume that
�&� �� (� � �"�� 	�.

��



Proof of Theorem 1:

� Let �&� �� be a bridge on the shortest path � � ��"�� "��. Then, the removal of
�&� �� disconnects the graph �. Since the node pairs �"�� &� and ��� "�� are still
connected, the removal of �&� �� also disconnects "� and "�. Thus, for all � �
��"�� "��, it holds that �&� �� � � . Therefore, also all admissible paths must visit
�&� ��.

� Obviously, if there exists any admissible path, then � �"�� "�� is admissible, too.
Thus, �&� �� � � �"�� "��. Now assume that the removal of �&� �� does not discon-
nect "� and "�. Then, according to Lemma 3, there exists an edge �	� �� � � such
that �&� �� � � �	� "��, �&� �� (� � ��� "��, �&� �� (� � �"�� 	� and �&� �� � � �"�� ��.
By assumption, there exists a 2-admissible path / visiting �	� ��. Without loss of
generality we may assume that / visits node 	 before node �, because

��"�� �� � ��	 � ��	� "�� � ��"�� &� � �� � ���� �� � ��	 � ��	� &� � �� � ���� "��
� ��"�� &� � ��&� 	� � ��	 � ���� �� � ���� "��
� ��"�� 	� � ��	 � ���� "��.

But this implies that �&� �� (� /, which is a contradiction to the assumption that
every admissible path must visit �&� ��.

��
Using Theorem 1, after having removed all edges that cannot be part of any 2-

admissible path, we can compute all edges that must be visited by all admissible paths
in time ��! � ��: first, we compute a shortest path � � ��"�� "�� and mark all edges
on this path. Then, we compute all bridges in � (which can easily be done in linear
time, see [5]) and check which ones are visited by � . It follows:

Corollary 1. On undirected graphs with non-negative edge weights, relaxed � �-con-
sistency of a shorter path constraint can be achieved in time ��! � � �����, and in
time ��! � �� on a RAM.

5 Shortest Path Problems on Directed Graphs

On acyclic graphs, it is easy to see that arc-consistency can be achieved in linear time by
computing shortest-path distances from the source and to the sink, and be determining
bridges in the undirected version of the graph after the removal of arcs.

So let us consider general directed graphs with non-negative arc weights. In the end
of this section, we will also give two theorems that we can prove for graphs that may
contain negative arc weights but no negative cycles.

As for undirected graphs, achieving arc-consistency for shorter path constraints in
general directed networks is NP-hard. Regarding the removal of arcs from the possible
set, relaxed ��-consistency on directed graphs with non-negative arc weights can be
achieved in the same way as on undirected graphs. However, with respect to arcs that
must be visited by all admissible paths, the situation is even more complicated. Recall
the result from Section 4: After having removed the infeasible edges, in undirected
graphs the edges that have to be required are exactly the ones on the shortest path that
must be visited by all paths from "� to "�.
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Fig. 3. A directed graph with non-negative arc weights. Assume we are given an upper bound
 � �. All arcs in the graph are part of an admissible path with costs lower than . And every
admissible path with costs lower than  must visit the arc ��� ��. However, there exists a path
���� �� ��� that does not visit this arc.

Unfortunately, this classification does not hold for directed graphs as can be seen in
Figure 3. Thus, for all arcs �	� �� � � �"�� "��, we have to recompute the shortest-path
value when removing �	� �� from �, which may require ��� shortest-path computations
in the worst case. It follows:

Theorem 2. On directed graphs with non-negative arc weights, relaxed ��-consistency
can be achieved in time ����! � � ������.

Since the computation time of the algorithm sketched in the above may not be ef-
ficient enough to be of profit when being applied in a tree search, in the following we
consider another shortest path relaxation. Let 1 	 � denote a shortest-path tree in �
rooted at "�. Without loss of generality, we may assume that every node in � can be
reached from "�. Obviously, when $ � � is removed from 1 , the nodes in � are par-
titioned into two sets: the set "� � �� � � of nodes that are still connected with "� in
1 � �$�, and the complement of �� in � , ��

� (see Fig. 4).
Obviously, ��

� �� � iff $ � 1 . We set

2 �� �� 
 � is a 2-simple path from "� to "� with
� 	 ����% � or, if $ � � � ����% �, then there
exists an arc �	� �� � � � 1 such that
	 � �� and � � ��

� �.

And we define

�����% �� �� ���� ������ �� � 
 � � 2�,
��������� �������� �� � 
 � � +���.

To understand the above shortest path relaxation better, we make the following obser-
vations:

– Obviously, because * 	 2 , �� is dominated by ��, i.e., �� � ��. And therefore,
�� is also a shortest path relaxation.

– The difference between relaxations �� and �� only consists in the set 2 that is used
instead of * to determine the arcs that have to be required to achieve a state of
relaxed consistency. In contrast to * , the set 2 also contains paths � that are not
simple and that may visit arcs $ (� ����% �. However, if $ � � � ����% �, then we
enforce that � must also visit another arc �	� �� (� 1 that connects �� with ��

� .
This implies $ � 1 , as otherwise ��

� � �. Moreover, it holds that ��� �� � �
�����"�� 	� � ��	 � ���� "�� 
 �	� �� � ��� � ��

� � � 1�.
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Fig. 4. The figure schematically shows a shortest-path tree � rooted at ��. Solid lines denote arcs
in �, dashed lines mark parts of the shortest path � ���� ��� from �� to ��. The triangles sym-
bolize shortest-path subtrees. For an edge � � ��� 	� � � ���� ���, the nodes in � are partitioned
into two non-empty sets �� and ��� . If � is removed from the graph, the shortest path from �� to
�� must visit an edge �
� �� � ��� � ��� � � � .

– Like ��, also �� does not force the 2-admissible paths to visit the nodes in &$'�% �
simultaneously. Again we can improve the effectiveness of the filtering algorithm
by setting ��	 �� � for all �	� �� � &$'�% � and by subtracting ��� �&$'�% �� from

.

– A shorter path constraint is relaxed ��-consistent, iff
1. for all � � ����% �, there exists a 2-admissible path � � +� , and
2. for all � (� &$'�% �, there exists a 2-admissible path � � 2 with � (� � , or

there exists an arc $ � � � 1 such that $ � �� � ��
� .

We have seen that the relaxation �� is dominated by ��. Nevertheless, we can show
that cost-based filtering that achieves relaxed ��-consistency is still at least as strong as
ordinary reduced cost filtering:

Lemma 4. If a shorter path constraint is relaxed ��-consistent, reduced cost filtering
is ineffective.4

5.1 Relaxed ��-Consistency

As relaxations �� and �� do not differ with respect to the definition of +� , � � �, to
remove arcs from ����% � we can simply follow the procedure sketched in Section 4.

Regarding the identification of arcs that have to be added to &$'�% � so as to achieve
relaxed ��-consistency, for all $ � ����% � � &$'�% � we have to compute the cost of
the shortest 2-simple path � from "� to "� such that $ (� � or such that there exists an
edge �	� �� � � � 1 with �	� �� � �� � ��

� , where 1 is a shortest-path tree in � rooted
at "�.

First, we compute the shortest paths from "� to "� and "� to "� in the reverse of
� in time ��! � � �����. As a byproduct, we get 1 	 � and shortest-path distances
��"�� 	�, ��	� "�� for all 	 � � . If ��"�� "�� � 
, the current choice point is inconsistent,
and we can backtrack. Otherwise, candidates to be added to &$'�% � are only the arcs
$ � � �"�� "��. Since "� � �� and "� � ��

� , the shortest 2-simple path � from "� to "�
with $ (� � must contain an arc �	� �� � �����

� . And since 1������
� � �$�, we have

4 The proof is omitted due to space restrictions. A full version of the paper can be found in [26].



that �	� �� (� 1 . Therefore, it is sufficient to compute, for all $ � � �"�� "��, the costs of
the shortest 2-simple path � from "� to "� that contains some �	� �� � ��� � ��

� � � 1 .
Let � �"�� "�� � �&�� &�� � � � � &�� &����, � � ��, &� � "� and &��� � "�, and denote

with �$�� � � � � $�� the sequence of arcs that � �"�� "�� visits, whereby $� � �&�� &����
for all � � ) � �. Further, for all � � ) � �, denote with 0� a shortest 2-simple path
from "� to "� with �	� �� � 0� for some �	� �� � ���� � ��

��
� � 1 . Then,

��� �0�� � �����"�� 	� � ���	 � ���� "�� 
 �	� �� � ���� � ��
��
� � 1�.

A brute force approach requires time 3��!� to determine these values. However, we
can do better when we compute the values ��� �0�� for all � � ) � � sequentially.
Note that ��� 	 � � � 	 ��� and ��

��
	 � � � 	 ��

��
. We keep the nodes � in the current

set ��
��

in a min-heap, whereby the associated value of � in the heap is defined as

�	 �� �����"�� 	� � ���	 � ���� "�� 
 	 � ��� and �	� �� � � � 1�.

Obviously, the smallest �	 in the heap determines ��� �0��. In the transition from one
shortest-path arc $� to the next $���, the nodes 	 � ��� ������ have to be removed from
the heap, and the values �	 must be updated. For each node 	 � ��� ������, we iterate
over all outgoing arcs and perform a decrease-key on the adjacent nodes if necessary.
Then, 	 is removed from the heap. Since every node in � leaves the heap at most once
and never re-enters it, for all � � ) � � this procedure requires at most ! decrease-key
operations and � delete-min operations. Therefore, when using a Fibonacci heap, the
values ��� �0�� for all � � ) � � can be determined in time ��! � � �����. Then,
$� is added to &$'�% � iff ��� �0�� � 
. It follows

Theorem 3. On directed graphs with non-negative arc weights, relaxed ��-consistency
of a shorter path constraint can be achieved in time ��! � � �����.

Finally, we would like to note that the results can be extended for directed graphs
with no negative cycles (see [26] for proofs):

Theorem 4. On directed graphs without negative cycles, relaxed ��-consistency of a
shorter path constraint can be achieved in time ����! � � ������.

Theorem 5. On directed graphs without negative cycles, relaxed ��-consistency of a
shorter path constraint can be achieved in time ���!�. For 4������ calls to the filter-
ing procedure with changing variable domains, relaxed ��-consistency can be achieved
in amortized time ��! � � �����.

6 Conclusion

We summarize the results that we achieved (see Table 1): On arbitrary directed and on
undirected graphs, achieving GAC is an NP-hard task. Therefore, we introduced the
notion of relaxed consistency and developed two shortest path relaxations � � and ��.
Both relaxations are based on the class of 2-simple paths. We showed that �� domi-
nates ��, and cost-based filtering based on �� is superior to reduced cost filtering. On
undirected graphs with non-negative edge weights, relaxed � �-consistency (and there-
fore also relaxed ��-consistency) can be achieved in time ��! � � ����� and in time



Degree of Consistency
Graph Type GAC �� �� RedCost

undirected, � � � NP-hard ���	 � 
�� ��, ��� ����	 ��
DAG ���	 ��

directed, � � � NP-hard �����	 � 
�� ��� ���	 � 
�� ��
directed, NP-hard �����	 � 
�� ��� O(nm)

no negative cycles amort.�����: ���	 � 
�� ��

Table 1. The table gives an overview of the findings in this paper.

��!��� on a RAM. On DAGs, generalized arc-consistency can be achieved in linear
time. On general directed graphs with non-negative arc weights, relaxed � �-consistency
can be obtained in time ����! � � ������, and a state of relaxed ��-consistency can
be achieved in time ��! � � �����. Finally, in the presence of negative arc weights,
we achieve relaxed ��-consistency in time ����! � � ������, and ��-consistency in
time ���!� or ��!�� ����� for 4��� calls of the filtering algorithm with changing
variable domains.

Note that these results are superior to the heuristics in [1], since we can also identify
arcs that must be visited, which is a valuable information with respect to other con-
straints that may be present. With respect to the idea of an iterated reduction procedure
as suggested in [6], we may assume that this is given by embedding the cost-based fil-
tering algorithms in a CP solver. Regarding the tightening of lower bounds with respect
to other linear constraints, e.g. as proposed in [3] for the Resource Constrained Shortest
Path Problem, we refer the reader to the concept of CP-based Lagrangian relaxation
presented in [27]. Finally, note that the algorithms we developed are all practicable and
easy to implement (except of course the linear time shortest path algorithm on undi-
rected graphs). Therefore, we expect this work to be relevant for many applications and
practical approaches in the field of discrete optimization.
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