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ABSTRACT Over the recent years, surrogate modeling has been playing an increasing role in the design

of antenna structures. The main incentive is to mitigate the issues related to high cost of electromagnetic

(EM)-based procedures. Among the various techniques, approximation surrogates are the most popular ones

due to their flexibility and easy access. Notwithstanding, data-driven modeling of antenna characteristics

is associated with serious practical issues, the primary one being the curse of dimensionality, particularly

troublesome due to typically high nonlinearity of antenna responses. This limits applicability of conventional

surrogates to simple structures described by a few parameters within narrow ranges thereof, which is grossly

insufficient from the point of view of design utility. Many of these issues can be alleviated by the recently

proposed constrained modeling techniques that restrict the surrogate domain to regions containing high-

quality designs with respect to the relevant performance figures, which are identified using the pre-optimized

reference designs at an extra computational effort. This paper proposes a methodology based on gradient-

enhanced kriging (GEK). It enables a considerable reduction of the number of reference points required

to construct the inverse surrogate (employed in surrogate model definition) by incorporating the sensitivity

data into the nested kriging framework. Using two antenna examples, it is demonstrated to yield significant

savings in terms of the surrogate model setup cost as compared to both conventional modeling methods and

the original nested kriging.

INDEX TERMS Antenna modeling, surrogate modeling, two-stage modeling, gradient kriging, domain

confinement, simulation-driven design, design optimization.

I. INTRODUCTION

Full-wave electromagnetic (EM) simulation tools have

become ubiquitous in the design of contemporary antenna

systems [1]–[3]. This is partially related to continuously

increasing geometrical complexity of antenna structures but

also the necessity of including immediate environment of the

radiators (e.g., connectors [4], housing [5]), and accounting

for the phenomena that have non-negligible effects on opera-

tion (e.g. mutual coupling within antenna arrays [6] orMIMO

systems [7], etc.). The former is a consequence of grow-

ing demands on antenna performance dictated by modern
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applications (e.g., 5G technology [8], medical imaging [9],

internet of things (IoT) [10]) and functionality requirements

(e.g., multi-band operation [11], circular polarization [12],

pattern diversity [13]). In many cases, a reduction of the

antenna footprint is also of concern, e.g., for wearable [14]

and implantable devices [15]. This leads to further challenges

as miniaturization generally stays in conflict with maintain-

ing acceptable electrical and field characteristics. In either

case, EM analysis is not only required for design verifica-

tion but even more to carry out the design process itself.

A widely applied procedure is the final parameter tuning

(or design closure) [16]. Depending on the circumstances,

it may entail local [17] or global search [18], both asso-

ciated with considerable computational costs. This prompts

VOLUME 8, 2020
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 140831

https://orcid.org/0000-0003-2319-6782
https://orcid.org/0000-0002-9063-2647
https://orcid.org/0000-0002-3629-2987
https://orcid.org/0000-0001-6893-7199


A. Pietrenko-Dabrowska et al.: Cost-Efficient Bi-Layer Modeling of Antenna Input Characteristics

many researchers and practitioners to default to interactive

design routines, largely rooted in experience-driven param-

eter sweeping. Needless to say, such methods are incapable

of identifying truly optimum parameter sets, let alone to

efficiently handlemultiple objectives and constraints inherent

to modern antenna design [19].

Accelerating EM-driven design procedures has been the

subject of extensive research [20]–[35]. In the context of

design optimization, several classes of methods have been

developed. For example, the cost of gradient-based algo-

rithms can be reduced by employing adjoint sensitivities [20],

or through the development of sparse sensitivity updat-

ing schemes [21], [22]. Another option is utilization of

variable-fidelity simulations, where the low-fidelity models

(e.g., equivalent networks [23], or coarse-mesh EM simula-

tions [24]) can be used—upon suitable enhancement—as reli-

able predictors replacing high-fidelity EM analysis in seeking

for the best possible design. Some of the representative

methods of this group include space mapping [25], mani-

fold mapping [26], adaptive response scaling [27], feature-

based optimization [28], or cognition-driven design [29].

Approximation-based metamodels are also popular in this

context (e.g., polynomial regression [30], kriging [31], neural

networks [32]), along with machine learning methods, which

are especially suitable for global optimization [33], [34].

The aforementioned methodologies generally attempt to

expedite the design procedures by purely algorithmic means

or incorporating (sparsely executed) EM analyses into

construction-prediction loops that involve data-driven or

physics-based metamodels. In principle, a more appealing

approach would be to replace expensive computational mod-

els by fast surrogates altogether. A clear advantage is a

possibility to carry out all kinds of simulation-driven tasks,

including design closure, at essentially negligible costs. From

this perspective, approximation surrogates are particularly

attractive as being only dependent on the sampled simu-

lation data with no need to engage any problem-specific

knowledge. Another reason is the availability of numer-

ous and well-established techniques, among others, poly-

nomial regression [35], radial-basis functions (RBF) [36],

kriging [35], neural networks [36], support vector regression

(SVR) [37], Gaussian process regression [38], or polyno-

mial chaos expansion [39]. The downside of conventional

data-driven methods is a rapid increase of the training data

set size necessary to render a reliable surrogate (as a function

of the number of the system variables and the ranges thereof),

known as the curse of dimensionality [40]. Because modern

antenna structures are typically described by many parame-

ters, and design-ready models have to cover broad ranges of

operating conditions, the aforementioned issues constitute a

serious limitation. High nonlinearity of antenna characteris-

tics only adds to these challenges. Several attempts tomitigate

the dimensionality problems resulted in the development of

techniques such as high-dimensional model representation

(HDMR) [41], least-angle regression [42], but also variable-

fidelity methods that aim at blending sparsely-sampled

high-fidelity data with densely sampled low-fidelity (thus

less expensive) simulations, e.g., co-kriging [43], two-stage

GPR [44], Bayesian model fusion [45].

Traditionally, surrogate models are established in interval-

type of domains, delimited by the lower and upper bounds

for the system parameters. Such domains are easy to han-

dle, both in terms of design of experiments and subsequent

model optimization. However, given any set of performance

figures that is relevant for the design problem at hand,

‘‘good’’ designs (i.e., being of high-quality with respect to

these performance figures) occupy a small region of the

box-constrained space. The latter is determined by the corre-

lations between the optimum sets of parameters. For example,

dimension scaling of an antennaw.r.t. the operating frequency

requires synchronized adjustment of at least of some of its

geometry parameters. The recently reported constrained (or

performance-driven) modeling concept [46]–[48] employs

this observation to restrict the surrogatemodel domain to such

promising regions. The advantages are twofold: significant

savings in terms of the number of training data samples, and

a possibility of constructing reliable surrogates over wide

ranges of antenna parameters and its operating conditions.

The recent technique adopting this approach is the nested

kriging, where two kriging interpolation models are gener-

ated: the first-level one to define the domain, and the second-

level model being the actual surrogate [48].

Within the performance-driven modeling paradigm, the

surrogate model domain is determined using the sets of pre-

existing designs, optimized for the selected sets of perfor-

mance specifications. These reference points are allocated

uniformly within the objective space to provide reliable infor-

mation concerning distribution of the optimum designs in the

parameter space of the antenna at hand. Construction of a

high-accuracy model within the constrained domain requires

a small number of training samples (typically, a few hundred),

even if the parameter space dimensionality is relatively high

(n > 10) [48]. Compared to the low cost of training data

acquisition, the initial effort related to obtaining the reference

designs (typically up to 10-12 two-dimensional objective

space and 16-20 for three-dimensional space [47]) may be

relatively high or may even become the major contributor to

the overall cost of setting up the surrogate.

This paper proposes an alternative approach to defining

the surrogate model domain for performance-driven frame-

works. Our methodology is based on gradient enhanced

kriging (GEK) [49] and permits a significant reduction of

the number of reference designs without compromising the

model reliability. For the sake of demonstration, it is incor-

porated into nested kriging and demonstrated using two

antenna examples. The reduction of the number of reference

designs is significant: from twenty seven to only eight for

the first antenna, and from eight to four for the second struc-

ture. The predictive power of the surrogate models obtained

with the original and GEK-based approaches is compa-

rable, and by far exceeding the accuracy of conventional

models.
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II. TWO-STAGE PERFORMANCE-DRIVEN MODELING

USING GRADIENT ENHANCED KRIGING

This section outlines the proposed approach to surro-

gate model definition using gradient-enhanced kriging

(GEK) [49] along with incorporation of the concept into

the nested kriging modelling framework. The subsequent

sub-sections explain the overall concept of performance-

driven modelling, briefly recall the formulation of GEK,

as well as provide the details on GEK-based first-level model

of the nested kriging. The primary objective is a reduction of

the number of reference designs required for domain confine-

ment without compromising the reliability of the modelling

process.

A. PERFORMANCE-DRIVEN MODELING CONCEPT

Performance-driven modeling [47] focuses construction of

the surrogate in the region containing designs optimal with

respect to a given set of performance figures (e.g., allocating

the multi-band antenna resonances at required operating fre-

quencies [48]). The volume of such a region is significantly

smaller than the volume of a conventional box-constrained

domain X determined by the lower/upper bounds for design

parameters l= [l1 . . . , ln]
T and u= [u1 . . . , un]

T . This enables

computational savings in terms of training data acquisition.

Let x = [x1 . . .xn]
T be the vector of antenna parameters.

We also denote by fk , k = 1, . . . , N , the figures of interest

relevant to the design task at hand. These may include the

operating conditions (operating frequency, bandwidth) but

also material parameters (e.g., substrate permittivity). The

objective spaceF , defined by the ranges fk.min ≤ f
(j)
k ≤ fk.max,

j = 1, . . . , p, k = 1, . . . , N , determines the intended region of

validity of the surrogate model.

The central concept of performance-driven modeling

is the optimum design set X∗(F) which is generally an

N -dimensional manifold in the parameter space X , defined

as

X∗(F) = {UF (f ) : f ∈ F} (1)

whereX∗(f) is the optimumdesign for the objective vector f=

[f1 . . . fN ]
T ∈ F . Assuming a scalar merit function U (x, f)

quantifying the utility of the design xwith respect to the target

objective vector f, X∗(f) is obtained by solving

x∗ = X∗(f ) = argmin
x
U (x, f ) (2)

Note that rendering the surrogate modeling withinX∗(F) is

sufficient to capture all designs that are optimum over a given

objective space F . In practice, X∗(F) can only be approx-

imated using limited available data. In performance-driven

modeling, this information is assumed in the form of the

reference designs x(j) = [x
(j)
1 . . .x

(j)
n ]T , j = 1, . . . , p, optimized

w.r.t. the selected objective vectors f(j) = [f
(j)
1 . . . f

(j)
N ] [48].

It is advantageous to allocate f(j) uniformly within F . In some

cases, x(j) may be available from the previous design work

with the same antenna structure. In general, the reference

designs have to be obtained specifically for the purpose of

FIGURE 1. Basic components of performance-driven modeling using
nested kriging, illustrated for two performance figures and
three-dimensional parameter space: (a) objective space F and reference
objective vectors f (j ) (b) parameter space X , the reference designs x (j ),
and the first-level model image sI (F ).

surrogate model construction. This entails considerable com-

putational expenditures because p independent optimization

runs are required to yield the set {x(j)}j=1,...,p.

A particular way of employing the reference points

to approximate the optimum set X∗(F) is method-

specific [46]–[48]. Here, we focus on the nested kriging

framework [48], where the geometry of X∗(F) is estimated

using the first-level surrogate sI (f): F → X , identified as

a kriging interpolation model with {f(j), x(j)}, j = 1, . . . , p,

being the training set (cf. Fig. 1).

It should be reiterated that the purpose of the first-level

model is to approximate the optimum design set X∗(F),

which is where the surrogate model is to be established.

Restricting the modelling process to X∗(F) and its vicinity is

the major factor that allows us to improve the computational

efficiency of the modelling process by a dramatic reduction

of the surrogate model domain and by rendering the surrogate

only in the areas that contain high-quality antenna designs

(w.r.t. the assumed performance figures).

B. GRADIENT ENHANCED KRIGING

Kriging is a popular data-driven technique for interpolating

deterministic noise-free data [35]. Gradient-enhanced kriging

(GEK) [49] is a variation of kriging, which incorporates—

apart from the system outputs—also their gradients at the

observation points. GEK is utilized in this work to reduce the

number of reference designs that is required to approximate
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the optimum design set X∗(F). This section gives a brief

outline of the gradient kriging. A more in-depth treatment

of the subject can be found in the extensive literature,

e.g., [35], [49], [50].

We start by explaining ordinary kriging (OK), where the

output f (x) of the system of interest is assumed to be of the

form

y(x) = µ + Z (x) (3)

where x is the vector of designable parameters (cf. Section

2.1), µ is the constant trend function (which, in principle,

may take the more generic form of g(x)Tβ, e.g., a low-order

polynomial [43]), and Z (x) is a realization of a normally

distributed Gaussian random process with zero mean and

variance σ 2. Z (x) takes into account localized variations from

the mean µ.

The correlations between Z (x(i)) and Z (x(j)) at the two

observation points x(i) and x(j), i, j = 1, . . . , p, are described

by the correlation function, e.g., Gaussian [35]

Rij = corr
[

Z (x(i)),Z (x(j))
]

=

= exp
(

−
∑n

k=1
θk |x

(i)
k − x

(j)
k |2

)

(4)

or Matern 3/2 [49]

Rij =

(

1 +

√

3
∑n

k=1
θk |x

(i)
k − x

(j)
k |2

)

·

· exp

(

−

√

3
∑n

k=1
θk |x

(i)
k − x

(j)
k |2

)

(5)

Ordinary kriging predicts the system output at the location x

as

s(x) = µ + r(x)T9−1(y− 1µ) (6)

where r(x) is the vector of correlations between the p data

points x(j) and x, whereas 9 is a symmetric p × p matrix

of correlations Rij (cf. (4) and (5)); 1 is the vector of ones,

whereas y is the vector of the system outputs at x(j), j =

1, . . . , p. Model identification requires optimizing the vector

θ = [θ1 . . .θn]
T of hyperparameters, which is accomplished

by maximum likelihood [35], i.e., maximizing –[pln(σ 2)+

ln| 9|]/2 with both σ 2 and 9 being functions of θ .

Gradient-enhanced kriging can be considered a multi-data

extension to kriging [49]. The correlation matrix for GEK,

denoted as 9̇, is defined as

9̇ =







9
∂9

∂x(i)

∂9

∂x(j)
∂29

∂x(i)∂x(j)






(7)

The GEK prediction is performed based on the set of obser-

vations x(j), j = 1, . . . , p, and the observed data y =

[y(x(1)) . . .y(x(p)) ∂y(x(1))/∂x1 . . .∂y(x
(p))/∂x1 . . .∂y(x

(1))/∂xn
. . .∂y(x(p))/∂xn]

T . We have

sGEK (x) = µ + ṙ(x)T 9̇
−1

(y− 1µ) (8)

in which the correlation vector ṙ(x) =
[

rT (∂r/∂x1)
T ... (∂r/∂xn)

T
]

. The mean of the kriging regres-

sion is obtained using the generalized least squares as µ =

(1T 9̇
−1
1)−11T 9̇

−1
y. The hyperparameters θ are estimated

similarly as for OK using maximum likelihood [49].

BothOK andGEK can be generalized to vector-valued out-

puts, in particular, the antenna responses R(x), in a straight-

forward manner.

C. NESTED-KRIGING FRAMEWORK WITH GEK-BASED

FIRST-LEVEL MODEL

Our goal is to reduce the number of reference designs

required to construct the first-level model sI (f) of the nested

kriging. As explained in Section 2.1, sI (f) is effectively an

inverse surrogate identified using the pairs {f(j), x(j)}, j =

1, . . . , p, where f(j) are the objective vectors and x(j) are

the antenna parameter vectors optimized in the sense of (2).

Because sI (F) is a low-dimensional manifold in X (typically,

the number of performance figures is a few, e.g., two or

three), gradient-enhanced kriging (cf. Section 2.2) is a suit-

able tool to limit p by incorporating the sensitivity data Jx(f)

= ∂x/∂f= ∂X∗(f)/∂f. The entries J xjk of the Jacobian J
x(f) are

the partial derivatives of the (optimized) antenna geometry

parameters xj with respect to the performance figures fk .

These derivatives are not directly available; however, they can

be estimated using the antenna response sensitivities that are

already known as a by-product of solving (2) (identification

of the reference designs). We denote by R(x) the response of

the EM simulation model of the antenna at hand and by J(x)

its Jacobian matrix at the design x.

Let d= [d1 . . .dN ]
T denote a vector of perturbations of the

performance figures. At the first step, we find the perturbed

reference designs x(j.k) corresponding to vectors [f
(j)
1 . . . f

(j)
k +

dk . . . f
(j)
N ]T

x(j.k) = argmin
x
UL(x; f

(j)
1 , . . . , f

(j)
k + dk , f

(j)
N ) (9)

in which the objective function UL is based on the first-order

Taylor expansion of R

R(x) = R(x(j)) + J(x(j)) · (x− x(j)) (10)

This ensures that the cost of solving (9) is negligible (as

mentioned above, J(x) are known beforehand). The actual

values of the figures interest [f
(j.k)
1 . . . f

(j.k)
N ]T , correspond-

ing to x(j.k) are then extracted from R(x(j.k)) which requires

just one EM analysis of the antenna. In practice, a few EM

analyses might be necessary in order to obtain more precise

identification of the design that corresponds to a given per-

turbation of the objective vector (cf. (9)), which is arranged

by embedding the solution process (9), (10) in a trust-region

framework with the Jacobian J updated using the Broyden

formula in each iteration [51]. The perturbations dk are small

(although their specific values are not critical). Therefore,

we have

x
(j.k)
l ≈ x

(j)
l +

N
∑

r=1

J xlr (x
(j))[f (j.k)r − f (j)r ] (11)
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Equation (11) can be rewritten in the matrix form as follows

X = JxF (12)

where

X =
[

x(j.1) − x(j) · · · x(j.N ) − x(j)
]

(13)

and

F =







f
(j.1)
1 − f

(j)
1 · · · f

(j.N )
1 − f

(j.N )
1

...
. . .

...

f
(j.1)
N − f

(j)
N · · · f

(j.N )
N − f

(j.N )
N






(14)

If the matrix F is invertible, (12) can be solved analytically

for Jx as

Jx = XF−1 (15)

For the special case when [f
(j.k)
1 . . . f

(j.k)
N ]T = [f

(j)
1 . . . f

(j)
k +

dk . . . f
(j)
N ]T , the matrix F is diagonal, i.e., F = diag(d1,. . . ,

dN ). In practice, even though [f
(j.k)
1 . . . f

(j.k)
N ]T 6= [f

(j)
1

. . . f
(j)
k + dk . . . f

(j)
N ]T , off-diagonal elements are small, there-

fore non-singularity ofF normally holds. Nevertheless, in the

aforementioned special case, one has

x
(j.k)
l ≈ x

(j)
l + J xlk (x

(j))dk (16)

which implies

J xlk (x
(j)) ≈

[

x
(j.k)
l − x

(j)
l

]

/dk (17)

Then, as F = diag(d1,. . . , dN ), (15) coincides with (17).

Having {f(j), x(j), Jx(f(j))}, j = 1, . . . , p, the first-level model

can be constructed using GEK, denoted as sI .GEK (f). The

benefit is a significantly smaller number of data samples

required to yield the model as compared to the derivative-free

version.

D. DOMAIN DEFINITION AND SECOND-LEVEL MODEL

As sI .GEK (f) only approximates X∗(F), the surrogate model

domainXS is defined by extending it to ensure that most of the

designs X∗(f) ∈ XS . The extension is implemented using the

vectors normal to sI .GEK (F). An orthonormal basis of vectors

normal to sI .GEK (F) at f is denoted by {v
(k)
n (f)}, k = 1, . . . , n

– N . These are used to define the extension coefficients

α(f ) = [α1(f ) ... αn−N (f )]
T =

= 0.5T
[

|xdv
(1)
n (f )| ... |xdv

(n−N )
n (f )|

]T
(18)

where xd = xmax – xmin (parameter variations within

sI .GEK (F)) with xmax = max{x(k), k = 1, . . . , p} and xmin =

min{x(k), k = 1, . . . , p}; T is a user-defined thickness param-

eter (typically 0.05 to 0.1).

The domain XS is allocated between the manifoldsM+ and

M−

M± =

{

x ∈ X : x = sI .GEK (f ) ±
∑n−N

k=1
αk (f )v

(k)
n (f )

}

(19)

FIGURE 2. The image sI.GEK (F ) of the GEK-based first-level surrogate
model, the manifolds M− and M+ and the surrogate model domain XS
defined as the orthogonal extension of sI.GEK (F ). Here, the first-level
model is defined using the corner reference designs x (j ) only and their
corresponding sensitivities ∂x/∂f = ∂X∗(f (j ))/∂f symbolically marked
using arrows and gray shading.

therefore we have (see also Fig. 2)

XS =







x = sI .GEK (f ) +
n−N
∑

k=1

λkαk (f )v
(k)
n (f ) : f ∈ F,

−1 ≤ λk ≤ 1, k = 1, . . . , n− N







(20)

The final (second-level) surrogate is constructed similarly as

in [48]. It is a kriging interpolation model identified within

the domain XS using the training data {x
(k)
B ,R(x

(k)
B )}k=1,...,NB,

where x
(k)
B are the samples uniformly allocated in XS ; recall

that R stands for the response of the EM antenna model.

Design of experiments and model optimization procedures

have been explained in detail in [48]. The graphical illustra-

tion of the overall modeling procedure is shown in Fig. 3.

Confinement of the surrogate domain as described above

permits construction of reliable surrogates using a reasonably

small number of samples (typically, a few hundred [47], [48]).

More importantly, this can be done without formally restrict-

ing the ranges of antenna parameters and its operating con-

ditions. This is often beyond the reach of conventional

modeling techniques, especially when the number of antenna

parameters is large. As mentioned before, a typical number of

reference designs varies from ten to twenty depending on the

objective space dimensionality. Assuming that the computa-

tional cost of obtaining a reference design is several dozens

of EM simulations, the overall related expenses may by far

exceed the cost of training data acquisition within the domain

XS . As demonstrated in Section 3, constructing the first-level

model using GEK allows for reduction of the number of refer-

ence designs alongwith the associated cost of their generation

by at least fifty percent. This allows for a significant reduction

of the overall computational cost of building a reliable surro-

gate model. At the same time, one needs to remember that a

conventional, box-constrained domain, is also defined using

the same reference designs (simply by taking the smallest

box that contains all the reference designs). If these were

not available, the box-constrained domain would have been

much larger. Thus, the cost of finding the reference designs

VOLUME 8, 2020 140835
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FIGURE 3. Flow diagram of the proposed gradient-enhanced kriging
modeling bi-layer technique.

adds both to the constrained and the benchmark modeling

methods.

III. NUMERICAL RESULTS

This section provides numerical verification of the proposed

modelling methodology. The nested kriging framework with

gradient-based first level model is compared to conventional

nested kriging surrogate in terms of accuracy as well as com-

putational cost. The following sections introduce the consid-

ered test cases, describe the experimental setup, and discuss

the obtained results. Note that the reflection characteristic

is selected as the antenna output to be modelled; however,

the method is generic and allows modelling of any antenna

responses. This is illustrated in the second example, where the

realized gain is modelled along with the reflection response.

A. VERIFICATION CASE STUDIES

Numerical verification of the proposed approach is based on

two antenna structures. The first one is a triple-band uniplanar

dipole antenna shown in Fig. 4(a) (Antenna I) [52], imple-

mented on RO4350 substrate (εr = 3.48, h = 0.762 mm)

and fed by a coplanar waveguide. The geometry parameters

of Antenna I are: x= [l1 l2 l3 l4 l5 w1 w2 w3 w4 w5]
T ; whereas

l0 = 30, w0 = 3, s0 = 0.15 and o = 5 are fixed (all

dimensions in mm). The full-wave electromagnetic model

is implemented in CST Microwave Studio and simulated

using its time-domain solver. The simulation time on dual

Intel Xeon E5-2620 machine with 128 GB RAM is about

2 minutes.

FIGURE 4. Verification case studies: (a) triple-band dipole antenna [52],
quasi-Yagi antenna [53]: (b) top layer and (c) bottom layer.

The objective is to construct the surrogate valid for the

operating frequencies fk , k = 1, 2, 3, f2 = f1k1, f3 = f2k2,

within the following ranges: 1.5 GHz ≤ f1 ≤ 2.5 GHz,

1.2 ≤ k1 ≤ 1.6, and 1.2 ≤ k2 ≤ 1.6. Thus, the objective

space consists of the vectors [f1k1 k2]
T , and the operating

frequencies f2 and f3 are computed according to the above for-

mulas. Table 1 shows the data concerning reference designs

considered for the conventional nested kriging framework

of [48] as well as the approach proposed in this work. The

lower and upper bounds for design variables are: l = [30 5.0

20 5.0 15 0.2 0.2 0.2 0.2 0.2]T , and u= [50 15 30 15 21 2.2 4.2

2.2 4.2 2.2]T (both based on the reference design allocation).

The second verification case is a quasi-Yagi antenna of [53]

(Antenna II), shown in Fig. 4(b). The geometry of the struc-

ture is described by the parameter vector x = [W L Lm Lp
SdSrW2WaWdg]

T (all dimensions in mm). The antenna is

implemented on 1.5-thick substrate, whereas the feed line

width W1 is calculated for a given substrate permittivity to

ensure 50-ohm input impedance. The permittivity is used as

one of the operating conditions, and, therefore, a part of the

objective space for the modeling problem. Similarly as for

Antenna I, the computational model is implemented in CST.

The simulation time on dual Intel Xeon E5-2620 machine

with 128 GB RAM is about 2.5 minutes.
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TABLE 1. Reference design allocation for nested kriging and proposed
gradient-based modelling technique.

TABLE 2. Modeling results and benchmarking for Antenna I.

The goal is to render the surrogate valid over the antenna

operating frequency f0 from 2.5 GHz to 5.0 GHz, and the

substrate permittivity εr from 2.5 to 4.5. Here, the responses

of interest are reflection and realized gain characteristics.

The design optimality conditions for a given substrate per-

mittivity εr are the following: (i) given the center frequency

f0, ensure at least 8-percent fractional bandwidth (symmetric

w.r.t. f0), (ii) maximize the average realized gain within the

same 8-percent bandwidth. The data on the reference design

allocation for the conventional nested kriging framework and

proposed technique can be found in Table 1. The conventional

space X is defined by the lower bounds l = [100 55 10 14.5

6.0 10 2.0 7.5 16.3 0.5]T , and upper bounds u = [137 81 29

28 21 18 5.0 20 40 1.0]T .

B. EXPERIMENTAL SETUP

The proposed surrogate model has been constructed for both

considered antennas and for various training data set sizes:

50, 100, 200, 400, and 800 samples. The assumed error mea-

sure is relative a RMS error averaged over the independent

set of 100 testing samples. For comparison, the proposed

technique has been compared to conventional nested kriging

using non-sensitivity based first-level model (cf. Table 1 for

the data on reference designs). In both cases, the models are

obtained for the thickness parameter T = 0.05. As mentioned

before, the primary advantage of gradient-based first level

model is a significantly smaller number of reference designs

(by a factor of three and two for Antenna I and II, respec-

tively).

Our objective is to verify whether incorporating gradient-

based first-level model does not have a detrimental effect

on the predictive power of the surrogate models. For com-

pleteness, both versions of the nested kriging approach are

compared to conventional models (kriging and radial basis

function surrogates).

TABLE 3. Modeling results and benchmarking for Antenna II.

FIGURE 5. Reflection characteristics of the antenna of Fig. 4(a) at the
selected test designs: EM simulation model (—), and the proposed
surrogate (o). The surrogate set up using N= 400 training samples.

C. RESULTS AND DISCUSSION

The numerical results obtained for Antennas I and II are

shown in Tables 2 and 3, as well as in Figs. 5 and 6. Both

versions of the nested kriging surrogates are significantly

better than conventional models (see, e.g., [48] for details).

However, the main point of this section is to demonstrate that

a significant reduction of the number of reference designs

(thus, a reduction of the overall cost of the model process)

offered by the GEK-based approach is achieved without com-

promising the modeling accuracy. The data in Tables 2 and 3

indicates that this is indeed the case. The accuracy of the con-

ventional and the proposed nested surrogates are very much

comparable for both considered antenna structures and for all

training data sets. The differences are minor and statistically

insignificant.
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FIGURE 6. Characteristics of the antenna of Fig. 4(b) at the selected test
designs: EM simulation model (—), and the proposed surrogate (o). The
surrogate set up using N = 400 training samples. The top and bottom
plots illustrate the reflection and realized gain characteristics,
respectively.

IV. CONCLUSION

The paper proposed a novel technique for surrogate mod-

elling of antenna structures. Our methodology combines

the recently introduced nested kriging framework and

gradient-based kriging utilized to construct the first-level

surrogate of the nester kriging. As a part of this endeavour,

a rigorous and cost-efficient procedure for estimating the

gradients of antenna geometry parameters with respect to the

figures of interest pertinent to the modelling process has been

developed as well. The major computational benefit of the

presented approach is a significant reduction of the number

of reference designs necessary to render the first-level model

(the latter required to define the surrogate model domain),

by a factor of two, or even three for the objective spaces

of higher dimensions. This directly translates into a reduced

initial cost of the modelling process as all reference designs

need to be pre-optimized beforehand. The proposed tech-

nique has been comprehensively validated using two antenna

structures described by ten parameters each, with the sur-

rogates covering broad ranges of antenna dimensions and

operating conditions. The obtained results demonstrate that

reducing the number of reference designs does not have a

negative effect on the model predictive power. Consequently,

by addressing one of the practical issues of nested kriging,

our method can be considered a major step forward in the

development of performance-driven modelling frameworks.
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