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#### Abstract

Counterclockwise hysteresis maps are known to be dissipative in the energy sense as well as in the system-theoretic sense. In a recent paper, Angeli studied feedback interconnections of counterclockwise systems, where counterclockwise refers to the net signed area of the input-output map, which need not be a simple closed curve. In the present paper we apply this notion to the study of hysteretic models. In particular, we give conditions under which the semilinear Duhem model is counterclockwise.


## I. Introduction

In structural analysis, damping characteristics can be assessed by determining the stress-strain behavior of the material [1]. Under adiabatic (thermal equilibrium) conditions, the stress-strain relationship has the form of a hysteretic simple closed curve. In magnetics, hysteresis caused by the irreversible flux-change mechanism dissipates energy in the form of heat [2]. In both cases, the energy dissipated in one cycle is equal or proportional to the area enclosed by the hysteretic map [3]-[6] under a periodic input. In these applications energy dissipativity is associated with counterclockwise traversal of the hysteresis map under cyclic inputs.

Counterclockwise traversal is also known to have a direct relationship to dissipativity in the system-theoretic sense [7][10]. For certain systems with counterclockwise hysteresis, it has been shown that the system is system-dissipative between the input and the derivative of the output, that is, between $u$ and $\dot{y}$. Under various assumptions, this property was proved in [11] as well as in [12], [13] for a class of Preisach models.

In many applications involving hysteresis, the hysteresis map is not simple, but rather is self crossing. These butterfly or X-type hysteresis maps arise in electromagnetics [14], [15], piezo materials [16], [17], and optics [18]-[20]. For such systems it is of interest to determine both energydissipativity and system-theoretic dissipativity.

Recently, Angeli [21] provided a characterization of system dissipativity in terms of the counterclockwise behavior of the input-output map. Specifically, a dynamical system is defined to be counterclockwise if

$$
\liminf _{t \rightarrow \infty} \int_{0}^{t}\left\{\dot{y}^{\mathrm{T}}(s) u(s)-\dot{u}^{\mathrm{T}}(s) y(s)\right\} \mathrm{d} s>-\infty
$$

for each bounded input $u$ and the corresponding output $y$. This integral represents the signed area of the curve $(u(t), y(t))$ as given by Green's theorem. This definition refers to the net signed area so that the I-O map need not
be a simple closed curve. Consequently, this definition is applicable to butterfly or X-type hysteresis maps.

In the present paper we define counterclockwise in terms of periodic input signals rather than bounded inputs as in [21]. This restriction allows us to focus on the hysteresis map, which is defined to be the limiting I-O map in the quasistatic limit; for details, see [22], [23]. With this definition we show that if the $(u, \dot{y})$ system is passive then the $(u, y)$ system is counterclockwise. Next we consider the semilinear Duhem model and give sufficient conditions under which the system is counterclockwise. We also explain how the stability of a positive position feedback interconnection can be analyzed using the counterclockwise orientation analysis.

## II. COUNTERCLOCKWISE DYNAMICS AND PASSIVITY

In this section we define counterclockwise I-O dynamics and passivity of a system, and then consider the relationship between these properties. Consider the input-output system

$$
\begin{align*}
\dot{x}(t) & =f(x(t), u(t), \dot{u}(t)), \quad x(0)=x_{0}, \quad t \geq 0  \tag{1}\\
y(t) & =h(x(t), u(t)) \tag{2}
\end{align*}
$$

where $f: \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}, h: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$, $x \in \mathbb{R}^{n}, u \in \mathbb{R}^{m}$, and $y \in \mathbb{R}^{m}$. We begin by recalling the classical Green's theorem [24].

Theorem 2.1: Let $\mathcal{C}$ be a positively oriented, piecewisesmooth, simple closed curve in the plane and let $\mathcal{D}$ be the region enclosed by $\mathcal{C}$. If $P(x, y)$ and $Q(x, y)$ have continuous partial derivatives on an open region that contains $\mathcal{D}$, then,

$$
\begin{equation*}
\int_{\mathcal{C}} P \mathrm{~d} x+Q \mathrm{~d} y=\iint_{\mathcal{D}}\left(\frac{\partial Q}{\partial x}-\frac{\partial P}{\partial y}\right) \mathrm{d} A \tag{3}
\end{equation*}
$$

where the left hand side is a line integral along the closed curve $\mathcal{C}$ and the right hand side is surface integral over the enclosed region $\mathcal{D}$.

We consider closed curves that are not necessarily simple. In particular, we consider closed curves that are the union of a finite collection of simple closed curves. For such curves, each integral in (3) is the summation of integrals evaluated over each individual simple closed curve and the corresponding enclosed region.

The convention used in Green's theorem is that the positive orientation of $\mathcal{C}$ refers to its counterclockwise traversal, in which the enclosed region $\mathcal{D}$ is on the left as one moves along $\mathcal{C}$. Now let $P(x, y)=-y / 2$ and $Q(x, y)=x / 2$, so that $\frac{\partial Q}{\partial x}-\frac{\partial P}{\partial y}=1$. Then, the right hand side of (3) is the signed
area $\mathcal{A}$ enclosed by the closed curve $\mathcal{C}$. The area evaluated using (3) is positive when the line integral is evaluated along the closed curve in a counterclockwise direction. Thus, the signed area enclosed by a closed curve is defined as follows,

Definition 2.1: Suppose that the closed curve $\mathcal{C}$ is a finite union of simple closed curves. The signed area $\mathcal{A}$ enclosed by $\mathcal{C}$ is given by

$$
\begin{equation*}
\mathcal{A} \triangleq \frac{1}{2} \int_{\mathcal{C}} x \mathrm{~d} y-y \mathrm{~d} x \tag{4}
\end{equation*}
$$

The area $\mathcal{A}$ given by (4) is the net sum of the signed contribution of each subregion enclosed by the curve $\mathcal{C}$. Hence, the signed area is different from the geometric area enclosed by a curve. Based on Definition 2.1 and Definition 1.1 of [21], we define a counterclockwise input-output system.

Definition 2.2: The input-output system (1), (2) is counterclockwise if there exists $\gamma \in \mathbb{R}$ such that, for all $x_{0} \in \mathbb{R}^{n}$ and $T \geq 0$ and for every input-output pair $(u, y)$ satisfying (1), (2), where $u:[0, \infty) \rightarrow\left[u_{\min }, u_{\max }\right]$ is continuous, differentiable, and periodic with period $\alpha$ and has exactly one local maximum $u_{\text {max }}$ in $[0, \alpha)$ and exactly one local minimum $u_{\text {min }}$ in $[0, \alpha)$, and $y$ is bounded and differentiable,

$$
\begin{equation*}
\int_{0}^{T}\left[\dot{y}^{\mathrm{T}}(s) u(s)-\dot{u}^{\mathrm{T}}(s) y(s)\right] \mathrm{d} s \geq \gamma \tag{5}
\end{equation*}
$$

The following definition is given in [7].
Definition 2.3: The input-output system (1), (2) is passive if there exists $\beta \in \mathbb{R}$ such that, for every bounded pair $(u, y)$ satisfying (1), (2) and for all $T \geq 0$,

$$
\begin{equation*}
\int_{0}^{T} y^{\mathrm{T}}(s) u(s) \mathrm{d} s \geq \beta \tag{6}
\end{equation*}
$$

Remark 2.1: Note that $\beta \leq 0$, since $u(t) \equiv 0$ gives $\beta=0$.

Now consider (1) with the output

$$
\begin{equation*}
z(t)=\dot{y}(t)=\frac{\mathrm{d}}{\mathrm{~d} t} h(x(t)) \tag{7}
\end{equation*}
$$

where $y$ is given by (2). The following result shows that the $(u, y)$ dynamics are counterclockwise if the $(u, z)$ dynamics are passive.

Proposition 2.1: If the system (1), (7) is passive then the system (1), (2) is counterclockwise.

Proof. Consider the system (1), (2). Suppose the input $u:[0, \infty) \rightarrow\left[u_{\min }, u_{\max }\right]$ is continuous, piecewise $\mathrm{C}^{1}$, differentiable and periodic with period $\alpha$ and has exactly one local maximum $u_{\max }$ in $[0, \alpha)$ and exactly one local minimum $u_{\text {min }}$ in $[0, \alpha)$, and the output $y$ is differentiable and bounded. Note that, for all $t \geq 0$,

$$
\begin{aligned}
& \int_{0}^{t}\left\{\dot{y}^{\mathrm{T}}(s) u(s)-\dot{u}^{\mathrm{T}}(s) y(s)\right\} \mathrm{d} s \\
& =2 \int_{0}^{t} \dot{y}^{\mathrm{T}}(s) u(s) \mathrm{d} s-u^{\mathrm{T}}(t) y(t)+u^{\mathrm{T}}(0) y(0)
\end{aligned}
$$

Since (1), (7) is passive, there exists $\beta \in \mathbb{R}$ such that, for all $t \geq 0$,

$$
\int_{0}^{t} \dot{y}^{\mathrm{T}}(s) u(s) \mathrm{d} s \geq \beta
$$

Hence, for all $t \geq 0$,

$$
\begin{align*}
& \int_{0}^{t}\left\{\dot{y}^{\mathrm{T}}(s) u(s)-\dot{u}^{\mathrm{T}}(s) y(s)\right\} \mathrm{d} s  \tag{8}\\
& \geq 2 \beta+u^{\mathrm{T}}(0) y(0)-u^{\mathrm{T}}(t) y(t)
\end{align*}
$$

Since $u$ and $y$ are bounded, there exists $\eta \in \mathbb{R}$ such that, for all $t \geq 0$,

$$
\begin{aligned}
u^{\mathrm{T}}(t) y(t)-u^{\mathrm{T}}(0) y(0) & \leq\left\|u^{\mathrm{T}}(t) y(t)\right\|+\left\|u^{\mathrm{T}}(0) y(0)\right\| \\
& \leq\|u(t)\|\|y(t)\|+\|u(0)\|\|y(0)\| \\
& \leq 2 \eta^{2}
\end{aligned}
$$

Hence, for all $t \geq 0$,

$$
\begin{equation*}
u^{\mathrm{T}}(0) y(0)-u^{\mathrm{T}}(t) y(t) \geq-2 \eta^{2} \tag{9}
\end{equation*}
$$

Combining (8) and (9), yields for all $t \geq 0$,

$$
\int_{0}^{t}\left\{\dot{y}^{\mathrm{T}}(s) u(s)-\dot{u}^{\mathrm{T}}(s) y(s)\right\} \mathrm{d} s \geq \gamma
$$

where $\gamma \triangleq 2 \beta-2 \eta^{2}$. Hence (1), (2) is counterclockwise.

## III. COUNTERCLOCKWISE DYNAMICS OF LTI SYSTEMS

Consider the single-input/single-output linear time invariant system

$$
\begin{align*}
\dot{x}(t) & =A x(t)+B u(t), \quad x(0)=x_{0}, \quad t \geq 0  \tag{10}\\
y(t) & =C x(t)+D u(t) \tag{11}
\end{align*}
$$

where $x \in \mathbb{R}^{n}, u \in \mathbb{R}$, and $y \in \mathbb{R}$. This section gives a necessary and sufficient condition for the system (10), (11) to be counterclockwise. The following result is given in [21].

Theorem 3.1: Let $G(s) \triangleq C(s I-A)^{-1} B+D$ be asymptotically stable. The system (10), (11) is counterclockwise if and only if $\angle G(\jmath \omega) \in[-\pi, 0]$ for all $\omega \geq 0$.


Fig. 1. Relationship between the phase angle $\phi=\angle G(\jmath \omega)$ and the orientation of the input-output map for linear systems

Figure 1 illustrates the relationship between the phase angle $\phi=\angle G(\jmath \omega)$ and the orientation of the I-O map.

Example 3.1: Consider the system (10), (11). Let $u(t)=\sin \omega t, t \geq 0$. Then, the steady state output is of the form $y(t)=\sin (\omega t+\phi)$, where $\phi$ is the phase angle. Then, $u(t) \dot{y}(t)=\omega \sin \omega t \cos (\omega t+\phi)=\frac{\omega}{2} \sin (2 \omega t+\phi)-$ $\frac{\omega}{2} \sin \phi$, and $\dot{u}(t) y(t)=\omega \cos \omega t \sin (\omega t+\phi)=\frac{\omega}{2} \sin (2 \omega t+$
$\phi)+\frac{\omega}{2} \sin \phi$, which yields, $\int_{0}^{t}[u(s) \dot{y}(s)-\dot{u}(s) y(s)] \mathrm{d} s=$ $-\omega \sin \phi \int_{0}^{t} \mathrm{~d} t=-\omega t \sin \phi$. Hence,

$$
\begin{aligned}
& \int_{0}^{t}\left(\dot{y}^{\mathrm{T}}(s) u(s)-\dot{u}^{\mathrm{T}}(s) y(s)\right) \mathrm{d} s \\
& = \begin{cases}t|\omega \sin \phi|, & \text { if } \phi \in[-\pi, 0] \\
-t|\omega \sin \phi|, & \text { if } \phi \in(0, \pi)\end{cases}
\end{aligned}
$$

The integral is lower bounded for all $t \geq 0$ if and only if $\phi \in[-\pi, 0]$.

Example 3.2: Consider the compliance transfer function (force input/position output) $G_{\mathrm{C}}(s) \triangleq \frac{1}{m s^{2}+c s+k}$ and the admittance transfer function (force input/velocity output) $G_{\mathrm{a}}(s) \triangleq \frac{s}{m s^{2}+c s+k}$. Since

$$
\begin{aligned}
G_{\mathrm{c}}(\jmath \omega) & =\frac{1}{-m \omega^{2}+\jmath c \omega+k} \\
& =\frac{-m \omega^{2}+k}{\left(-m \omega^{2}+k\right)^{2}+c^{2} \omega^{2}}-\jmath \frac{c \omega}{\left(-m \omega^{2}+k\right)^{2}+c^{2} \omega^{2}}
\end{aligned}
$$

it follows that $\operatorname{Im}\left[G_{\mathrm{c}}(\jmath \omega)\right]<0$ and thus $\angle G_{\mathrm{c}}(\jmath \omega) \in[-\pi, 0]$ for all $\omega \geq 0$. Therefore, it follows from Theorem 3.1 that the compliance $G_{\mathrm{c}}(s)$ is counterclockwise. However, $G_{\mathrm{c}}(s)$ is not passive, since it is not positive real. On the other hand, $G_{\mathrm{a}}(s)$ is positive real and thus $\angle G_{\mathrm{a}}(\jmath \omega) \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$ for all $\omega \geq 0$, which implies from Theorem 1 that $G_{\mathrm{a}}(s)$ is not counterclockwise. However, it is clear that $G_{\mathrm{a}}(s)$ is positive real and thus is passive. Hence, the compliance $G_{\mathrm{c}}(s)$ of the $m-c-k$ system is counterclockwise but not passive, whereas admittance $G_{\mathrm{a}}(s)$ is passive but not counterclockwise. These properties are consistent with the result of Proposition 2.1 that if the $(u, \dot{y})$ system is passive, then the $(u, y)$ system is counterclockwise.

## IV. Stability of positive position feedback SYSTEMS

Positive position feedback control is a widely used technique for active structural control [25]-[27]. This technique was developed in [25] for dealing with the stability problem caused by actuator dynamics in colocated control of flexible structures. Consider the second-order scalar system with second-order actuator dynamics connected through positive position feedback given by

$$
\begin{align*}
\ddot{\phi}(t)+\beta_{s} \dot{\phi}(t)+\omega_{s}^{2} \phi(t) & =\omega_{s}^{2} \gamma \eta(t)  \tag{12}\\
\ddot{\eta}(t)+\beta_{a} \dot{\eta}(t)+\omega_{a}^{2} \eta(t) & =\omega_{a}^{2} \phi(t) \tag{13}
\end{align*}
$$

where $\gamma, \beta_{s}, \beta_{a}>0$, and $\phi(t)$ and $\eta(t)$ are the scalar structure and actuator states, respectively. It was shown in [25], using the Routh-Hurwitz criterion, that the system and actuator dynamics given by (12) and (13) are stable if and only if $\gamma<1$.

In this section we analyze the positive position feedback system (12), (13) using the orientation analysis developed in the previous sections. To do this, we first state the following lemma on positive feedback interconnections of stable linear systems with counterclockwise I-O dynamics given in [21]. A stable linear system with transfer function $G(\jmath \omega)$ is said
to have strictly counterclockwise I-O dynamics if $\angle G(\jmath \omega) \in$ $(-\pi, 0)$ for all $\omega>0$.

Lemma 4.1: Consider the asymptotically stable SISO linear systems

$$
\begin{equation*}
\dot{x}_{1}=A_{1} x_{1}+B_{1} u_{1}, \quad y_{1}=C_{1} x_{1} \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{x}_{2}=A_{2} x_{2}+B_{2} u_{2}, \quad y_{2}=C_{2} x_{2} \tag{15}
\end{equation*}
$$

connected in feedback with

$$
\begin{equation*}
u_{1}=y_{2}, \quad u_{2}=y_{1} \tag{16}
\end{equation*}
$$

Assume further that one of the systems has counterclockwise and the other has strictly counterclockwise I-O dynamics. Then, the system is asymptotically stable if and only if

$$
\begin{equation*}
C_{1} A_{1}^{-1} B_{1} C_{2} A_{2}^{-1} B_{2}<1 \tag{17}
\end{equation*}
$$

By applying Lemma 4.1 to (12), (13) we obtain the following result.

Theorem 4.1: The system-actuator dynamics of (12) and (13) are aysmptotically stable if and only if $\gamma<1$.

Proof. We first rewrite (12) and (13) in the form (14)-(16), where

$$
\begin{gather*}
A_{1}=\left[\begin{array}{cc}
0 & 1 \\
-\omega_{s}^{2} & -\beta_{s}
\end{array}\right], B_{1}=\left[\begin{array}{c}
0 \\
\omega_{s}^{2} \gamma
\end{array}\right], C_{1}=\left[\begin{array}{ll}
1 & 0
\end{array}\right]  \tag{18}\\
A_{2}=\left[\begin{array}{cc}
0 & 1 \\
-\omega_{a}^{2} & -\beta_{a}
\end{array}\right], B_{2}=\left[\begin{array}{c}
0 \\
\omega_{a}^{2}
\end{array}\right], C_{2}=\left[\begin{array}{ll}
1 & 0
\end{array}\right]  \tag{19}\\
u_{1}=y_{2}=\eta(t), \quad \text { and } u_{2}=y_{1}=\phi(t) \tag{20}
\end{gather*}
$$

The system and actuator transfer functions are $G_{s}(\jmath \omega)=$ $\frac{\omega_{s}^{2} \gamma}{\left(\omega_{s}^{2}-\omega^{2}\right)^{2}+\beta_{s}^{2} \omega^{2}}\left[\left(\omega_{s}^{2}-\omega^{2}\right)-\jmath \beta_{s} \omega\right]$ and $G_{a}(\jmath \omega)=$ $\frac{\omega_{a}^{2}}{\left(\omega_{a}^{2}-\omega^{2}\right)^{2}+\beta_{a}^{2} \omega^{2}}\left[\left(\omega_{a}^{2}-\omega^{2}\right)-\jmath \beta_{a} \omega\right]$, respectively. Since, $\operatorname{Im}\left[G_{s}(\jmath \omega)\right]$ and $\operatorname{Im}\left[G_{a}(\jmath \omega)\right]$ are negative for all $\omega>0$, both the system and the actuator have strictly counterclockwise I-O dynamics. In the case when $\beta_{a}=0$ we have, $\operatorname{Im}\left[G_{a}(\jmath \omega)\right]=0$ and hence, $\angle G_{a}(\jmath \omega) \in[-\pi, 0]$ for all $\omega \geq 0$, which implies that the actuator has counterclockwise I-O dynamics. Next we have,

$$
\begin{aligned}
& C_{1} A_{1}^{-1} B_{1}=\left[\begin{array}{ll}
1 & 0
\end{array}\right]\left[\begin{array}{cc}
0 & 1 \\
-\omega_{s}^{2} & -\beta_{s}
\end{array}\right]^{-1}\left[\begin{array}{c}
0 \\
\omega_{s}^{2} \gamma
\end{array}\right]=-\gamma \\
& C_{2} A_{2}^{-1} B_{2}=\left[\begin{array}{ll}
1 & 0
\end{array}\right]\left[\begin{array}{cc}
0 & 1 \\
-\omega_{a}^{2} & -\beta_{a}
\end{array}\right]^{-1}\left[\begin{array}{c}
0 \\
\omega_{a}^{2}
\end{array}\right]=-1
\end{aligned}
$$

and, $C_{1} A_{1}^{-1} B_{1} C_{2} A_{2}^{-1} B_{2}=\gamma$.
Hence, it follows from Lemma 4.1 that the system-actuator feedback interconnection given in (12) and (13) is stable if and only if $\gamma<1$.

## V. COUNTERCLOCKWISE DYNAMICS OF A

 RATE-INDEPENDENT SEMILINEAR DUHEM MODELWe now develop a sufficient condition for a rateindependent semilinear Duhem model to be counterclockwise. Consider the rate-independent semilinear Duhem model

$$
\begin{align*}
\dot{x}(t)= & {\left[\dot{u}_{+}(t) I_{n} \quad \dot{u}_{-}(t) I_{n}\right] \times } \\
& \left(\left[\begin{array}{l}
A_{+} \\
A_{-}
\end{array}\right] x(t)+\left[\begin{array}{l}
B_{+} \\
B_{-}
\end{array}\right] u(t)+\left[\begin{array}{l}
E_{+} \\
E_{-}
\end{array}\right]\right),  \tag{21}\\
y(t)= & C x(t)+D u(t), \quad x(0)=x_{0}, \quad t \geq 0 \tag{22}
\end{align*}
$$

where $A_{+} \in \mathbb{R}^{n \times n}, A_{-} \in \mathbb{R}^{n \times n}, B_{+} \in \mathbb{R}^{n}, B_{-} \in \mathbb{R}^{n}$, $E_{+} \in \mathbb{R}^{n}, E_{-} \in \mathbb{R}^{n}, C \in \mathbb{R}^{1 \times n}, D \in \mathbb{R}$, and

$$
\begin{equation*}
\dot{u}_{+}(t) \triangleq \max \{0, \dot{u}(t)\}, \quad \dot{u}_{-}(t) \triangleq \min \{0, \dot{u}(t)\} \tag{23}
\end{equation*}
$$

As shown in [23], the rate-independent semilinear Duhem model (21) and (22) can be reparameterized in terms of $u$ as

$$
\begin{aligned}
\frac{\mathrm{d} \hat{x}(u)}{\mathrm{d} u} & = \begin{cases}A_{+} \hat{x}(u)+B_{+} u+E_{+}, & \text {when } u \text { increases } \\
A_{-} \hat{x}(u)+B_{-} u+E_{-}, & \text {when } u \text { decreases } \\
0, & \text { otherwise }\end{cases} \\
\hat{y}(u) & =C \hat{x}(u)+D u,
\end{aligned}
$$

where $u \in\left[u_{\text {min }}, u_{\text {max }}\right]$ with initial condition $\hat{x}\left(u_{0}\right)=x_{0}$.
In the following development, we refer to the limiting I-O map $\mathcal{F}_{\infty}$ and hysteresis map $\mathcal{H}_{\infty}$ defined in [23]. Furthermore, let $A^{\mathrm{D}}$ denote the Drazin generalized inverse of $A$, ind $A$ denote the index of $A[28, \mathrm{p} .122]$, and $\rho(A)$ denote the spectral radius of $A \in \mathbb{R}^{n \times n}$. The following result given in [23] provides a sufficient condition for the existence of the limiting periodic I-O map of a rate-independent semilinear Duhem model.

Theorem 5.1: Consider the rate-independent semilinear Duhem model (21), (22), where $u:[0, \infty) \rightarrow\left[u_{\min }, u_{\max }\right]$ is continuous, piecewise $\mathrm{C}^{1}$, and periodic with period $\alpha$ and has exactly one local maximum $u_{\max }$ in $[0, \alpha)$ and exactly one local minimum $u_{\text {min }}$ in $[0, \alpha)$. Furthermore, define $\sigma \triangleq$ $u_{\max }-u_{\min }$ and assume that $\rho\left(e^{\sigma A_{+}} e^{-\sigma A_{-}}\right)<1$. Then, (21) has a unique periodic solution $x:[0, \infty) \rightarrow \mathbb{R}^{n}$, the limiting periodic input-output map $\mathcal{H}_{\infty}(u)$ exists, and the limiting input-output map $\mathcal{F}_{\infty}(u, y)$ is given by $\mathcal{F}_{\infty}(u, y)=$ $\mathcal{H}_{\infty}(u)$. Specifically,

$$
\begin{align*}
\mathcal{H}_{\infty}(u)= & \left\{\left(u, \hat{y}_{+}(u)\right) \in \mathbb{R}^{2}: u \in\left[u_{\min }, u_{\max }\right]\right\} \\
& \cup\left\{\left(u, \hat{y}_{-}(u)\right) \in \mathbb{R}^{2}: u \in\left[u_{\min }, u_{\max }\right]\right\} \tag{24}
\end{align*}
$$

where

$$
\begin{aligned}
\hat{y}_{+}(u)= & C e^{A_{+}\left(u-u_{\min }\right)} \hat{x}_{+}+C \mathcal{X}_{+}\left(u, u_{\min }\right) \\
& +C \mathcal{Y}_{+}\left(u-u_{\min }\right)-C \mathcal{Z}_{+}\left(u, u_{\min }\right)+D u \\
\hat{y}_{-}(u)= & C e^{A_{-}\left(u-u_{\max }\right)} \hat{x}_{-}+C \mathcal{X}_{-}\left(u, u_{\max }\right) \\
& +C \mathcal{Y}_{-}\left(u-u_{\max }\right)-C \mathcal{Z}_{-}\left(u, u_{\max }\right)+D u
\end{aligned}
$$

and

$$
\begin{aligned}
& \hat{x}_{+} \triangleq \triangleq\left(I-e^{-\sigma A_{-}} e^{\sigma A_{+}}\right)^{-1}\left(e^{-\sigma A_{-}} \mathcal{W}_{+}+\mathcal{W}_{-}\right), \\
& \hat{x}_{-} \triangleq\left(I-e^{\sigma A_{+}} e^{-\sigma A_{-}}\right)^{-1}\left(e^{\sigma A_{+}} \mathcal{W}_{-}+\mathcal{W}_{+}\right), \\
& \mathcal{W}_{+} \triangleq \mathcal{X}_{+}\left(u_{\max }, u_{\min }\right)+\mathcal{Y}_{+}(\beta)-\mathcal{Z}_{+}\left(u_{\max }, u_{\min }\right), \\
& \mathcal{W}_{-} \triangleq \mathcal{X}_{-}\left(u_{\min }, u_{\max }\right)+\mathcal{Y}_{-}(-\beta)-\mathcal{Z}_{-}\left(u_{\min }, u_{\max }\right) \\
& \mathcal{X}_{+}\left(u, u_{0}\right) \triangleq\left(I-A_{+} A_{+}^{\mathrm{D}}\right) \sum_{k=1}^{r_{+}} \frac{u+k u_{0}}{(k+1)!}\left(u-u_{0}\right)^{k} A_{+}^{k-1} B_{+}, \\
& \mathcal{X}_{-}\left(u, u_{0}\right) \triangleq\left(I-A_{-} A_{-}^{\mathrm{D}}\right) \sum_{k=1}^{r_{-}} \frac{u+k u_{0}}{(k+1)!}\left(u-u_{0}\right)^{k} A_{-}^{k-1} B_{-}, \\
& \mathcal{Y}_{+}(u) \triangleq\left(I-A_{+} A_{+}^{\mathrm{D}}\right) \sum_{k=1}^{r_{+}} \frac{1}{k!} u^{k} A_{+}^{k-1} E_{+}, \\
& \mathcal{Y}_{-}(u) \triangleq\left(I-A_{-} A_{-}^{\mathrm{D}}\right) \sum_{k=1}^{r_{-}} \frac{1}{k!} u^{k} A_{-}^{k-1} E_{-}, \\
& \mathcal{Z}_{+}\left(u, u_{0}\right) \triangleq A_{+}^{\mathrm{D}}\left(u I-u_{0} e^{A_{+}\left(u-u_{0}\right)}\right) B_{+}+A_{+}^{2 \mathrm{D}} \times \\
&\left(I-e^{A_{+}\left(u-u_{0}\right)}\right) B_{+}+A_{+}^{\mathrm{D}}\left(I-e^{A_{+}\left(u-u_{0}\right)}\right) E_{+}, \\
& \mathcal{Z}_{-}\left(u, u_{0}\right) \triangleq A_{-}^{\mathrm{D}}\left(u I-u_{0} e^{A_{-}\left(u-u_{0}\right)}\right) B_{-}+A_{-}^{2 \mathrm{D}} \times \\
&\left(I-e^{A_{-}\left(u-u_{0}\right)}\right) B_{-}+A_{-}^{\mathrm{D}}\left(I-e^{A_{-}\left(u-u_{0}\right)}\right) E_{-} .
\end{aligned}
$$

For the following results, $\oint_{\mathcal{H}_{\infty}(u)}$ indicates line integral evaluated along the hysteresis loop $\mathcal{H}_{\infty}(u)$. Furthermore, $\hat{y}_{+}(u)$ and $\hat{y}_{-}(u)$ are given by (25) and (26), respectively.

Proposition 5.1: Consider the rate-independent semilinear Duhem model (21), (22), where $u:[0, \infty) \rightarrow$ [ $u_{\min }, u_{\max }$ ] is continuous, differentiable, and periodic with period $\alpha$ and has exactly one local maximum $u_{\max }$ in $[0, \alpha)$ and exactly one local minimum $u_{\min }$ in $[0, \alpha)$. Furthermore, define $\sigma \triangleq u_{\text {max }}-u_{\text {min }}$ and assume that $\rho\left(e^{\sigma A_{+}} e^{-\sigma A_{-}}\right)<$ 1. Then, the system is counterclockwise if and only if $\oint_{\mathcal{H}_{\infty}(u)} \hat{y}(u) \mathrm{d} u \leq 0$. In particular, when $\mathcal{H}_{\infty}(u)$ is simple, the system is counterclockwise if and only if $\hat{y}_{+}(u) \leq \hat{y}_{-}(u)$ for all $u \in\left[u_{\min }, u_{\max }\right]$.

Proof. Since, $\rho\left(e^{\beta A_{+}} e^{-\beta A_{-}}\right)<1$ and $u:[0, \infty) \rightarrow$ [ $\left.u_{\min }, u_{\max }\right]$ is continuous, differentiable, and periodic with period $\alpha$ and has exactly one local maximum $u_{\max }$ in $[0, \alpha)$ and exactly one local minimum $u_{\text {min }}$ in $[0, \alpha)$, Theorem 5.1 states that the limiting periodic input-output map $\mathcal{H}_{\infty}(u)$ given by (24) exists. Now, note that, for all $t \geq 0$,

$$
\begin{align*}
& \int_{0}^{t}[\dot{y}(s) u(s)-\dot{u}(s) y(s)] \mathrm{d} s  \tag{27}\\
& =u(t) y(t)-u(0) y(0)-2 \int_{0}^{t} \dot{u}(s) y(s) \mathrm{d} s
\end{align*}
$$

The integral on the right hand side of (27) can be written as

$$
\begin{equation*}
\int_{0}^{t} \dot{u}(s) y(s) \mathrm{d} s=\int_{u_{0}}^{u_{t}} \hat{y}(u) \mathrm{d} u=\alpha+\beta \oint_{\mathcal{H}_{\infty}(u)} \hat{y}(u) \mathrm{d} u \tag{28}
\end{equation*}
$$

where $u_{0}=u(0), u_{t}=u(t), \alpha, \beta \in \mathbb{R}, \beta \geq 0$ is the number of complete traversals along $\mathcal{H}_{\infty}(u)$ on $[0, t]$, and $\alpha$ accounts for the transients and incomplete traversals. Hence,
combining (27) and (28),

$$
\begin{align*}
& \int_{0}^{t}[\dot{y}(s) u(s)-\dot{u}(s) y(s)] \mathrm{d} s \\
& \quad=u(t) y(t)-u(0) y(0)-2 \alpha-2 \beta \oint_{\mathcal{H}_{\infty}(u)} \hat{y}(u) \mathrm{d} u . \tag{29}
\end{align*}
$$

Since, $u$ and $y$ are bounded,

$$
\begin{equation*}
\int_{0}^{t}[\dot{y}(s) u(s)-\dot{u}(s) y(s)] \mathrm{d} s=\eta(t)-2 \beta \oint_{\mathcal{H}_{\infty}(u)}^{\hat{y}(u) \mathrm{d} u .} \tag{30}
\end{equation*}
$$

where $\eta(t) \triangleq u(t) y(t)-u(0) y(0)-2 \alpha$ is a scalar.
To prove sufficiency, note that $\beta \rightarrow \infty$ as $t \rightarrow \infty$. Now, if $\oint_{\mathcal{H}_{\infty}(u)} \hat{y}(u) \mathrm{d} u \leq 0$, then $\int_{0}^{t}(\dot{y}(s) u(s)-\dot{u}(s) y(s)) \mathrm{d} s \rightarrow$ $\infty$, that is, the integral on the left hand side of (30) is lower bounded for all $t \geq 0$. Hence, the system is counterclockwise.

To prove necessity, assume that (21), (22) is counterclockwise. That is, there exists $\gamma \in \mathbb{R}$, such that

$$
\begin{equation*}
\int_{0}^{t}[\dot{y}(s) u(s)-\dot{u}(s) y(s)] \mathrm{d} s \geq \gamma \tag{31}
\end{equation*}
$$

Combining (30) and (31) implies that

$$
\begin{equation*}
-2 \beta \oint_{\mathcal{H}_{\infty}(u)} \hat{y}(u) \mathrm{d} u \geq \gamma-\eta(t) \tag{32}
\end{equation*}
$$

Since, $\beta \rightarrow \infty$ as $t \rightarrow \infty$, the inequality (32) holds for all $t \geq 0$ only if $\oint_{\mathcal{H}_{\infty}(u)} \hat{y} \mathrm{~d} u \leq 0$. Now,

$$
\begin{aligned}
\int_{\mathcal{H}_{\infty}(u)} \hat{y}(u) \mathrm{d} u & =\int_{u_{\min }}^{u_{\max }} \hat{y}_{+}(u) \mathrm{d} u+\int_{u_{\max }}^{u_{\min }} \hat{y}_{-}(u) \mathrm{d} u \\
& =\int_{u_{\min }}^{u_{\max }} \hat{y}_{+}(u) \mathrm{d} u-\int_{u_{\min }}^{u_{\max }} \hat{y}_{-}(u) \mathrm{d} u \\
& =\int_{u_{\min }}^{u_{\max }}\left(\hat{y}_{+}(u)-\hat{y}_{-}(u)\right) \mathrm{d} u .
\end{aligned}
$$

If the hysteresis loop $\mathcal{H}_{\infty}(u)$ is simple, then the difference $\hat{y}_{+}(u)-\hat{y}_{-}(u)$ has the same sign for all $u \in\left(u_{\min }, u_{\max }\right)$. Hence, $\oint_{\mathcal{H}_{\infty}(u)} \hat{y}(u) \mathrm{d} u \leq 0$ if and only if $\hat{y}_{+}(u) \leq \hat{y}_{-}(u)$ for all $u \in\left(u_{\text {min }}, u_{\text {max }}\right)$.


Fig. 2. Illustration of $y_{-} \geq y_{+}$for a simple counterclockwise closed curve.

Proposition 5.2: Consider the rate-independent semilinear Duhem model (21), (22), where $u:[0, \infty) \rightarrow$ [ $u_{\text {min }}, u_{\text {max }}$ ] is continuous, differentiable, and periodic with period $\alpha$ and has exactly one local maximum $u_{\max }$ in $[0, \alpha)$ and exactly one local minimum $u_{\text {min }}$ in $[0, \alpha)$. Furthermore,
define $\sigma \triangleq u_{\text {max }}-u_{\text {min }}$ and assume that $\rho\left(e^{\sigma A_{+}} e^{-\sigma A_{-}}\right)<$ 1. If $\hat{y}_{+}(u)$ is concave and $\hat{y}_{-}(u)$ is convex or, equivalently,

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \hat{y}_{+}(u)}{\mathrm{d} u^{2}}>0, \quad \frac{\mathrm{~d}^{2} \hat{y}_{-}(u)}{\mathrm{d} u^{2}}<0 \tag{33}
\end{equation*}
$$

for all $u \in\left(u_{\min }, u_{\max }\right)$, then, $\mathcal{H}_{\infty}(u)$ is simple and the system is counterclockwise.

Proof. Let $u:[0, \infty) \rightarrow\left[u_{\min }, u_{\max }\right]$ be continuous, differentiable, and periodic with period $\alpha$ and have exactly one local maximum $u_{\max }$ in $[0, \alpha)$ and exactly one local minimum $u_{\text {min }}$ in $[0, \alpha)$. Assuming $\rho\left(e^{\sigma A_{+}} e^{-\sigma A_{-}}\right)<1$, where $\sigma \triangleq u_{\text {max }}-u_{\text {min }}$, Theorem 5.1 tells us that the limiting periodic input-output map $\mathcal{H}_{\infty}(u)$ given by (24) exists. To begin with, assume that $\mathcal{H}_{\infty}(u)$ is simple and satisfies (33). As illustrated in Figure 3, define

$$
\begin{aligned}
& y_{1} \triangleq \hat{y}_{+}\left(u_{\min }\right)=\hat{y}_{-}\left(u_{\min }\right) \\
& y_{2} \triangleq \hat{y}_{+}\left(u_{\max }\right)=\hat{y}_{-}\left(u_{\max }\right)
\end{aligned}
$$

Without loss of generality, it can be assumed that,

$$
\begin{equation*}
y_{1} \leq y_{2} \tag{34}
\end{equation*}
$$

Since, $\hat{y}_{+}(u)$ is concave, let $u=u^{*}$ be a local minimizer of $\hat{y}_{+}$. Hence,

$$
\begin{equation*}
\hat{y}_{+}\left(u^{*}\right)<y_{1} \leq y_{2} \tag{35}
\end{equation*}
$$

Now, since $\hat{y}_{-}(u)$ is convex, its minimum value occurs at the end points, that is, either at $u=u_{\min }$ or at $u=u_{\max }$. Hence, using (34), $\min _{u \in\left[u_{\min }, u_{\max }\right]}\left(\hat{y}_{-}(u)\right)=y_{1}$, which implies that,

$$
\begin{equation*}
y_{1}<\hat{y}_{-}\left(u^{*}\right) \tag{36}
\end{equation*}
$$

Combining (35) and (36) yields

$$
\begin{equation*}
\hat{y}_{+}\left(u^{*}\right)<\hat{y}_{-}\left(u^{*}\right) \tag{37}
\end{equation*}
$$

For a simple closed loop, the difference $\hat{y}_{+}-\hat{y}_{-}$does not change sign over the range $u \in\left(u_{\min }, u_{\max }\right)$. Hence, for all $u \in\left(u_{\text {min }}, u_{\text {max }}\right)$,

$$
\begin{equation*}
\hat{y}_{+}(u)-\hat{y}_{-}(u) \leq 0, \tag{38}
\end{equation*}
$$

which implies that the simple closed loop is counterclockwise. If the hysteresis loop $\mathcal{H}_{\infty}(u)$ is not simple, then it can be expressed as the union of a finite collection of simple closed sub-loops. By applying the above analysis to each of the simple closed sub-loops separately, it follows that every loop is counterclockwise. But, this is not possible. Two adjacent interconnected simple closed loops cannot have the same orientation (Figure 4). Therefore, the hysteresis loop $\mathcal{H}_{\infty}(u)$ has to be a simple closed curve and satisfy (38), which, according to Proposition 5.1 is equivalent to the system being counterclockwise.

Remark 5.1: For the semilinear Duhem model (21), (22), the concavity-convexity conditions (33) are equivalent to
$\mathcal{O}_{+}(u)=C A_{+}^{2} \hat{x}(u)+C A_{+} B_{+} u+C B_{+}+C A_{+} E_{+}>0$,
$\mathcal{O}_{-}(u)=C A_{-}^{2} \hat{x}(u)+C A_{-} B_{-} u+C B_{-}+C A_{-} E_{-}<0$.


Fig. 3. Illustration of $y_{-} \geq y_{+}$for a simple closed curve when $y_{-}$is convex and $y_{+}$is concave.


Fig. 4. Illustration of the fact that two adjacent interconnected closed loops cannot both be counterclockwise.

Example 5.1: Consider the semilinear Duhem model

$$
\begin{aligned}
& \dot{x}(t)=\left[\begin{array}{ll}
\dot{u}_{+}(t) & \dot{u}_{-}(t)
\end{array}\right]\left(\left[\begin{array}{c}
-1 \\
1
\end{array}\right] x(t)+\left[\begin{array}{c}
b \\
-b
\end{array}\right] u(t)\right) \\
& y(t)=x(t), \quad x(0)=0, \quad t \geq 0
\end{aligned}
$$

Let $u(t)=\sin t, t \geq 0$. If $b=1$, then it can be seen by solving numerically that $\mathcal{O}_{+}(u)>0$ and $\mathcal{O}_{-}(u)<0$ for all $u \in[-1,1]$. Hence, it follows from Proposition 5.2 that the hysteresis loop is simple and the system is counterclockwise, as shown in Figure 5(a). Alternatively, if $b=-1$, then it can be seen that $\mathcal{O}_{+}(u)<0$ and $\mathcal{O}_{-}(u)>0$ for all $u \in[-1,1]$. As shown in Figure 5(b), the system is not counterclockwise.


Fig. 5. The input-output map of Example 5.1 with (a) $b=1$, the orientation is counterclockwise, (b) $b=-1$, the orientation is clockwise.

## VI. Conclusion

In this paper we related the counterclockwisedness and passivity of a nonlinear input-output system. We then developed a sufficient condition for a rate-independent semilinear Duhem model to be counterclockwise. These results will be useful in studying the behavior of feedback interconnections of hysteretic systems. We also explained how the stability of
a positive position feedback interconnection can be studied using counterclockwise orientation analysis.
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