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Coupling and dynamics of cortical 
and autonomic signals are linked to 
central inhibition during the wake-
sleep transition
Christine Ulke 1,3, Jue Huang1, Justus T. C. Schwabedal 2, Galina Surova1, Roland Mergl1 & 

Tilman Hensch1

Maintaining temporal coordination across physiological systems is crucial at the wake-sleep transition. 
As shown in recent studies, the degree of coordination between brain and autonomic arousal influences 
attention, which highlights a previously unrecognised point of potential failure in the attention system. 
To investigate how cortical and autonomic dynamics are linked to the attentive process we analysed 
electroencephalogram, electrocardiogram and skin conductance data of 39 healthy adults recorded 
during a 2-h resting-state oddball experiment. We related cross-correlations to fluctuation periods of 
cortical and autonomic signals and correlated obtained measures to event-related potentials N1 and 
P2, reflecting excitatory and inhibitory processes. Increasing alignment of cortical and autonomic 
signals and longer periods of vigilance fluctuations corresponded to a larger and earlier P2; no such 
relations were found for N1. We compared two groups, with (I) and without measurable (II) delay in 
cortico-autonomic correlations. Individuals in Group II had more stable vigilance fluctuations, larger and 
earlier P2 and fell asleep more frequently than individuals in Group I. Our results support the hypothesis 
of a link between cortico-autonomic coupling and dynamics and central inhibition. Quantifying this 
link could help refine classification in psychiatric disorders with attention and sleep-related symptoms, 
particularly in ADHD, depression, and insomnia.

One of the main functions of the human brain is the co-regulation of cortical and autonomic arousal in adap-
tation to environmental and homeostatic requirements. In the process of falling asleep, cortical and autonomic 
arousal levels are gradually downregulated1, shielding the brain from irrelevant stimuli and promoting sleep 
onset2,3. Conversely, nocturnal awakenings, due to loud noise for example, are marked by sudden heart rate 
responses and changes in mental and attentional states. �us, temporal coordination of di�erent physiological 
modalities is crucial at state transitions4, but research on how theses subsystems communicate and to what extent 
their interplay in�uences attentional processes is still in an early stage.

While the dynamics of autonomic arousal levels can be tracked by observing the heart rate and skin con-
ductance, levels of brain arousal as well as attentional processes can be observed in electroencephalographic 
recordings (EEG). �e time course of brain arousal is re�ected in spontaneous changes in the EEG, which we can 
automatically classify as 1-s EEG-vigilance stages5–8. Components of event-related potentials (ERP) visible in the 
EEG in response to sensory (e.g., auditory) stimuli re�ect di�erent functional processes. We discuss a negative 
component N1, centered around 100 ms a�er the stimulus onset9 and the following positive component P210. 
Chait et al.11 as well as others12–14 observed enhanced P2 amplitude in response to actively ignored tones during 
a selective attention task. In such paradigms of selective attention or discrimination, P2 re�ects inhibitory pro-
cesses11,13 possibly modulating thresholds of conscious perception by suppressing interference from distracting 
stimuli11,12, thereby facilitating stimuli discrimination15,16 resulting in improved reaction times15. �e compo-
nent N1 is o�en considered a mostly exogenous component (related to stimulus properties), associated with the 
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primary a�erent excitation9,17; however the N1 amplitude was also shown to be modulated by (selective) attention 
to stimuli18–21.

Changes in brain arousal at the wake-sleep transition are reflected in altered responsivity of N1 and P2 
to sensory stimuli22–27. Experiments in animals suggested that ERPs conform to the state of brain arousal via 
thalamo-cortical gating mechanisms modulating the neuronal activity of cortical areas28–30. Cortical activity 
depends on the balance between synaptic excitation and inhibition31,32. While the mechanism underlying the 
orchestration of di�erent physiological modalities at state transitions is not entirely clear, it may depend on a 
waxing and waning of recurrent excitatory and inhibitory activity within cortical networks31,33.

An imbalance of these circuits has been implicated in psychiatric and neurological disorders34–39. Altered 
inhibitory and excitatory processes have been reported in disorders with sleep onset problems, such as depres-
sion and insomnia36,40,41, where symptoms of central hyperarousal42–44 and aberrant sleep-wake patterns45,46 are 
prevalent. EEG-derived measures of cortical activation and arousal regulation47–49 and cortical and autonomic 
co-regulation47 have been identi�ed as possible biomarkers for prediction of antidepressant treatment response. 
A dysregulation of the locus coeruleus-norepinephrine (LC–NE) system—known to mediate cortical/ autonomic 
arousal and to prime neurons to stimuli response50,51—has been suggested52–54. In healthy individuals, a func-
tional link between the LC–NE system and ERP component P3 (known to modulate with attention to a task) 
has been demonstrated55,56. Further, the degree of central-autonomic coupling has been associated with attentive 
behaviour57. �ese studies provide evidence, that the coupling of cortical and autonomic signals may impact 
attentional processes and the elucidation of their dynamics (i.e. signal �uctuations) may have clinical relevance.

In the present study we investigated how coupling of cortical and autonomic signals and their dynamics a�ect 
the attentive process during the wake-sleep transition. We hypothesise that: (H1) cortico-autonomic coupling, 
registered as correlation strength and delay, is linked to �uctuation periods of cortical and autonomic signals; 
(H2) cortico-autonomic coupling and dynamical �uctuations in the vigilance and autonomic state are linked to 
amplitude and latency of ERP components N1 and P2 as indices of auditory processing.

To test our hypotheses, we reanalysed a previously published data set25 in which 2-h EEG, electrocardiogram 
(ECG) derived heart rate (HR) and skin conductance (SCL) data were simultaneously recorded during the rest-
ing state, while tones were presented in an ignored oddball sequence. We computed time-lagged correlations of 
autonomic signals (HR, SCL) with a signal of cortical arousal, assessed by EEG-vigilance stages (V) using the 
Vigilance Algorithm Leipzig (VIGALL 2.1) and related their magnitude and delays to the �uctuation period 
of cortical and autonomic signals. Our analysis led us to distinguish individuals with (Group I) and without 
measurable delay (Group II). We further related this signature of cortico-autonomic coupling and �uctuations to 
stimuli-induced N1 and P2 amplitudes and latencies. Finally, we compared individuals with and without delay in 
cortico-autonomic correlations in regard to estimated �uctuation periods, ERP components N1 and P2, and the 
frequency of falling asleep during the 2-h resting EEG.

Results
Cortico-autonomic coupling: cross-correlations between cortical and autonomic signals. To 
assess the coupling between cortical signal V, and autonomic signals HR and SCL, we computed cross-correla-
tions over a range of ±100 s. We determined the maximal cross-correlation coe�cient for V and HR (CVHR), and 
V and SCL (CVSCL) time series in all subjects (N = 39; mean CVHR = 0.362, range: −0.069 to 0.762; SD = 0.192; 
mean CVSCL = 0.277; range: −0.299 to 0.629, SD = 0.211). We computed Cmax as the mean of CVHR and CVSCL in 
absolute value. Further, we determined the delays at CVHR (mean delay = −1.564 s, SD = 20.483) and CVSCL (mean 
delay = −1.359 s, SD = 26.534). We computed Τmax (Τmax = 8.077 s, SD = 15.408, range: 0–49) as mean delay at 
CVHR and CVSCL, in absolute value. A schematic overview of the recording, examples of V, HR and SCL time series 
and prototypical respective cross-correlations are presented in Fig. 1.

Description of cortical and autonomic arousal fluctuations. In the next step, we analysed how 
cortico-autonomic coupling is related to dynamical �uctuations in cortical and autonomic arousal states. �e 
�uctuations were quanti�ed by the median period between consecutive maxima in the signal. To avoid including 
spurious maxima, we only considered maxima in between which the overall amplitude exceeded a threshold (see 
methods/signal preprocessing and analysing). Furthermore, each signal was low-pass �ltered with a normal-
ised tent function, which focused the analysis on �uctuations within a speci�c time scale. For short tent widths 
(<10 s), the period of maxima re�ected fast �uctuations governed by respiratory sinus arrhythmia in case of HR, 
for example. Broad �lters (>200 s) lead to relatively few maxima within the 2 h recordings, that were governed 
predominantly by arousal reactions evoked by the experimenter (cf. Fig. 2). Within these bounds, a larger period 
indicated a greater temporal stability of vigilance and autonomic states.

Cortico-autonomic coupling strength (Cmax) and fluctuations: correlation analyses. For each 
signal, the nominal value of �uctuation periods strongly depended on the used �lter width, but for V and HR, the 
periods were consistent within a range of 10%. Conversely, the SCL-derived period at the same �lter width was 
multiple times larger due to the intrinsically inert dynamic response of skin conductance. Because of this lack 
of response, we omitted SCL from the analysis of this section. We computed the median �uctuation period for a 
series of di�erent �lter widths between 10 and 200 s for the EEG-vigilance signal V and the autonomic signal HR. 
We correlated the �uctuation periods with the maximal correlation Cmax between cortical and autonomic time 
series.

V-derived periods (mean �uctuation period = 188.679 s, range: 118–261 s, SD = 35.579 s) were positively 
correlated with Cmax showing a correlation of 0.469 (p = 0.003) at a �lter width around 170 s (cf. Fig. 3(a)). 
HR-derived periods (mean �uctuation period = 107.423 s, range: 66–141.5 s, SD = 14.926 s) revealed a marginal 



www.nature.com/scientificreports/

3Scientific RepoRts | 7: 11804  | DOI:10.1038/s41598-017-09513-6

negative correlation with Cmax at a �lter width around 90 s (r = −0.315, p = 0.051; cf. Fig. 3(b)). We used these 
�lter widths in subsequent �uctuation analyses.

Cortico-autonomic coupling delay (Tmax) and fluctuations: correlation analyses. Spearman 
correlation analyses revealed negative associations between V-derived �uctuation periods and Tmax showing a 
correlation of rho = −0.466 (p = 0.003) at a �lter width around 170 s. Concerning Tmax and HR-derived peri-
ods, Spearman correlation analyses revealed a trend at a �lter width around 90 s (rho = 0.294, p = 0.069). Due 
to the high occurrence of individuals with no measurable delay between time series (N = 20), we additionally 
performed group comparisons (cf. section Group characteristics: individuals with and without cortico-autonomic 
coupling delay).

Cortico-autonomic coupling and sensory processing: correlation between Τmax and ERPs.  
Next we investigated the association between cortico-autonomic coupling (Τmax) and the components N1 and P2 
recorded during the oddball task. Due to the known frontocentral dominance of both, N1 and P2, mean ampli-
tudes and latencies were analysed at electrode positions Fz and Cz. Spearman rank correlations coe�cients were 
calculated due to the violation of normality of Τmax. Concerning the correlation between Τmax and components 
N1 and P2, we found no signi�cant correlations with either N1 latencies or N1 amplitudes to both deviant and 
standard stimuli (0.630 ≤ p ≤ 0.930). In contrast, Τmax correlated negatively with P2 amplitudes to standard (Fz: 
rho = −0.495, p = 0.001, Cz: rho = −0.388, p = 0.015) and to deviant stimuli (Fz: rho = −0.605, p = 4.5*10−5, Cz: 
rho = −0.522, p = 6.5*10−4). In regard to the correlation between Τmax and P2 latencies, we found a signi�cant 
correlation for deviant stimuli at Cz (Fz: r = 0.280 p = 0.084, Cz: rho = 0.336, p = 0.037) but not for standard 
stimuli (Fz: p = 0.434; Cz: p = 0.717).

Figure 1. Time course of scored EEG-vigilance, heart rate and skin conductance level, and prototypical cross-
correlations. (a) 2-h time series of scored EEG-vigilance (V, top row), heart rate (HR, middle row) and skin 
conductance level (SCL, bottom row) during an auditory oddball experiment in a single subject. (b,c) Cross-
correlation coe�cients between V-HR (red) and V-SCL (blue) over a range of ±100 s based on normalised 
values in an individual with (b) and without (c) delay between cortico-autonomic signals.
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Correlation between ERPs and V- and HR-derived fluctuation periods. Next, using Pearson’s 
product-moment correlation, we explored the relations between V- and HR-derived �uctuation periods and 
the ERPs (N1, P2). At Fz and Cz electrodes, we correlated the N1- and P2 responses with �uctuation periods 
computed. P2 amplitude to standard (Fz: r = 0.457, p = 0.003; Cz: r = 0.474, p = 0.002) and to deviant stim-
uli (Fz: r = 0.385, p = 0.015; Cz: r = 0.423, p = 0.007) correlated positively with V-derived �uctuation periods 
(cf. Fig. 4(b)). �is �nding indicates that enhanced P2 amplitudes are accompanied by temporal stability of 

Figure 2. Fluctuation period analysis of heart rate (HR) and vigilance (V) signals at di�erent �lter widths. We 
show a typical segment of HR- and V-signals from one recording (thin lines), the �ltered signals (thick lines) 
at indicated nf, and the local extrema (circles) abiding to the threshold condition. �e median period (length 
of red bars) between consecutive local maxima (red circles), which we use as a statistical description of signal 
�uctuations, depends on the �lter width nf and the signal properties. Using narrow �lters (le� panels), �ne-
grained rhythms are described by the �uctuation period, while for increasing �lter width slower rhythms are 
captured. HR (top panels) and V (bottom panels) signals di�er in their smoothness visibly. Even though we 
apply formally the same algorithm to compute the period, the 90 s �lter width leads to a very di�erent period 
estimate, for example.

Figure 3. P-values for correlation between Cmax and estimated �uctuation periods in function of width nf. (a) 
P-values for correlation between Cmax and estimated �uctuation periods of scored EEG-vigilance (V). At a �lter 
width of nf = 200 s, the V-derived �uctuation period exceeded the 300 s bound in four individuals, possibly 
re�ecting the wake-up reaction introduced by the experimenter (subjects who fell asleep were woken up a�er 
300 s to keep the individual in a range of wakeful vigilance throughout the trial). �erefore, the �lter width of 
nf = 170 s was selected; (b) P-values for correlation between Cmax and estimated �uctuation periods of heart rate.
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V-�uctuation periods within a given bound. Concerning P2 latency, inverse correlations were found regarding 
deviant stimuli at Fz (r = −0.350, p = 0.029) and at Cz (r = −0.318, p = 0.049), whereas no correlation could be 
found for standard stimuli (0.627 ≤ p ≤ 0.740).

By contrast, P2 amplitude to standard (Fz: r = −0.413, p = 0.009; Cz: r = −0.303, p = 0.060) and deviant 
stimuli (Fz: r = −0.421, p = 0.008; Cz: r = −0.306, p = 0.058) was negatively correlated with HR-derived �uc-
tuation periods (cf. Fig. 4(d)). �is may indicate that, within a certain bound, a stronger stability of HR-derived 
�uctuation periods relates to smaller P2 amplitudes. Concerning P2 latency, no correlation could be found 
(0.211 ≤ p ≤ 0.939). In regard to N1, no signi�cant correlations were found with V-derived (0.302 ≤ p ≤ 0.998) or 
with HR-derived (0.115 ≤ p ≤ 0.513) �uctuation periods (cf. Fig. 4(a and c)).

Correlation between P2 amplitude and the frequency of falling asleep. To assess the association 
of P2 amplitude with sleep onset behavior, under control of the arousal level, we correlated P2 amplitude─re-
stricted to EEG-vigilance stage A1─with the frequency of falling asleep (mean = 2.97; range: 0 to 8, SD = 2.0). 
EEG-vigilance stage A1 was selected, since it occurred most frequently among all subjects during the 2-h record-
ing. P2 amplitudes to standard (Fz: rho = 0.563, p = 1.9*10−4; Cz: rho = 0.491, p = 0.002) and deviant stimuli (Fz: 
rho = 0.478, p = 0.002; Cz: rho = 0.362, p = 0.043) were positively correlated with the frequency of falling asleep. 
No such relations were found for N1 amplitude (0.209 ≤ p ≤ 0.360).

Group characteristics: individuals with and without cortico-autonomic coupling delay.  
Dependent on Τmax, subjects were partitioned into two groups: Group I (with delay, Τmax ≥ 1 s); Group II (without 
measurable delay, Τmax < 1 s). Group characteristics are presented in Table 1. Group di�erences did not reach sig-
ni�cance level (p < 0.05) concerning demographics, EEG-relevant measures, and autonomic measures (Table 1). 

Figure 4. Correlations between event-related potentials (N1, P2) and median �uctuation period of EEG-
vigilance signal V and heart rate HR. Correlations between (a) N1 amplitude to standard stimuli at Cz and 
V-derived �uctuation periods (�lter width nf = 170 s), (b) P2 amplitude to standard stimuli at Cz and V-derived 
�uctuation periods (nf = 170 s), (c) N1 amplitude to standard stimuli at Cz and HR-derived �uctuation periods 
(nf = 90 s), (d) P2 amplitude to standard stimuli at Fz and HR-derived �uctuation periods (nf = 90 s).
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Groups di�ered signi�cantly regarding the mean vigilance score (t37 = 2.613, p = 0.017, Cohen’s d = 0.86), the 
percentage of switches between main vigilance stages (t30 = 2.541, p = 0.017, Cohen’s d = 0.85), and the frequency 
of falling asleep (t37 = −2.487, p = 0.018, Cohen’s d = 0.82). In addition, V-derived �uctuation periods at nf = 170 s 
were observed to be di�erent between Groups I and II (t37 = −3.255, p = 0.002, Cohen’s d = 1.07), wherein indi-
viduals without delay (Group II) showed longer periods than Group I. HR-derived periods were not di�erent 
between groups.

Group comparison of ERP parameters N1 and P2. There was no significant group difference in 
N1 amplitudes (0.153 ≤ p ≤ 0.445) or latencies (0.435 ≤ p ≤ 0.990) to both standard and deviant stimuli (cf. 
Fig. 5). In contrast, subjects in Group I displayed a smaller P2 amplitude to both standard (Fz: t37 = −3.615, 
p = 0.003, Cohen’s d:1.022; Cz: t30.235 = −3.191, p = 0.003, Cohen’s d: 1.013) and deviant stimuli (Fz: t37 = −3.875, 
p = 4.2*10−4, Cohen’s d:1.245; C: t37 = −3.628, p = 0.001, Cohen’s d: 1.165) compared to subjects in Group II 
(cf. Fig. 5). Concerning P2 latencies, we found signi�cant group di�erences for deviant stimuli (Fz: t37 = 2.224, 
p = 0.032, Cohen’s d: 0.710; Cz: t37 = 2.132, p = 0.040, Cohen’s d: 0.679), wherein subjects in Group I had longer 
latencies than subjects in Group II. No signi�cant group di�erences were found for mean P2 latencies to standard 
stimuli (Fz: p = 0.289; Cz: p = 0.327).

Control analyses for group difference of P2. To control the group di�erences in P2 amplitudes and 
latencies for arousal levels, we calculated and compared P2 amplitudes and latencies in Group I and II restricted 

Measures
Group with delays 
(N = 19)

Group without 
delays (N = 20) p

Demographics

            Sex
f (%) 9 (47.4) 13 (65)

0.267
m (%) 10 (52.6) 7 (35)

      Age (yrs)
mean (SD) 25.1 (4.1) 22.8 (3.5) 0.073

range 18–33 18–31

EEG-relevant measures

   Co�ee consume (ml/day of recording) mean (SD) 121.1 (139.8) 70.0 (137.1) 0.257

     Tee consume (ml/day of recording) mean (SD) 44.7 (94.1) 40.0 (127.3) 0.896

       KSS before recording
mean (SD) 5.8 (1.8) 6.2 (1.5) 0.446

range 3.0–8.0 3.0–8.0

        KSS a�er recording
mean (SD) 4.5 (2.2) 5.1 (2.2) 0.384

range 1.0–8.0 1.0–8.0

Cortical arousal (2-h EEG)

       Mean vigilance score
mean (SD) 5.0 (0.6) 4.4 (0.8) 0.017

range 3.8–6.1 2.6–5.4

     Switches between main stagesa % (SD) 17.4 (9.5) 10.9 (5.9) 0.017

ANS measures

     HR (beats/min)
mean (SD) 62.4 (6.9) 63.6 (6.9) 0.623

range 50.2–76.2 53.7–80.7

    SCL (µSiemens)
mean (SD) 3.5 (4.4) 2.7 (2.8) 0.518

range 0.6–19.6 0.5–12.6

Frequency of falling asleep (2-h EEG)

mean (SD) 2.2 (2.0) 3.7 (1.7) 0.018

range 0–7 1–8

Cortico-autonomic coupling

        CVHR

mean (SD) 0.3 (0.2) 0.5 (0.1) 1.4*10−4

range −0.1–0.5 0.2–0.8

        CVSCL

mean (SD) 0.1 (0.2) 0.4 (0.1) 1.4*10−5

range −0.3–0.4 0.2–0.6

Fluctuation period

   Estimated mean periods (s) for V
mean (SD) 171.7 (25.3) 204.8 (36.9) 0.002

range 133.0–224.0 118.0–261.0

   Estimated mean periods (s) for HR
mean (SD) 111.3 (10.7) 103.7 (17.5) 0.111

range 96.5–136.0 66.0–141.5

Table 1. Characteristics of Group I (with delay, N = 19) and Group II (without delay, N = 20). Groups 
were partitioned dependent on Τmax: Group I (Τmax ≥ 1 s); Group II (Τmax < 1 s). SD = standard deviation; 
KSS = Karolinska Sleepiness Scale; ANS = autonomic nervous system; HR = heart rate; SCL = skin conductance 
level; V = EEG-vigilance; aempirically determined percentage of stage switches between stage 0, A (A1, A2, A3), 
B (B1, B2/3) and C.
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to EEG-vigilance stage A1. EEG-vigilance stage A1 was selected, since it occurred most frequently among all sub-
jects during the 2-h recording. Clear di�erences between Group I and II concerning P2 amplitudes and (partly) 
latencies could be demonstrated. Detailed results are presented in Table 2.

Discussion
Functional states are coordinated across the networked physiological systems of the body to facilitate reliable 
and appropriate responses of organism-wide functions, as well as transitions between physiological states when 
falling asleep, for example. Possibly, some dysfunctions are well-detectable through quantitative changes in the 

Figure 5. Comparisons of ERP grand average between groups. N1 and P2 to standard and deviant stimuli at Fz 
(le�) and Cz (right) are illustrated in grand average waveforms. Amplitudes and latencies of each component 
based on individual peaks are presented in bar charts. Error bars re�ect standard error of the mean. Signi�cant 
results of group comparisons are marked with asterisks.

Location
Group with 
delays (N = 19)

Group without 
delays (N = 20) t (df) p Cohen’s d

amplitude (µV)

Fz

standard N1 −2.27 (1.99) −2.23 (2.27) t(37) = −0.056 0.955 0.019

deviant N1 −5.05 (2.51) −5.05 (2.55) t(37) = 0.148 0.883 0.000

standard P2 3.26 (1.33) 5.18 (2.71) t(27.944) = −2.843 0.008 0.899

deviant P2 4.33 (2.22) 6.99 (2.72) t(23.607) = −2.795 0.010 1.071

Cz

standard N1 −2.41 (1.97) −2.51 (2.18) t(37) = 1.439 0.159 0.048

deviant N1 −4.54 (2.64) −4.69 (2.65) t(37) = 0.177 0.861 0.057

standard P2 3.82 (1.13) 6.00 (3.29) t(37) = 2.981 0.005 0.886

deviant P2 5.30 (2.11) 8.15 (3.20) t(33.053) = −3.290 0.002 1.052

latency (ms)

Fz

standard N1 92.68 (7.48) 89.55 (6.09) t(37) = 1.439 0.159 0.176

deviant N1 94.05 (8.05) 92.90 (8.69) t(37) = 1.182 0.245 0.137

standard P2 186.79 (31.87) 189.50 (20.91) t(30.848) = −0.312 0.757 0.101

Cz

deviant P2 213.58 (27.72) 190.85 (19.37) t(37) = 2.981 0.005 0.951

standard N1 91.74 (7.53) 89.10 (6.38) t(37) = 0.429 0.670 0.378

deviant N1 92.68 (7.02) 92.05 (8.17) t(37) = 0.260 0.797 0.083

standard P2 186.79 (27.04) 187.60 (21.89) t(37) = −0.103 0.918 0.033

deviant P2 207.74 (29.89) 191.95 (17.14) t(28.378) = 2.010 0.054 0.648

Table 2. Mean amplitudes and peak latencies of N1 and P2; Group I (with delay: N = 19) and Group II (without 
delay: N = 20) in EEG-vigilance stages A1. Groups were partitioned dependent on Τmax: Group I (Τmax ≥ 1 s); 
Group II (Τmax < 1 s). µV = microvolt; ms = milliseconds. Standard deviations are presented in parentheses.
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links coordinating di�erent physiological sub-systems. To explore this line of inquiry, we investigated the corre-
lations between cortico-autonomic coupling and dynamical �uctuations, and their relation to indices of auditory 
processing at the wake-sleep transition. In line with Hypothesis 1 (H1), we found correlations between Cmax (the 
maximal cross-correlation of cortical and autonomic signals), Tmax (the individual delay) and V-derived �uctua-
tion periods (p = 0.003) whereas the correlation between either Cmax or Tmax and HR-derived periods just failed 
to reach signi�cance (Cmax: p = 0.051, Tmax: p = 0.069). In line with Hypothesis 2 (H2) we found that increasing 
temporal alignment of cortical and autonomic signals corresponded to a larger and earlier P2. When correlating 
P2 with average periods of V- and HR-derived �uctuations, we observed that longer periods of V-derived �uctua-
tions corresponded to an earlier and larger P2, whereas HR-derived �uctuation periods were negatively correlated 
with P2 amplitudes. �is suggests that both cortico-autonomic coupling and dynamical �uctuations in the vigi-
lance and autonomic state are linked to cortical inhibitory processes. Interestingly, no such relationships could be 
established in regard to N1, suggesting that cortical and autonomic coupling and their associated dynamics are 
not linked to cortical excitatory processes (H2).

States of sleep and mental alertness can be disrupted by sudden changes in arousal. Conversely, a tight coordi-
nation of autonomic and cortical processes should stabilise such physiological states. It is therefore not surprising 
that dynamical coupling has been revealed among autonomic and cortical signals with varying magnitude and 
time delay1,58–61. In the present study, we speci�cally investigated to what degree such cortico-autonomic cou-
pling, registered as correlation strength and delay, a�ects the stability of wake-sleep transitions. We found that a 
larger coupling strength and shorter delay predicts signi�cantly longer average periods of vigilance �uctuations 
on a time-scale of about 190 s. In addition, individuals in Group II with shorter coupling delays exhibited signif-
icantly longer periods of vigilance �uctuations in comparison to individuals in Group I meaning that vigilance 
states were more stable in individuals with shorter coupling delays.

To better understand the physiological mechanism underlying the relationship of coupling and vigilance 
stability, we correlated cortico-autonomic delays with ERP responses. Short delays corresponded with an ear-
lier and more pronounced ERP component P2, but not N1. We considered the possibility that this relationship 
resulted from shi�s in the wake-sleep state which are known to alter ERP responses22,24,25,62. However, even 
when restricting the analysis to EEG-vigilance stage A1, associated with relaxed wakefulness and dominant 
alpha activity at posterior sites, individuals without measurable cortico-autonomic delay had a larger and sub-
stantially earlier P2 than individuals in Group I. In addition, a dominant state-shi� e�ect on ERP responses 
would have likely impacted not only P2 but also N1, known to linearly decrease with descending levels of 
vigilance22,25. Under the assumption that P2 amplitude indicates the strength of cortical inhibitory processes 
when stimuli are ignored11–13, this �nding further substantiates our hypothesis that tighter cortico-autonomic 
coupling correlates with stronger cortical inhibition. Our results also suggest that cortico-autonomic coupling 
at the wake-sleep transition a�ects N1 and P2 independently, supporting the view of P2 as functionally distinct 
entity10. �is is consistent with earlier studies showing that N1 coincides with an early9 and P2 with a later 
attentive10,63 stage of auditory processing.

Taken together, our �ndings hint at the involvement of cortico-thalamic networks in binding cortical arousal 
control. We observed V-derived �uctuation periods in the infra-slow range, about 0.005 Hz across all partici-
pants. Fluctuations in this range have been demonstrated in vitro in nuclei of the dorsal thalamus, posited to be 
driven by non-neuronal astrocyte activity64. While thalamo-cortical projections are predominantly excitatory, the 
thalamo-cortical loop is completed by inhibitory cortico-thalamic projections31,65. Increased period at stronger 
inhibition, as we found in our data, is in line with theoretical investigations that systems coupled through strong 
suppressive synaptic coupling show an increased stability in their dynamics66. Cortico-autonomic coupling could 
therefore be an interesting parameter to investigate in psychiatric conditions in which a derailed central inhibi-
tory system has been implied, such as depression and ADHD37–39 or certain sleep disorders67,68.

In contrast to cortical vigilance, we obtained a negative correlation between HR-derived �uctuation periods 
and P2 (cf. Fig. 4) wherein shorter HR-derived �uctuation periods correlated with larger P2 amplitudes. When 
considering the frequency range, we found �uctuation periods between 66 s and 141.5 s across all individuals, 
relating to frequencies between 0.007 and 0.015 Hz. Signaling in this frequency range has been associated with 
cardiac function and blood �ow69, speci�cally intrinsic myogenic activity of the vessel wall, controlling vasodil-
atation. Mechanisms of endothelial function including nitric oxide and endothelium-derived hyperpolarising 
factor are hypothesised to be involved in the regulation of this frequency range70–72. Interestingly, a recent study of 
simultaneous EEG/fMRI measurements found increased BOLD signal in temporal cortices but decreased BOLD 
signal in thalamic areas in lower stages of vigilance compared to vigilance stage A173. Our �ndings possibly relate 
to the hemo-neural hypothesis74 and may point to a link between endothelial mechanisms of vasodilatation and 
inhibitory processes which remain to be further investigated in future studies.

It is conceivable that the degree of cortico-autonomic coordination a�ects inhibitory functions necessary 
for overt behavior. Breeden et al.57 examined whether the coupling of spontaneous �uctuations in brain and 
autonomic activity predicts individual di�erences in attentive behavior. �ey reported a positive coupling 
between pupil diameter and brain activity in regions of the cingulo-opercular network; individuals with tighter 
central-autonomic coupling were less prone to distractibility. Interestingly, decreased inhibitory control in 
insomnia patients in comparison to healthy controls were reported in a recent study by Cortoos et al.41. �e 
authors found no di�erences in N1 amplitudes between insomnia patients experiencing sleep disruptions 
and good sleepers but instead disinhibition of information processing as evidenced with decreased P2 ampli-
tudes in the insomnia group. In the present study, individuals in Group II, with no measurable delay between 
cortico-autonomic signals, fell asleep more frequently than those in Group I. In addition, larger P2 amplitude 
corresponded to higher frequency of falling asleep; no such relations were found for N1. �ese results suggest 
that inhibitory, more so than excitatory processes have an impact on sleep onset behavior which has been 
pointed out by Saper et al.75.
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In conclusion, our study discloses an interesting link among cortico-autonomic coupling, EEG-vigilance and 
HR dynamics and central inhibition, within the diversity of healthy individuals studied here. Given the previously 
implied inhibitory impairments in psychiatric disorders of ADHD, depression or sleep disorders, our results indi-
cate a possible clinical relevance of cortico-autonomic coupling which should be further investigated as potential 
biomarker in clinical studies.

Methods
Subjects. Healthy volunteers were recruited via local and online advertisements. Subjects without a history of 
psychiatric or neurological disorder or current intake of psychotropic medication were included. Exclusion crite-
ria have been described in detail elsewhere25. �e �nal sample included 39 subjects (22 females, age = 23.90 ± 3.93 
years, age range 18–33 years). �e study was approved by the local ethics committee of the University of Leipzig 
(075-13-11032013). Each subject gave written informed consent prior to the recording. All experiments were 
performed in accordance with relevant guidelines and regulations. All subjects received 20€ or course credits 
(psychology students) for their participation.

EEG, heart rate and skin conductance data acquisition. �e 2-h EEG recording sessions were held 
between 1 and 4 pm. During the EEG-preparation, participants were asked to complete questionnaires including 
a substance consumption scale, and the Karolinska Sleepiness Scale76. EEGs were recorded in a dimmed and 
sound-attenuated booth with a temperature below 25 degrees Celsius. �e EEG was recorded with Ag/AgCl 
electrodes using a QuickAmp ampli�er (Brain Products GmbH, Gilching, Germany) from 31 electrode positions 
(Fp1, Fp2, F3, F4, F7, F8, Fz, FC1, FC2, FC5, FC6, C3, C4, T7, T8, Cz, FT9, FT10, CP5, CP6, TP9, TP10, P3, 
P4, P7, P8, Pz, O1, O2, PO9, PO10) according to the extended international 10–20 system, referenced against 
the common average. Impedance of each electrode was kept below 10kΩ. A bipolar electrode placed lateral of 
the le� and right eye served to monitor horizontal eye movements. Another bipolar electrode was placed above 
and below the right eye to monitor vertical eye movements. To acquire R-R intervals, an ECG was measured 
from two adhesive electrodes placed on both arms and recorded as a bipolar channel of a QuickAmp ampli�er. 
To acquire the skin conductance level (SCL), a 0.5V-potential was applied to the non-dominant hand, and the 
current was recorded from another bipolar channel of the QuickAmp ampli�er (GSR module, Brain Products 
GmbH, Gilching, Germany). �e two electrodes (13mm diameter) were placed at the thenar and hypothenar. All 
data were sampled at a rate of 1000 Hz.

Experimental paradigm. At the beginning of the experiment, the body position was changed from an 
upright to a laid-back position by adjusting the reclining chair. During the 120-min EEG, ECG, and SCL record-
ing, subjects lay comfortably on the lounger with closed eyes while two tones (500 and 1000 Hz) were presented in 
an oddball sequence (interstimulus interval: 900–1400 ms) with stimuli probability of 80% and 20% respectively77, 
stimuli duration of 50 ms, with a rise and fall time of 10 ms and an intensity of 70 dB SPL. Stimuli were presented 
binaurally via insert earphones (E-A-RTONE 3 A, Aearo Company Auditory System, Indianapolis, IN, USA) using 
presentation so�ware (Presentation, Neurobehavioral Systems). Subjects were instructed to ignore the stimuli, to 
relax and explicitly allowed to follow their own natural course of wakefulness decline. In case of the appearance of 
sleep-typical graphoelements (sleep spindles, K-complexes) during the EEG recording, the subjects were woken up 
a�er �ve minutes and asked to answer a simple question. �is process was repeated until the end of the experiment.

EEG-vigilance staging and processing. �e 2-h EEG was analysed using BrainVision Analyzer so�-
ware (Brain Products GmbH, Gilching, Germany). First, the raw EEG was pre-processed according to Standard 
Operating Procedure (SOP; see VIGALL manual, http://research.uni-leipzig.de/vigall/). After that, all 1-s 
artefact-free EEG-segments were classi�ed into seven di�erent EEG-vigilance stages using VIGALL 2.1 (see 
VIGALL manual, available at http://research.uni-leipzig.de/vigall/). �e EEG-vigilance stage-scoring is presented 
in Table 3. Detailed staging and processing of this data has previously been published25.

HR and SCL processing. Segments marked as artefacts in the EEG were marked automatically as artefacts 
in ECG and SCL channels. Only segments without artefacts went into further analysis. In the ECG recording, the 
‘R’ peaks of the QRS complex were marked using an integrated algorithm in the BrainVision Analyzer so�ware. 
�e detection results were visually checked and corrected if necessary. HR was calculated from the mean of R-R 
intervals (60,000/R-R interval in ms) across three consecutive artefact free segments. SCL was computed as mean 
of all data points (100 sampling rate) in each EEG segment.

Signal preprocessing and analysing. In a �rst step, we replaced missing values in the 2-h time series with 
a 1-sec resolution for EEG-vigilance (V), HR and SCL measures. Missing values were replaced due to artefacts by 
respective means (i.e., mean V, mean HR and mean SCL) of each subject for the corresponding time series. �us, 
for each subject, three continuous time series were obtained. EEG-vigilance (V) and autonomic (HR, SCL) time 
series were normalised and cross-correlated over a range of ±100 sample delays (s) by using the function crosscorr 
in Matlab (MATLAB 6.1, �e MathWorks Inc., Natick, MA, 2000). We quanti�ed �uctuations in each signal by 
computing an e�ective period a�er low-pass �ltering. To �lter, we �rst convolved a signal with a normalised tent 
function of length nf. A�er this we determined cycle-wise periods and amplitudes but determining all maxima 
and minima. Amplitude was computed by averaging di�erences between a maximum and the last and following 
minimum. Only those cycles were considered further, which showed amplitudes larger than the median of all 
amplitudes. At last, we computed the average �uctuation period for a signal at �lter width nf as the median of all 
considered periods. All so�ware for this analysis was written in Python by one of the authors, J.T.C.S. (Fluctuation 
period of a signal with a certain �lter width · GitHub).

http://research.uni-leipzig.de/vigall/
http://research.uni-leipzig.de/vigall/
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Auditory event-related potentials N1 and P2. �e EEG data were analysed o�ine and a bandpass �lter 
of 0.5–30 Hz was applied. Epochs of 900ms (100 ms pre- and 800 ms post-stimulus), time locked to the onset 
of each auditory stimulus, were averaged for each subject. Standard stimuli that immediately followed a devi-
ant stimulus were excluded from analysis. Epochs with amplitudes exceeding ±100 µV were rejected. Baseline 
correction was applied for the 100ms pre-stimulus interval. A minimum of 50 epochs for each subject was nec-
essary for averaging. Considering all EEG-vigilance stages, we obtained 3353.4 ± 312.95 and 1103.23 ± 111.78 
(mean ± SD) epochs in response to standard and deviant stimuli, respectively. Considering EEG-vigilance stage 
A1, we obtained 872.54 ± 438.59 and 284.78 ± 146.40 (mean ± SD) epochs in response to standard and deviant 
stimuli, respectively. Subsequently grand averages respective for standard and deviant stimuli were executed at 
Fz and Cz. Individual peaks were detected by Vision Analyzer’s inbuilt peak detection module (semiautomatic 
detection, searched for local maxima) based on search windows derived from visual inspection of grand average 
waveforms. �en, the mean amplitude values within given windows around the identi�ed peaks and the iden-
ti�ed peak latencies by each individual were exported for each component (N1: +/−10ms; P2: +/−20ms) for 
statistical analyses.

Statistical analysis. Before statistical analysis, we checked for homogeneity of variances and normal-
ity. To test H1 and H2, we calculated Pearson and Spearman correlation coe�cients (the latter ones in case of 
non-normal distributions across all subjects). To assess group di�erences concerning age, gender, EEG-relevant 
measures, mean vigilance, EEG-vigilance stage switches, mean HR, mean SCL, frequency of falling asleep, �uc-
tuation periods and amplitudes and latencies of components N1 and P2, we conducted independent t-tests, 
Qui-square tests (gender) and Mann-Whitney U tests (in case of non-normally distributed or ordinal data). 
Testing was carried out at the 0.05 signi�cance level. Power analyses were conducted in G*Power. Given N = 39 
and α = 0.05, power calculations revealed a required true e�ect size of r = 0.432 for correlation analyses or 
d = 0.922 for t-tests, respectively, to be detected with a chance of 80% (1-β). All statistical analyses were con-
ducted in Matlab (MATLAB 6.1, �e MathWorks Inc., Natick, MA, 2000) and SPSS (IBM SPSS Statistics version 
24 (IBM, Armonk, NY, USA))

Data availability statement. The authors declare that they comply with Nature’s policies of data 
availability.
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