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COVARIANT HONDA THEORY

OLEG DEMCHENKO

(Received August 21, 2003, revised December 8, 2004)

Abstract. Honda’s theory gives an explicit description up to strict isomorphism of for-
mal groups over perfect fields of characteristicp �= 0 and over their rings of Witt vectors by
means of attaching a certain matrix, which is called its type, to every formal group. A dual no-
tion of right type connected with the reduction of the formal group is introduced while Honda’s
original type becomes a left type. An analogue of the Dieudonné module is constructed and an
equivalence between the categories of formal groups and right modules satisfying certain con-
ditions, similar to the classical anti-equivalence between the categories of formal groups, and
left modules satisfying certain conditions is established. As an application, the�-isomorphism
classes of the deformations of a formal group over and the action of its automorphism group
on these classes are studied.

0. Introduction. Let k be a perfect field of characteristicp �= 0 andO its ring of
Witt vectors. Honda’s theory [5] gives an explicit description of formal groups overO and
k. It attaches to everyn-dimensional formal groupF a certainn × n-matrix over the non-
commutative twisted power series ringE, which is called a type ofF . If we restrict our
consideration to thep-typical formal groups we will not lose much: every formal group under
consideration is strongly isomorphic to ap-typical group. In the present paper, we attach
to everyp-typical formal group another matrix overE, which we call a ‘right type’, while
Honda’s original type will be a ‘left type’. The left type describes formal groups up to strict
isomorphism and the right type is connected with the reduction of formal groups. In a sense,
these notions are dual.

Fontaine [4] used Honda’s technique to construct an anti-equivalence from the categories
of formal groups overk and that overO to the category of leftE-modules and the category
of the pairs consisting of a leftE-module and itsO-submodule satisfying certain conditions,
respectively. Moreover, the reduction modulop functor between the former categories corre-
sponds to the forgetting of the second component functor between the latter ones. Employing
the notion of right type, we obtain an equivalence from the categories of the formal groups
overk and that overO to the category of rightE-modules and the category of the pairs con-
sisting of a rightE-module and itsO-submodule satisfying certain conditions, respectively. In
this construction, the reduction modulop functor corresponds to the functor of factorization
of the first component by theE-linear envelope of the second component.
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The presence of the two tools, one for the description of the isomorphisms of formal
groups, another for their reductions, makes it easy to deal with problems where both subjects
are involved. As an application, consider the�-isomorphism classes of the deformations over
O of a one-dimensional formal group overk. It is parameterized by the Lubin-Tate polydisk
pO × · · · × pO (cf. [7]). We get an explicit formula for the logarithms of the deformations
whose�-isomorphism class corresponds to the given module. It enables us to get a simpler
proof of the explicit expression for the right action of the automorphism group of the formal
group on its moduli space (cf. [2] or [3]).

1. The bimodule of power series. Let k be a perfect field of characteristicp �= 0.
Denote the ring of Witt vectorsW(k) byO, its fraction field byK and its Frobenius automor-
phism by�. Thenap ≡ a�modp for anya ∈ O. The main object of our consideration will
be a ringE, the non-commutative ring of formal power series with coefficients inO in the
variable� with multiplication rule�a = a��, a ∈ O, and twoE-actions, left and right, on
the additive group of power series

K[[t]]p =
{∑
i≥0

ci t
pi , ci ∈ K

}
.
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REMARK. The left action ofE can be determined on the whole set of power series
K[[t]]0 with no constant term: iff ∈ K[[t]]0, thenu ∗ f = ∑

j ujf
�
j
(tp

j
) (see [5, 2.1]).

The right action also can be extended on the whole setK[[t]]0: if f = ∑
(r,p)=1 crps t

rps , then
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s
, but in this case many important properties fail to

hold.

LEMMA 1. The two actions define a torsion-free bimodule structure on K[[t]]p.

PROOF. If v = vj�j , v′ = v′
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This implies the equalityf · v′v = (f · v′) · v in this particular case. The general case is
obvious. The equalityuu′ ∗ f = u ∗ (u′ ∗ f ) follows in a similar way.

Now letu = uj�j , v = vs�s andf = ci t
pi . We have
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This implies thatu ∗ (f · v) = (u ∗ f ) · v and the general case is obvious. �

In order to deal with formal power series in several variables we introduce the following
notation. IfA is a ring, then we denote the module of column vectors of dimensionn with
components inA by An and the full matrix ring of ordern with entries inA byMn(A). As
usual,In ∈ Mn(A) is the identity matrix.

Let x be the set ofn variablesx1, . . . , xn which sometimes will be treated as the column
vector(x1, . . . , xn)

T. LetK[[x]]p denote the module of formal power series

K[[x]]p =
{∑
i≥0

ci1x
pi

1 + · · · +
∑
i≥0

cinx
pi

n , cis ∈ K
}
.

Let x ′ = (x ′
1, . . . , x

′
m)

T be another set of variables. Iff ∈ K[[x]]l0 andϕ ∈ K[[x ′]]n0
then we definef ◦ ϕ ∈ K[[x ′]]l0 in the following way. If f = (f1(x), . . . , fl(x))

T and
ϕ = (ϕ1(x

′), . . . , ϕn(x ′))T, then

f ◦ ϕ = (f1(ϕ1(x
′), . . . , ϕn(x ′)), . . . , fl(ϕ1(x

′), . . . , ϕn(x ′)))T .
In the present paper we consider two categories of formal groups: formal groups over the
unramified integer ringO and formal groups over its residue fieldk. We denote the reduction
modulop functor between these categories by anoverbar. According to [5, Theorem 7], for
every formal groupΦ over k there is a formal groupF overO such thatΦ = F̄ , i.e. this
functor is surjective.

DEFINITION 1. An n-dimensional formal groupF over O is calledp-typical if its
logarithm belongs toK[[x]]np. A formal groupΦ overk is calledp-typical if there exists a

p-typical formal groupF overO such thatΦ = F̄ .

REMARK. These definitions differ from the conventional definition, but are equivalent
to it in our situation (see [6] for details).

We restrict our consideration top-typical formal groups. Then the reduction functor is
also surjective for categories ofp-typical formal groups overO andk. It is worth noting that
our restriction does not lead to a considerable loss of generality, because any formal group is
strictly isomorphic to ap-typical formal group (see [6, Theorem 15.2.9]). We also formulate
all statements for this particular case while some of them are valid in a more general situation.

We now extend the left action ofE toK[[x]]p and the right action ofE toK[[t]]np. Let

u ∈ E, f ∈ K[[x]]p andf = ∑
f (l)(xl) for f (l) ∈ K[[t]]p, 1 ≤ l ≤ n, thenu ∗ f =∑

u ∗ f (l)(xl); if v ∈ E, f ∈ K[[t]]np andf = (f1, . . . , fn)
T for fj ∈ K[[t]]p, 1 ≤ j ≤ n

we setf · v = (f1 · v, . . . , fn · v)T.
We are ready to define left and right actions

Ms,m(E)×K[[x]]mp 	→ K[[x]]sp, K[[x]]mp ×Mn,r (E) 	→ K[[x ′]]mp ,
wherex is the set ofn variables andx ′ is the set ofr variables. Letu ∈ Ms,m(E), v ∈
Mn,r (E), f ∈ K[[x]]mp andu = {ulj }, v = {vik}, f = (f1, . . . , fm)

T = f (1)(x1) + · · · +
f (n)(xn), whereulj , vik ∈ E andfj ∈ K[[x]]p, f (i) ∈ K[[t]]mp ,1 ≤ j ≤ m,1 ≤ i ≤ n. We
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can also writefj = ∑
fji(xi) andf (i) = (f1i , . . . , fmi )

T for fji ∈ K[[t]]p,1 ≤ i ≤ n,1 ≤
j ≤ m. Let us define

u ∗ f =
( ∑

u1j ∗ fj , . . . ,
∑

usj ∗ fj
)T
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In another notation, letf ∈ K[[x]]mp be written in the formf = ∑
i≥0Cix

pi , where

Ci ∈ Mm,n(K) andxp
i = (x

pi

1 , . . . , x
pi

n )
T. Then foru = ∑

j≥0Uj�j , Uj ∈ Ms,m(O) and

v = ∑
j≥0Vj�j , Vj ∈ Mn,r (O) we have
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REMARK. Let Ẽ be the non-commutative ring of formal power series with coefficients
in K in the variable� with multiplication rule�a = a��. There is a natural group isomor-
phism betweenK[[t]]p andẼ,

∑
cit

pi ↔ ∑
ci�i , which can be extended to an isomorphism

betweenK[[x]]mp andMm,n(Ẽ). Under this isomorphism, the left and right actions defined
above correspond to the left and right matrix multiplications.

PROPOSITION 1. (i) For f ∈ K[[x]]mp the following identities hold.

(u ∗ f ) · v = u ∗ (f · v) for u ∈ Ms,m(E) , v ∈ Mn,r (E) ,

(u′u) ∗ f = u′ ∗ (u ∗ f ) for u′ ∈ Mr,s(E) , u ∈ Ms,m(E) ,

f · (vv′) = (f · v) · v′ for v ∈ Mn,r (E) , v
′ ∈ Mr,s(E) .

In particular, the two actions define anMn(E)-bimodule structure on K[[x]]np.
(ii) If f ∈ K[[x]]np, f ≡ xmod deg 2and u ∈ Mm,n(E) (v ∈ Mn,m(E)), then the

equality u ∗ f = 0 (f · v = 0) implies u = 0 (v = 0).
If u ∈ Mm(E), u ≡ pIm mod deg 1(v ∈ Mn(E), v ≡ pIn mod deg 1) and f ∈ K[[x]]mp ,

then the equality u ∗ f = 0 (f · v = 0) implies f = 0.
(iii) For f ∈ K[[x]]np and u ∈ Mn(E), u ≡ pIn mod deg 1,the equalities u ∗ f = px

and f · u = px are equivalent.



COVARIANT HONDA THEORY 307

(iv) For any ϕ ∈ O[[x]]np, ϕ ≡ xmod deg 2and ψ ∈ O[[x]]mp there exists a unique
w ∈ Mm,n(E) such that ψ = w ∗ ϕ.

For any ϕ ∈ O[[x]]np, ϕ ≡ xmod deg 2and ψ ∈ O[[x ′]]np, where x ′ is a set of m
variables there exists a unique w ∈ Mn,m(E) such that ψ = ϕ · w.

PROOF. Taking into account the correspondence of the actions to the matrix multiplica-
tions, the claims easily follow from the corresponding properties of the matrix multiplication.
　　　　 �

LEMMA 2. (i) For any u ∈ Mn(E) and f ∈ K[[x]]np such that u ≡ pIn mod deg 1,
f ≡ xmod deg 2and u ∗ f ≡ 0 modp there exists a unique v ∈ Mn(E) such that v ≡
pIn mod deg 1and f · v = u ∗ f .

(ii) For any v ∈ Mn(E) and f ∈ K[[x]]np such that v≡pIn mod deg 1, f ≡xmod deg 2
and f · v ≡ 0 modp there exists a unique u ∈ Mn(E) such that u ≡ pIn mod deg 1and
u ∗ f = f · v.

PROOF. We only prove (i). The uniqueness ofv is obvious, and now we show its exis-
tence. Letu ∗ f = pϕ whereϕ ∈ O[[x]]np, ϕ ≡ xmod deg 2. Then Proposition 1(iv) implies
that there existsv ∈ Mn(E) such thatϕ ·v = u∗ϕ. Therefore,u∗(f ·v) = pϕ ·v = pu∗ϕ =
u ∗ (u ∗ f ), which givesf · v = u ∗ f as required. The conditionv ≡ pIn mod deg 1 holds
automatically. �

DEFINITION 2. Let f ∈ K[[x]]np andf ≡ xmod deg 2. If there exists an element
u ∈ Mn(E) such thatu ≡ pIn mod deg 1 andu ∗ f ≡ 0 modp, thenu is calleda left type of
f . Similarly, we call an elementv ∈ Mn(E) such thatv ≡ pIn mod deg 1 andf ·v ≡ 0 modp
a right type of f .

Lemma 2 implies that the subsets of elements ofK[[x]]np which have a left type and a
right type coincide. We will denote this set byHn. So we have

Hn = {f ∈ K[[x]]np ; f ≡ xmod deg 2 andu ∗ f ≡ 0 modp

for someu ∈ Mn(E), u ≡ pIn mod deg 1}
= {f ∈ K[[x]]np ; f ≡ xmod deg 2 andf · v ≡ 0 modp

for some v ∈ Mn(E) , v ≡ pIn mod deg 1} .
DEFINITION 3. An elementu ∈ Mn(E), u ≡ pIn mod deg 1 such thatu∗f = f ·u =

px is calleda canonical type of f . Obviously, it is both a left and right type off .

LEMMA 3. For any f ∈ Hn there exists a unique canonical type.

PROOF. If u′ ∗ f = pϕ for some left typeu′ ∈ Mn(E) thenϕ = w ∗ x for some
w ∈ Mn(E),w ≡ In mod deg 1. We setu = w−1u′ and Proposition 1(iii) proves the required
property. The uniqueness ofu is obvious. �

LEMMA 4. (i) Let u ∈ Mn(E), u ≡ pIn mod deg 1and f ∈ K[[x]]np, f ≡
xmod deg 2. Let u ∗ f ≡ 0 modp. Then u′ ∗ f ≡ 0 modp for u′ ∈ Mm,n(E) if and only if
u′ = wu for some w ∈ Mm,n(E).
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(ii) Let v ∈ Mn(E), v ≡ pIn mod deg 1and f ∈ K[[x]]np, f ≡ xmod deg 2. Let
f · v ≡ 0 modp. Then f · v′ ≡ 0 modp for v′ ∈ Mn(E) if and only if v′ = vw for some
w ∈ Mn,m(E).

PROOF. We only prove (ii) as (i) has a similar proof and follows directly from [5, Propo-
sition 2.6]. If v′ = vw, thenf · v′ = f · vw ≡ 0 modp. If f · v′ ≡ 0 modp, then by
Proposition 1(iv) we can findw ∈ Mn,m(E) such that(1/p)f · v′ = ((1/p)f · v) · w. This
impliesf · v′ = f · vw, which givesv′ = vw as required. �

LEMMA 5. (i) Let u ∈ Mn(E), u ≡ pIn mod deg 1and f ∈ K[[x]]np, f ≡
xmod deg 2. Let u ∗ f ≡ 0 modp. Then u ∗ g ≡ 0 modp for g ∈ K[[x ′]]np, where x ′ is
the set of m variables, if and only if g = f ·w for some w ∈ Mn,m(E).

(ii) Let v ∈ Mn(E), v ≡ pIn mod deg 1and f ∈ K[[x]]np, f ≡ xmod deg 2. Let
f · v ≡ 0 modp. Then g · v ≡ 0 modp for g ∈ K[[x]]mp if and only if g = w ∗ f for some
w ∈ Mm,n(E).

PROOF. As usual we only prove (i). Ifg = f · w, thenu ∗ g = u ∗ f · w ≡ 0 modp.
If u ∗ g ≡ 0 modp, then Proposition 1(iv) implies that there existsw ∈ Mn,m(E) such that
(1/p)u ∗ g = ((1/p)u ∗ f ) ·w. This givesu ∗ g = u ∗ (f ·w), i.e.,g = f ·w. �

PROPOSITION 2. Let f ∈ Hn be of left type u and right type v. Then v = αuβ for
some α, β ∈ Mn(E) such that α ≡ β ≡ In mod deg 1.

PROOF. Let u′ be the canonical type off . Then, by Lemma 4,u′ = αu andv = u′β
for someα ≡ β ≡ In mod deg 1. This givesv = αuβ. �

The following two lemmas of Honda, proven by direct computation, are our main tool
for further investigation.

LEMMA 6 ([5, Lemma 2.3]). Let x ′ be a finite set of variables. If f ∈ Hn, ϕ ∈
O[[x ′]]n0 and w ∈ Mm,n(E) then w ∗ (f ◦ ϕ) ≡ (w ∗ f ) ◦ ϕmodp.

LEMMA 7 ([5, Lemma 4.2]). Let x ′ be a finite set of variables. If f ∈ Hn, ϕ ∈
O[[x ′]]n0 and ψ ∈ K[[x ′]]n0 then f ◦ ϕ ≡ f ◦ ψ modp if and only if ϕ ≡ ψ modp.

2. Modules associated with formal groups. The following proposition states that
the set of the logarithms ofp-typical formal groups overO and the setHn coincide and gives
the condition when such formal groups are strictly isomorphic.

PROPOSITION 3 ([5, Theorems 2 and 4]). (i)If f ∈ Hn, thenF(x, y) = f−1(f (x)+
f (y)) is a p-typical formal group over O.

(ii) If F is a p-typical formal group over O and f ∈ K[[x]]p is its logarithm, then
f ∈ Hn.

(iii) f, g ∈ Hn are of the same left type if and only if the formal groups F(x, y) =
f−1(f (x)+ f (y)) andG(x, y) = g−1(g(x)+ g(y)) are strictly isomorphic.
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Let f = (f1, . . . , fn)
T = f (1)(x1)+ · · · + f (n)(xn) ∈ Hn andF(x, y) = f−1(f (x)+

f (y)) be the correspondingn-dimensional formal group overO. Define a subgroup of the
additive groupK[[x]]p

Df = {g ∈ K[[x]]p ; g ◦ F(x, y) ≡ g(x)+ g(y)modp}
and a subgroup of the additive groupK[[t]]np

Zf = {g ∈ K[[t]]np ; g = f ◦ ϕ for someϕ ∈ O[[t]]n0}.
REMARK. Df andZf arep-typical analogues for ‘the module of quasilogarithms’ (see

[4]) and the ‘invariant Cartier-Dieudonné module’ (see [1, 5.2]), respectively.

Using theE-module structure onK[[x]]p andK[[t]]np we can give an explicit description
of Zf andDf .

PROPOSITION 4. (i) Zf = {∑f (j) · wj ; w1, . . . , wn ∈ E}.
(ii) If u = {uls} is a left type of f , then Zf = {(g1, . . . , gn)T ∈ K[[t]]np ; ∑

uls ∗ gs ≡
0 modp for any 1 ≤ l ≤ n}.

PROOF. (ii) If ϕ ∈ O[[t]]n0 andg = f ◦ ϕ then
∑
uls ∗ gs = ∑

uls ∗ (fs ◦ ϕ) ≡∑
(uls ∗ fs) ◦ ϕ ≡ 0 modp for any 1≤ l ≤ n by Lemma 6.

If
∑
uls ∗ gs ≡ 0 modp, then we construct a sequencegi = (g1i , . . . , gni)T ∈ K[[t]]n0

such that: (1)g0 = g; (2) gi+1 = gi−f ◦ϕi for someϕi ∈ O[[t]]n0; (3)
∑
uls ∗gsi ≡ 0 modp

for any 1 ≤ l ≤ n; (4) gi ≡ 0 mod degi. This implies thatϕi ≡ 0 mod degi, which allows
us to setϕ = ϕ0 +F ϕ1 +F · · · , where+F is a formal addition given by the formal group
F(x, y) = f−1(f (x)+ f (y)). For suchϕ we haveg = f ◦ ϕ as required.

If gi is defined, then
∑
uls ∗ gsi = pϕli for someϕi = (ϕ1i, . . . , ϕni)

T ∈ O[[t]]n0 and
we putgi+1 = gi − f ◦ ϕi , which gives∑

uls ∗ gsi+1 =
∑

uls ∗ (gsi − fs ◦ ϕi) ≡
∑

uls ∗ gsi −
∑

(uls ∗ fs) ◦ ϕi ≡ 0 modp

for any 1 ≤ l ≤ n by Lemma 6. Ifgsi ≡ csx
i mod degi + 1 for any 1 ≤ s ≤ n, then

ϕsi ≡ csx
i mod degi + 1 andgsi+1 = gsi − fs ◦ ϕi ≡ csx

i − csx
i = 0 mod degi + 1.

(i) For ĝ = g(x1) + · · · + g(xn) ∈ K[[x]]np the conditionsg = ∑
f (j) · wj for

somew1, . . . , wn ∈ E andĝ = f · w for somew ∈ Mn(E) are equivalent. The conditions∑
uls ∗ gs ≡ 0 modp for any 1≤ l ≤ n andu · ĝ ≡ 0 modp are also equivalent. It remains

to apply Lemma 5. �

PROPOSITION 5. (i) Df = {∑wj ∗ fj ; w1, . . . , wn ∈ E}.
(ii) If v = {vls} is a right type of f , thenDf = {g(1)(x1)+ · · · + g(n)(xn) ∈ K[[x]]p ;∑

g(l) · vls ≡ 0 modp for any 1 ≤ s ≤ n}.
PROOF. (i) If g = ∑

wj ∗ fj for somewj ∈ E,1 ≤ j ≤ n then

g ◦ F(x, y) =
∑

(wj ∗ fj ) ◦ F(x, y) ≡
∑

wj ∗ (fj ◦ F(x, y))
=

∑
wj ∗ (fj (x)+ fj (y)) = g(x)+ g(y)modp
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by Lemma 6.
To prove the opposite inclusion we construct a sequencegi ∈ K[[x]]p such that: (1)g0 =

g; (2) gi+1 = gi −∑n
j=1 cij�i ∗fj for somecij ∈ O; (3) gi ◦F(x, y) ≡ gi (x)+gi(y)modp;

(4) gi ≡ 0 mod degpi . This implies thatg = ∑
wj ∗ fj for wj = ∑

cij�i .
If gi is defined, thengi ≡ ∑n

j=1 cij x
pi

j mod degpi+1 for somecij ∈ K. The congruence

gi ◦F(x, y) ≡ gi (x)+gi(y)modp implies thatcij (xj+yj )pi ≡ cij x
pi

j +cij yp
i

j modp, which
givescij ∈ O.

Now gi+1 = gi − ∑n
j=1 cij�i ∗ fj ≡ 0 mod degpi + 1 whencegi+1 ≡ 0 mod degpi+1.

Finally

gi+1 ◦ F(x, y) =
(
gi −

∑
cij�i ∗ fj

)
◦ F(x, y)

≡ gi (x)+ gi (y)−
∑

cij�i ∗ (fj ◦ F(x, y))
= gi (x)+ gi (y)−

∑
cij�i ∗ (fj (x)+ fj (y))

= gi+1(x)+ gi+1(y)modp .

(ii) For g̃ = (g, . . . , g)T ∈ K[[x]]np, the conditionsg = ∑
wj ∗ fj for somew1, . . . ,

wn ∈ E and g̃ = w ∗ f for somew ∈ Mn(E) are equivalent. On the other hand, the
conditions

∑
g(l) · vls ≡ 0 modp for any 1 ≤ s ≤ n and g̃ · v ≡ 0 modp are equivalent.

Lemma 5 completes the proof. �

Propositions 4 and 5 imply thatDf is a leftE-submodule ofK[[x]]p andZf is a right
E-submodule ofK[[t]]np.

Given two left types, Honda described homomorphisms between formal groups with
logarithms of these types.

PROPOSITION 6 ([5, Theorem 3]). Let f ∈ Hn, g ∈ Hm be of left type u and u′,
respectively. Then [a]F,G := g−1 ◦ (af ) ∈ HomO(F,G) for a ∈ Mm,n(O), if and only if
u′a = wu for some w ∈ Mm,n(E).

Now we can prove that for the logarithmf of F , the moduleZf is connected with the
strong isomorphism class ofF andDf with the reduction ofF .

PROPOSITION 7. Let f, g ∈ Hn be of left type u and u′, respectively. Then the follow-
ing properties are equivalent.

(i) u′ = wu for some w ∈ Mn(E).
(ii) Zf = Zg .
(iii) Zf ⊆ Zg .
(iv) The formal groupsF(x, y) = f−1(f (x)+f (y)) andG(x, y) = g−1(g(x)+g(y))

are strongly isomorphic.

PROOF. Let f = f (1)(x1)+ · · · + f (n)(xn). ThenZf ⊆ Zg ⇔ f (l)(xl) ∈ Zg for any
1 ≤ l ≤ n ⇔ u′ ∗f ≡ 0 modp (Proposition 4)⇔ u′ = wu for somew ∈ Mn(E) (Lemma 4).
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This implies the equivalence of properties (i) and (iii). As property (i) is symmetric, it is also
equivalent to (ii). Proposition 3(ii) proves the equivalence of (iv) with the other properties.�

PROPOSITION 8. Let f, g ∈ Hn be of right type v and v′, respectively, and let
F(x, y) = f−1(f (x)+f (y)) andG(x, y) = g−1(g(x)+ g(y)) be the corresponding formal
groups. Then the following properties are equivalent.

(i) v′ = vw for some w ∈ Mn(E).
(ii) Df = Dg .
(iii) Df ⊆ Dg .
(iv) F̄ = Ḡ.

PROOF. The proof of the equivalence of (i), (ii) and (iii) is analogous to that in Propo-
sition 7. Furthermore,g ◦ F(x, y) ≡ g(x) + g(y) = g ◦ Gmodp ⇔ F ≡ Gmodp by
Lemma 7, which proves the equivalence of (ii) and (iv). �

3. Formal groups over finite fields. The following proposition explicitly describes
homomorphisms between̄F andḠ.

PROPOSITION 9 ([5, Theorems 5 and 6]).Let w ∈ Mm,n(E) and f ∈ Hn, g ∈ Hm

be of left type u and u′, respectively. Then we have the following.
(i) ϕw := g−1 ◦ (w ∗ f ) has integral coefficients if and only if u′w = zu for some

z ∈ Mm,n(E).
(ii) ϕ̄w is a homomorphism from F̄ to Ḡ if ϕw has integral coefficients.
(iii) Any homomorphism from F̄ to Ḡ is of the form described in (ii) .
(iv) Let w′ ∈ Ml,m(E) and h ∈ Hl . If ϕw and ϕw′ = h−1 ◦ (w′ ∗ g) have integral

coefficients, then ϕw′w = h−1 ◦ (w′w ∗f ) also has integral coefficients and ϕ̄w′ ◦ ϕ̄w = ϕ̄w′w.

We prove the theorem which can be considered as dual to Proposition 9.

THEOREM 1. Let z ∈ Mm,n(E) and f, g ∈ Hn be of right type v and v′, respectively;
let F(x, y) = f−1(f (x) + f (y)) and G(x, y) = g−1(g(x) + g(y)) be the corresponding
formal groups. Then we have the following.

(i) ψz := g−1 ◦ (g · z) has integral coefficients.
(ii) ψ̄z is a homomorphism from F̄ to Ḡ if and only if zv = v′w for some w ∈

Mm,n(E).
(iii) Any homomorphism from F̄ to Ḡ is of the form described in (ii) .
(iv) Let z′ ∈ Ml,m(E), h ∈ Hl and H(x, y) = h−1(h(x) + h(y)) be the correspond-

ing formal groups. If ψz′ = h−1 ◦ (h · z′) and ψ̄z′ is a homomorphism from Ḡ to H̄ , then
ψ̄z′ ◦ ψ̄z = ψ̄z′z, where ψz′z = h−1 ◦ (h · z′z).

PROOF. (i) Let u′ be a left type ofg. Thenu′ ∗ (g · z) = (u′ ∗ g) · z ≡ 0 modp,
which implies by Proposition 4 that forg ·z = ∑n

l=1(g ·z)(l)(xl), (g ·z)(l) ∈ K[[t]]mp we have

(g · z)(l) ∈ Zg , i.e.,ψ(l)z = g−1 ◦ (g · z)(l) has integral coefficients for any 1≤ l ≤ n.
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(ii) If zv = v′w for somew ∈ Mm,n(E), then(g · z) · v = (g · v′) · w ≡ 0 modp,
i.e., g · z = w′ ∗ f for somew′ ∈ Mm,n(E) by Lemma 5. Then Proposition 9 implies that
ψ̄z = ϕ̄w′ is a homomorphism from̄F to Ḡ.

Conversely, ifψ̄z is a homomorphism fromF̄ to Ḡ, then ψ̄z = ϕ̄w′ for somew′ ∈
Mm,n(E) by Proposition 9. This means thatg−1 ◦ (g · z) ≡ g−1 ◦ (w′ ∗ f )modp, which is
equivalent tog · z ≡ w′ ∗ f modp by Lemma 7. Hence,g · zv ≡ w′ ∗ f · v ≡ 0 modp, which
giveszv = v′w for somew ∈ Mm,n(E) by Lemma 4.

(iii) By Proposition 9 any homomorphism from̄F to Ḡ is of the formϕ̄w for some
w ∈ Mm,n(E) such thatu′w = ru, whereu, u′ are left types off, g, respectively, and
r ∈ Mm,n(E). We haveu′ ∗ (w ∗ f ) = r ∗ (u ∗ f ) ≡ 0 modp ⇒ w ∗ f = g · z for some
z ∈ Mm,n(E) by Lemma 5. Thus,g · zv = w ∗ f · v ≡ 0 modp, i.e.,zv = v′w for some
w ∈ Mm,n(E) by Lemma 4.

(iv) As ψ̄z′ is a homomorphism from̄G to H̄ , we know from (ii) thath · z′ = w ∗ g for
somew ∈ Ml,m(E). Then(h ·z′)◦ψz = (w∗g)◦ψz ≡ w∗(g ◦ψz) = w∗g ·z = h ·z′zmodp
by Lemma 6. Henceψz′ ◦ψz = h−1◦ ((h ·z′)◦ψz) ≡ h−1 ◦ (h ·z′z) = ψz′z modp by Lemma
7. �

DEFINITION 4. Let u ∈ Mn(E), u ≡ pIn mod deg 1 andu′ ∈ Mm(E), u
′ ≡

pIm mod deg 1. We say thatu′ is weakly associated with u, if there arew, z ∈ Mm,n(E)

such thatu′w = zu andw �= tu for any t ∈ Mm,n(E) (or, equivalently,z �= u′s for
any s ∈ Mm,n(E)). We say thatu andu′ areassociated if m = n and there are invertible
w, z ∈ Mn(E) such thatu′w = zu.

One can see easily that the submodulepO[[x]]p is contained inDf and the submodule
pO[[t]]np is contained inZf . Consider the factor modules

D̄f = Df /pO[[x]]p , Z̄f = Zf /pO[[t]]np .
If f is of left typeu = {uij } and of right typev = {vij }, then by Propositions 4 and 5 we have
the followingE-module isomorphisms. Denoteui = (ui1, . . . , uin), vj = (v1j , . . . , vnj ) ∈
E × · · · × E for 1 ≤ 1, j ≤ n. Then

D̄f ∼= E × · · · × E/(Eu1 + · · · + Eun) , Z̄f ∼= E × · · · × E/(v1E + · · · + vnE) .

REMARK. D̄f is isomorphic to the classical Dieudonné-Honda module (see [4]).

THEOREM 2. Let f ∈ Hn, g ∈ Hm and F(x, y) = f−1(f (x) + f (y)),G(x, y) =
g−1(g(x)+g(y)) be the corresponding formal groups. Let u, u′ be left types and v, v′ be right
types of f and g, respectively. Then there are the following canonical group isomorphisms

Hom(F̄ , Ḡ) ∼= {w ∈ Mm,n(E) ; u′w = zu, z ∈ Mm,n(E)}/Mm,n(E)u ∼= Hom(D̄g , D̄f )

Hom(F̄ , Ḡ) ∼= {z ∈ Mm,n(E) ; zv = v′w,w ∈ Mm,n(E)}/v′Mm,n(E) ∼= Hom(Z̄f , Z̄g )

and ring isomorphisms

End(F̄ ) ∼= {w ∈ Mn(E) ; uw = zu, z ∈ Mn(E)}/Mn(E)u ∼= End(D̄f )

End(F̄ ) ∼= {z ∈ Mn(E) ; zv = vw,w ∈ Mn(E)}/vMn(E) ∼= End(Z̄f ).
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PROOF. We construct the chain of canonical isomorphisms

Hom(F̄ , Ḡ) → {z ∈ Mm,n(E) ; zv = v′w}/v′Mm,n(E) → Hom(Z̄f , Z̄g) .

According to Theorem 1, the mappingz 	→ ψ̄z, whereψz = g−1 ◦ (g · z), provides an
epimorphism from the group{z ∈ Mm,n(E) ; zv = v′w} to Hom(F̄ , Ḡ). We haveψ̄z = 0 ⇔
g−1 ◦ (g · z) ≡ 0 modp ⇔ g · z ≡ 0 modp (Lemma 7)⇔ z ∈ v′Mm,n(E) (Lemma 4). This
gives the first isomorphism.

SinceZ̄f ∼= E × · · · × E/(v1E + · · · + vnE) for vj = (v1j , . . . , vnj ),1 ≤ j ≤ n and
v = {vij }, the second isomorphism is obvious:z 	→ ‘homomorphism takingf (l),1 ≤ l ≤ n

to g(1) · z1l + · · · + g(m) · zml ’, wheref = f (1)(x1) + · · · + f (n)(xn), g = g(1)(x1) + · · ·
+g(m)(xm) andf (l) ∈ K[[t]]np, g(i) ∈ K[[t]]mp .

The claims concerning left types and modulesD̄f are well-known and have similar
proofs. �

COROLLARY 1. Let f ∈ Hn, g ∈ Hm. Let u, u′ be left types and let v, v′ be right
types of f and g, respectively. Then the following properties are equivalent:

(i) u′ is weakly associated with u.
(ii) v′ is weakly associated with v.
(iii) There exists a non-zero homomorphism from F̄ to Ḡ,whereF(x, y) = f−1(f (x) +

f (y)) andG(x, y) = g−1(g(x)+ g(y)).
(iv) There exists a non-zero E-module homomorphism from Z̄f to Z̄g .
(v) There exists a non-zero E-module homomorphism from D̄g to D̄f .

COROLLARY 2. Let f, g ∈ Hn. Let u, u′ be left types and let v, v′ be right types of f
and g, respectively. Then the following properties are equivalent:

(i) u and u′ are associated.
(ii) v and v′ are associated.
(iii) F̄ and Ḡ are isomorphic, where F(x, y) = f−1(f (x) + f (y)) and G(x, y) =

g−1(g(x)+ g(y)).
(iv) The right E-modules Z̄f and Z̄g are isomorphic.
(v) The left E-modules D̄f and D̄g are isomorphic.

4. Classification results.

LEMMA 8. Let E be an integral domain satisfying both left and right Ore conditions.
Then any linear system of n− 1 equations in n variables with coefficients in E




a11x1 + a12x2 + · · · + a1nxn = 0

a21x1 + a22x2 + · · · + a2nxn = 0
...

an−11x1 + an−12x2 + · · · + an−1nxn = 0

has a non-zero solution in E .
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PROOF. We proceed by induction onn; the casen = 2 follows from the right Ore
condition. If a11 = · · · = an−11 = 0, we can assume thatx1 = 1, x2 = · · · = xn = 0.
Let a11 �= 0. Then by the left Ore condition there existλi, µi ∈ E , 2 ≤ i ≤ n such that
λia11 = µiai1 andµi �= 0. This gives the system


(λ2a12 − µ2a22)x2 + · · · + (λ2a1n − µ2a2n)xn = 0

...

(λn−1a12 − µn−1an−12)x2 + · · · + (λn−1a1n − µn−1an−1n)xn = 0

which has a non-zero solutionx2 = ξ2, . . . , xn = ξn by the induction assumption. The right
Ore condition implies that there areξ1, b ∈ E , b �= 0 such thata11ξ1+(a12ξ2+· · ·+a1nξn)b =
0. Check thatx1 = ξ1, x2 = ξ2b, . . . , xn = ξnb give a non-zero solution of the initial system.
For 2≤ i ≤ n− 1

µi(ai1ξ1 + (ai2ξ2 + · · · + ainξn)b) = λi(a11ξ1 + (a12ξ2 + · · · + a1nξn)b) = 0 ,

whenceai1ξ1 + ai2ξ2b + · · · + ainξnb = 0 as required. �

PROPOSITION 10. For u ∈ Mn(E) the following conditions are equivalent.
(i) There exist w ∈ Mn(E) and an integer h such that wu ≡ �hIn modp.
(ii) There exist w ∈ Mn(E) and an integer h such that uw ≡ �hIn modp.
(iii) pIn is not weakly associated with u, i.e., if su ≡ 0 modp for s ∈ Mn(E), then

s ≡ 0 modp.
(iv) u is not weakly associated with pIn, i.e., if us ≡ 0 modp for s ∈ Mn(E), then

s ≡ 0 modp.

PROOF. Let E be the non-commutative ring of formal power series with coefficients in
k in the variable� with multiplication rule�α = αp�, α ∈ k. The reduction mapping from
Mn(E) to Mn(E) is denoted by overline. Notice that the ringE satisfies both left and right
Ore conditions.

(ii) ⇒ (iii) Let w ∈ Mn(E) be such that̄uw̄ = �hIn in Mn(E). If s̄ū = 0 then
s̄�h = s̄ūw̄ = 0, which impliess̄ = 0.

(iv) ⇒ (ii) By Lemma 8, for any 1≤ i ≤ n there exists a non-zero column vector
σi ∈ En such that̄uσi is a column vector with all components except theith one equal to zero.
Theith component is non-zero since otherwise the non-zero matrixσ ∈ Mn(E) with columns
all equal toσi satisfiesūσ = 0. Letω ∈ Mn(E) be such that itsith column isσi , 1 ≤ i ≤ n.
Thenūω is a diagonal matrix with no zero entries on the main diagonal and we can assume
ūω = �hIn.

Implications (i)⇒ (vi) and (iii) ⇒ (i) have similar proofs, so we are done. �

REMARK. Corollary 1 implies that the above conditions are also equivalent to the fol-
lowing conditions:

(i) Hom(F̄ , Fa) = {0};
(ii) Hom(Fa, F̄ ) = {0};
(iii) Hom(Z̄f , En/pEn) = {0};
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(iv) Hom(En/pEn, Z̄f ) = {0};
whereF is the formal group with the logarithmf of canonical typeu andFa is the additive
formal group.

DEFINITION 5. We say thatu ∈ Mn(E) is of finite height if u satisfies one of the
equivalent conditions listed above. A formal group overO is of finite height if its logarithm
f has the canonical type of finite height. A formal group overk is of finite height if it is equal
to the reduction of a formal group overO of finite height.

REMARK. (1) If f is the logarithm of a formal group overO of finite height, then
Lemma 4 implies that any left or right type off is also of finite height.

(2) Any lifting of a formal group overk of finite height is of finite height by Proposi-
tion 8.

Provide the ringE with �-adic topology. LetZ̄ be the category of right topological
E-modulesZ̄ such that:

(a) the action of� on Z̄ is injective;
(b) Z̄p ⊆ Z̄�;
(c) Z̄/Z̄� is a finite dimensional vector space overk;

and the morphisms of̄Z are theE-linear mappings.
Let Z̄o be the full subcategory of̄Z of objectsZ̄ such thatZ̄ is a freeO-module of finite

rank.

THEOREM 3. The correspondence F̄ 	→ Z̄f , where f is the logarithm of F , estab-
lishes an equivalence between the category of p-typical formal groups over k and the category
Z̄; in particular, the subcategory of p-typical formal groups over k of finite height is equiva-
lent to the subcategory Z̄o.

PROOF. It is easy to see that̄Zf ∈ Z̄. Theorem 1(iv) and Theorem 2 prove that the
correspondencēF 	→ Z̄f is functorial and fully faithful. It remains to check that for every
objectZ̄ ∈ Z̄ there existsf ∈ Hn such thatZ̄ andZ̄f are isomorphic asE-modules.

Let d1 + Z̄�, . . . , dn + Z̄� form a basis ofZ̄/Z̄�. Then for everyd ′ ∈ Z̄ there exist
c01, . . . , c0n ∈ O andd ′′ ∈ Z̄ such thatd ′ = ∑

dj c0j + d ′′�. For anyN > 0 that gives
d ′ − ∑

dj (c0j + · · · + cNj�N) ∈ Z̄�N+1 for somecij ∈ O, whenced ′ = ∑
diwi for some

w1, . . . , wn ∈ E.
As Z̄p ⊆ Z̄�, there existvij ∈ E,1 ≤ i, j ≤ n such thatvii ≡ pmod deg 1,

vij ≡ 0 mod deg 1 fori �= j and
∑
divij = 0 for any 1≤ j ≤ n. Takef ∈ Hn of right

typev = {vij }. We know that asE-moduleZ̄f ∼= E × · · · × E/(v1E + · · · + vnE) for vj =
(v1j , . . . , vnj ) and now we only have to prove that the equality

∑
dj zj = 0 for z1, . . . , zn ∈

E implieszj = ∑
vjlwl for somew1, . . . , wn ∈ E.

To this end we constructn sequenceszij ∈ E,1 ≤ j ≤ n such that: (1)z0j = zj ;
(2)

∑
djzij = 0; (3)zi+1j = zij −∑n

l=1 vjlail�i for someail ∈ O; (4) zij ≡ 0 mod degi. If
zij ,1 ≤ j ≤ n are already defined, we know thatzij ≡ bij�i mod degi+1 for somebij ∈ O.
The injectivity of� implies

∑
djbij ∈ Z̄�, which givesbij = paij for someaij ∈ O and
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we setzi+1j = zij − ∑n
l=1 vjlail�i . Then

∑
dj zi+1j = ∑

dj zij − ∑
djvjlail�i = 0 and

zi+1j ≡ paij�i −paij�i = 0 mod degi+ 1. Now we havezj = ∑
vjl(a0l + a1l� + · · · ) as

required.
Letf ∈ Hn be the logarithm of ap-typical formal group of finite height. Thenf ·�hIn ≡

f · pzmodp for somez ∈ E and integerh, which impliesf (l) · �h ∈ pZ̄f , 1 ≤ l ≤ n for
f = f (1)(x1) + · · · + f (n)(xn). Then{f (l) · �j ; 1 ≤ l ≤ n,0 ≤ j < h} gives a system
of generators ofZ̄f . It remains to check that̄Zf has nop-torsion. Letp

∑
dj zj = 0,

thenpz = vw for somew ∈ Mn(E), wherez = {zj }ni,j=1. Sincef is the logarithm of a
formal group of finite height, we havew = pw′ for somew′ ∈ Mn(E). Thusz = vw′ and∑
djzj = 0.

Conversely, ifZ̄f ∈ Z̄o, then for every component off = f (1)(x1) + · · · + f (n)(xn)

there exists a polynomialzl ∈ E such thatf (l) · zl ≡ 0 modp,1 ≤ l ≤ n. SinceZ̄f is a free
O-module,zl is not divisible byp. Then we can assumezl ≡ �h modp for some integerh
and 1≤ l ≤ n. By Lemma 4,f is the logarithm of a formal group of finite height. �

LetZY be the category consisting of the pairs(Z, Y ) such that:
(a) Z is a free rightE-module of finite rank;
(b) Y is a free rightO-submodule ofZ of the same rank;
(c) (Y + Z�)/Z� = (Zp + Z�)/Z�;

and the morphisms from(Z1, Y1) to (Z2, Y2) beE-linear mappingsξ : Z1 → Z2 such that
ξ(Y1) ⊆ Y2.

Let ZY o be the full subcategory ofZY of objects(Z, Y ) such thatZ/〈Y 〉 is a free
O-module of finite rank, where〈Y 〉 denotes the minimal rightE-submodule containingY .

For f ∈ Hn andF(x, y) = f−1(f (x)+ f (y)) being the corresponding formal group,
we define anO-submodule ofZf

Y0 = {(a1t, . . . , ant)
T ; ai ∈ pO} .

THEOREM 4. The correspondence F 	→ (Zf , Y0), where f is the logarithm of F ,
establishes an equivalence between the category of p-typical formal groups over O and the
category ZY ; in particular, the subcategory of p-typical formal groups over O of finite height
is equivalent to the subcategory ZY o.

PROOF. If we fix f (1), . . . , f (n) as generators ofZf , we haveY0 = {∑n
j,l=1 f

(j) ·
ujlbl ; bl ∈ O}, whereu = {ujl} ∈ Mn(E) is the canonical type off . This implies

(Y0 + Zf�)/Zf� =
{∑

f (j) · pbj + Zf� ; bj ∈ O
}

= (Zf p + Zf�)/Zf� ,

whence(Zf , Y0) ∈ ZY .
LetG be anotherm-dimensional formal group overO with logarithmg of canonical type

v = {vij }. If ϕ = [a]F,G ∈ HomO(F,G), we haveva = wu for somew = {wij } ∈ Mn(E)

by Proposition 6. This allows us to define the image ofϕ to be equal to theE-linear mapping
from Zf to Zg , which sendsf (j) 	→ ∑

g(i) · wij ,1 ≤ j ≤ n. Then
∑
f (j) · ujlbl 	→∑

g(i) · wijujlbl = ∑
g(i) · vij ajlbl = ∑

g(i) · vij (∑ ajlbl), therefore the image ofY0 is
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in Y0. The correspondence is functorial and fully faithful; ifξ : Zf → Zg is anE-linear
mapping such thatξ(Y0) ⊆ Y0 then

∑
ξ(f (j)) · ujl = ∑

(g(i) · vil ) · ajl for any 1≤ j ≤ n

and someajl ∈ O. This impliesva = wu for a = {ajl} ∈ Mn(O) andw = {wij } ∈ Mn(E)

such thatξ(f (j)) = ∑
g(i) ·wij . Hence,[a]F,G ∈ HomO(F,G) by Proposition 6.

It remains to prove that for every object(Z, Y ) ∈ ZY there existsf ∈ Hn such
that (Z, Y ) is isomorphic to(Zf , Y0). Let d1, . . . , dn be freeE-generators ofZ and let∑
djuj1, . . . ,

∑
djujn be freeO-generators ofY . If uojl ∈ O is the constant term ofujl

anduo = {uojl} then the equality

{∑
djbjp + Z� ; bj ∈ O

}
= (Zp + Z�)/Z� = (Y + Z�)/Z�

=
{∑

diu
o
ilbl + Z� ; bl ∈ O

}

implies thatuojl ≡ 0 modp anduoε = pIn for ε ∈ Mn(O). Therefore,ε is invertible and we
can assumeuo = pIn. Now choosef ∈ Hn of canonical typeu. Then theE-linear mapping
fromZf toZ, which sendsf (j) 	→ dj ,1 ≤ j ≤ n, induces an isomorphism between(Zf , Y0)

and(Z, Y ).
SinceZf /〈Y0〉 = Zf /pO[[t]]np = Z̄f , we have that(Zf , Y0) ∈ ZY o ⇔ Zf /〈Y0〉 = Z̄f

is a freeO-module of finite rank⇔ Z̄f ∈ Z̄o ⇔ f is the logarithm of a formal groups of
finite height. �

5. Applications. We illustrate the application of our approach by considering the
Lubin-Tate polydisk, which parameterizes the�-isomorphism classes of deformations of a
one-dimensional formal group over a perfect field of characteristicp �= 0 (see [7]).

Let Φ be a one-dimensional finite height formal group overk in normal form andA a
complete Noetherian localO-algebra with maximal idealM ⊇ pA and residue fieldA/M ⊇
k. Two formal groups overA are called�-isomorphic if there exists an isomorphism between
them with identity reduction. Lubin andTate constructed a moduli space for�-isomorphism
classes of deformations ofΦ. More precisely, they proved the existence of a formal groupΓ

overO[[t1, . . . , th−1]] such that for any deformationF ofΦ overA there is a unique(h− 1)-
tuple (τ1, . . . , τh−1), τi ∈ M, such thatF is �-isomorphic toΓ (τ1, . . . , τh−1) overA and
the�-isomorphism is uniquely defined. The formal groupΓ is not unique and Hazewinkel’s
universalp-typical formal group [6] gives the explicit construction for one of them.

The choice of ap-typical formal groupΦ of heighth corresponds to the choice of mul-
tiplicative representativerh, rh+1, . . . ∈ O. Let the sequenceai ∈ K[t1, . . . , th−1] be given
by the recursive relation

pai =
min(i,h−1)∑

j=1

t
pi−j
j ai−j +

i∑
j=h

r�
i−j

j ai−j , a0 = 1 .
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The power seriesf = ∑
aix

pi is the logarithm of a formal groupΓ over O[[t1, . . . ,
th−1]], which parametrizes the�-isomorphism classes of deformations ofΦ (cf.
[6, Theorem 22.4.4]).

Now consider the caseA = O. For any modulus(τ1, . . . , τh−1) ∈ pO × · · · × pO
we denote byfτ (x) = ∑

ai(τ )x
pi the logarithm of the correspondingp-typical deformation

overO. Proposition 8 implies thatfτ = wτ ∗ f0 for somewτ ∈ E. We findwτ explicitly,
namely we prove that

wτ = 1 +
∑
i≥1

(
1

p

min(i,h−1)∑
j=1

τ
pi−j
j ai−j (τ )

)
�i .

The recursive relation forai andt = τ can be written in our notation asfτ · u0 = (px) · wτ ,
whereu0 = p−rh�h−rh+1�h+1−· · · . Sincew0 = 1, we getf0 ·u0 = px andwτ ∗f0·u0 =
wτ ∗ (px) = (px) ·wτ = fτ · u0, which gives the desired result.

The formula obtained allows us to give an explicit description of the right action of the
automorphism group AutkΦ on the moduli space (see [2, 3] for details). Ifξ ∈ AutkΦ and
[F ] is the�-isomorphism class of a deformationF of Φ overO, then by definition[F ]ξ =
[ϕ−1 ◦ F ◦ ϕ], whereϕ ∈ O[[x]]0 andϕ̄ = ξ .

By Proposition 9 anyξ ∈ AutkΦ is equal toϕ̄w, whereϕw = f−1
0 ◦ (w ∗ f0) andw ∈ E

satisfiesu0w = zu0 for somez ∈ E. By the Weierstrass preparation theorem for the ringE,
there is a uniques ∈ E∗ such thatu′

0 := su0 is a monic polynomial of degreeh. Thus we

can only consider polynomialsw = 1 + ∑h−1
i=1 βi�i , βi ∈ O with u0εw = zu0 for some

z ∈ E andε ∈ O∗. Our aim is to find an explicit relation between the coefficients of such
polynomials and the corresponding Lubin-Tate’s parameters.

Letu′
0 = ∑h

i=1πi�i whereπh = 1 andπi ∈ pO for 1 ≤ i ≤ h−1. Define the sequence
ζn ∈ O as follows:ζ0 = 1, ζj = 0 for 1 ≤ j ≤ h− 1 and

ζj = −
h−1∑
i=0

π�
−h

i ζ�
i−h

j+i−h , j ≥ h .

Let O{y}p denote theO-submodule ofO[[y]]p consisting of the formal power series∑∞
j=0 cjy

pj such that limcj = 0. Let� operate onA{y}p by the formula

�
∞∑
j=0

cjy
pj =

∞∑
j=0

c�j+1y
pj .

This determines a leftE-module structure onO{y}p. One can see that
∑
ζjy

pj ∈ O{y}p and

u′
0

∑
ζjy

pj = 0. Define the sequence of rigid analytic functions

ρn(t1, . . . , th−1) = pζn +
∞∑
i=1

min(i,h−1)∑
j=1

ζ�
i

i+nt
pi−j
j ai−j , n ≥ 0 .
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Denote the coefficients ofwτ by bi , i.e.,wτ = ∑∞
i=0 bi�i , b0 = 1. Thenρn(τ1, . . . , τh−1) =

p
∑∞
i=0 ζ

�
i

i+nbi . Sincewτ = s1u
′
0 + ε(1 + ∑h−1

i=1 βi�i ) for somes1 ∈ E, we get

∞∑
n=0

ρny
pn = pwτ

∞∑
j=0

ζjy
pj = pε

(
1 +

h−1∑
i=1

βi�i
) ∞∑
j=0

ζjy
pj ,

which impliesβi = ((ρ0, . . . , ρh−1)Z
−1)i/ρ0, whereZ = {ζ�ii+j }h−1

i,j=0. This is Theorem 6.5
of [3].
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