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ABSTRACT Energy recharging in wireless rechargeable sensor networks (WRSNs) has acquired much
attention in recent years. In literature, many recharging path construction algorithms have been proposed.
Most of them considered that all sensors are equally important and designed algorithms to increase the
number of recharged sensors or decrease the path length of the mobile charger. However, different sensors
have different coverage contributions. Recharging the sensors with larger coverage contribution can achieve
better surveillance quality. The proposed recharging scheduling algorithm is divided into three phases,
including the Initialization, Recharging Scheduling and Path Construction Phases. In the second phase, this
paper proposed two recharging scheduling algorithms, namely the Cost-Effective (CE) algorithm and Cost-
Effective with Considerations of Coverage and Fairness (C*F) algorithm. The proposed two algorithms
construct paths for the mobile charger and select the recharging sensors based on the higher weight in terms
of larger coverage contribution and smaller path cost. Performance results show that the CE and C?F
algorithms yield better performance in terms of the fairness of recharging, recharging stability and coverage
ratio, as compared with the existing studies.

INDEX TERMS mobile charger, recharging, coverage, wireless sensor networks, ping-pong effect

I. INTRODUCTION

Wireless sensor networks (WSNSs) are used in numerous
applications like border surveillance [1], smart homes [2],
precision agriculture [3] and environmental monitoring [4]. In
general, the WSNs can monitor the specified events and report
the data if any event occurs in their location. Even though
WSNs are broadly used, the finite energy of the sensors is still
one of the major challenges, which need to be further
improved. To solve the energy constraint issue in WSNs,
many algorithms have been designed in the literature. These

studies can be categorized into two classes: energy
preservation [5]-[8] and energy replenishment [9]-[19]
technologies.

Studies [5]-[8] designed algorithms to reduce the energy
consumption of the sensors in the network. Although these
studies aimed to extend the lifetime of WSNs, they cannot
recompense the energy exhaustion of sensors. On the other
hand, energy replenishment technologies [9]-[19] can
recharge the sensors based on the energy collected from
environmental resources or radio-frequency energy
transmission. These studies are further divided into two
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classes, including environmental energy [9]-[11] and mobile
chargers [12] - [19].

In the first class, many algorithms were proposed by
considering the environmental energy harvesting systems [9]-
[11]. All of these studies assumed that the energy of sensors
can be collected from environmental energy resources like
solar, wind and thermal energies. Although the scale of
environmental resources was extensive, they were
unpredictable. These resources highly depended on various
parameters such as time and weather, which indicated that
environmental resources were unstable.

To overcome the unpredictable and unstable issues, many
algorithms considered radio-frequency energy transmission
mechanisms [12]-[19], which are categorized into the second
class. These studies assumed that the radio-frequency signals
transmitted by mobile chargers would transmit the energy
beacons to the sensors. Most of them considered the static
sensors and assumed that the mobile charger will traverse the
network aiming to recharge all sensors. In general, the energy
of the mobile charger was also finite, thereby the sink was
considered as the energy station, which supplied energy to the
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mobile charger in the network. Therefore, the radio-frequency
energy transmission algorithms can be applied to recharge the
sensors in an efficient and balanced way compared to the
environmental resources. However, given a set of sensors and
a mobile charger, determining some recharging locations to
construct an efficient path for the mobile charger is still a big
challenge.

This paper proposed two recharging scheduling algorithms,
namely the CE and C2F algorithms. These algorithms
construct paths for the mobile charger, aiming at maximizing
the surveillance quality of the whole monitoring area. To
avoid the ping-pong effect, the proposed CZF algorithm
adopts the charging fairness policy, which locks the sensors
that have been recharged recently. In addition, the proposed
algorithm considers the chain-effect. Since recharging one
sensor can increase the latency of energy recharging for the
other waiting sensors. This can cause much energy
consumption of the waiting sensors and might lead to energy
exhaustion of these sensors, resulting in coverage loss.
Therefore, the recharging schedule has a chain-effect, which
impacts the monitoring quality. The proposed algorithm takes
into account the chain-effect and calculates the coverage loss
and benefits of each candidate charging location, aiming to
maximize the monitoring quality. The following details the
key contributions of the proposed algorithm.

(1) Avoiding the ping-pong effect: This paper partitions
the whole region into grids to decrease the complexity.
The mobile charger always chooses the best grid for
executing the recharging task. By considering the
fairness of recharging the sensors, the previous
charged time of the sensor is taken into account.
Compared to the existing works [14-19], the proposed
algorithms avoid the ping-pong effect caused by the

movement of the mobile charger.

(2)  Achieving better surveillance quality: Most existing
studies considered that each sensor is equally
important in the coverage contribution. The proposed
energy-recharging  algorithm  calculates  the
contribution of each sensor and recharges the sensors
with larger coverage contribution. This strategy
achieves better surveillance quality, as compared with

the existing studies [18] and [19].
3)

Maintaining unlimited lifetime: The proposed
energy-recharging algorithm can maintain the
unlimited lifetime of the given sensor network. This
can be achieved because that the sensor plays an
important role in terms of coverage contribution will
be recharged efficiently to prevent it from energy

exhaustion, maintaining its perpetual lifetime.

Considering the impact of chain-effect on
monitoring quality: Compared to the existing studies
[17-19], the proposed algorithm considers the chain-
effect. The proposed C2F algorithm calculates the

“
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coverage loss and benefits of each sensor which is
waiting for recharging and makes a recharging
schedule, aiming to maximize the monitoring quality.

The remaining part of the paper is structured as follows.
The existing studies of the mobile charger scheduling issue
are reviewed in Section II. The preliminaries of the
considered scenario and problem statement are detailed in
Section III. Section IV presents the design of the proposed
CE and C?F algorithms. Section V compares the
performance results of CE and C?F with the existing
algorithms. In the end, the conclusion is given in Section VI.

Il. RELATED WORK

In this section, the literature of energy replenishment
technology is presented. These studies are divided into two
types: environmental energy [9]-[11] and mobile chargers [12]
- [19]. The following subsections review the studies related to
this work.

A. ENERGY REPLENISHMENT FROM ENVIRONMENTAL
ENERGY

In this category, most of the existing studies [9]-[11]
adopted the environmental energy harvesting technologies
like solar, wind and thermal energies to maintain the perpetual
lifetime of WSNs. Study [9] considered the solar energy
harvesting system for a rechargeable WSN. The voltage is
harvested from the sunlight by using solar panels. The solar
panel converted light energy directly into electrical energy and
recharged the battery. However, the environmental resources
were unpredictable and depended on various parameters such
as time and weather, which indicated that environmental
resources were unstable.

In the environmental energy resources, wind energy was
also one of the supplementary energy systems, which have
been widely used in past years. Peng et al. [10] proposed a
fault detection method for wind turbine monitoring based on
the WSN. Another study [11] utilized three kinds of wind,
solar and thermal energy harvesters and combined them as
electric power. Finally, the WSN nodes can be recharged
using a super capacitor. However, the wind energy harvesting
system cannot acquire enough energy and the size of the wind
turbine generator might lead to deployment issues. On the
other hand, the construction of the thermoelectric generator
was complicated and it consumed more energy compared to
the solar harvesting systems.

B. ENERGY REPLENISHMENT FROM MOBILE
CHARGERS

The second category is the energy replenishment from
mobile chargers. Many studies [12-19] were proposed in the
past few years to optimize the charging algorithms, which can
prolong the lifetime of WSNs. Study [12] proposed a novel
clustering scheme, which elected few nodes as the cluster
heads. The moving vehicle was assumed to recharge only the
cluster heads as well as collect data from them. Thereby, the
utility of the WSNs was maximized. However, they did not
consider the finite energy of the moving vehicle. To address
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this issue, Lyu et al. [13] designed an algorithm assuming the
finite energy of mobile charger. In this study, the problem of
periodic charging guaranteed that the energy of sensor nodes
varied periodically, thus they can maintain the perpetual
lifetime of these sensor nodes.

Study [14] proposed a joint charging and scheduling
algorithm by using a mobile charger. This study investigated
two issues, the first one was deciding the charging sensors and
their charging time while the second one was scheduling the
sensors based on their received energy. Another study [15]
proposed a partial charging algorithm, aiming to recharge the
sensors partially in the network. They also investigated the
scheduling problem of the mobile charger. Study [16]
proposed a recharging algorithm, aiming to design an energy-
efficient traveling path for multiple mobile chargers. In this
study, the whole network was divided into many sub-regions
to maximize the benefit of multiple mobile chargers. Then the
charging radius based nearest neighbor approach was applied
to find the charging points, which improved the charging
efficiency. However, they ignored that different sensors have
different contributions in terms of the monitoring quality.
Similar to the study [16], another study [17] partitioned the
network aiming to equally distribute the workload to each
mobile charger. Then fuzzy logic was applied to determine the
charging schedule of the mobile chargers. Besides, this study
considered the adaptive threshold for charging requests,

aiming to recharge the nodes with different

consumption rates.

The Spatial Dependent Task Scheduler (SDT) algorithm
[18] focused on the different energy consumption rates of
sensors, aiming to increase the number of nodes alive for
monitoring purposes. Study [19] proposed an algorithm,
called HSA-DFWA, for recharging the multi-node using a
mobile charger in WRSNs. This study assumed the real
scenarios of the mobile charger and proposed three models of
charging plans and algorithms.

Although the mechanisms proposed in [12-19] improved the
charging strategy of the mobile charger in different ways, they
did not consider the coverage contribution of sensors. Table 1
summarizes the comparison of the proposed and related studies.
This paper proposed a recharging scheduling algorithm based
on radio-frequency energy transmission technology. The
objective of this study is to maximize the accumulated
monitoring quality of all sensors in the given network. The
proposed CE and C2F algorithms construct paths for the
mobile charger, aiming at maximizing the surveillance quality
of the whole monitoring area. The proposed CE algorithm
considers the maximal lifetime policy while the C2F algorithm
considers the fairness recharging policy. Both the proposed CE
and C%F algorithms avoid the ping-pong effect caused by the
movement of the mobile charger.

energy

TABLE L.
COMPARISON OF THE PROPOSED AND RELATED WORKS.

Considering

Avoiding the ping-

Related work coverage Dynamic scheduling Charging stability pong effect
contribution

[ 9 ] X X X

[10] X x x

[11] x X X

[12] X X O X

[13] x x O x

[14] X x O x

[15] X X O X

[16] x O O X

[17] O O O x

[18] X O O X

[19] @) x O X
The proposed algorithm O O O

lll. NETWORK MODEL AND PROBLEM FORMULATION
The following subsections will firstly introduce the

considered environment of the proposed algorithm. Then the

problem formulation and the objective function are proposed.

A. NETWORK MODEL

Assume that a given WSN comprises a set of n sensors
S ={s4,53, ..., S, } deployed in a region A. The energy of all
sensors is limited and their energy consumption rates are
different.
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It is assumed that a single mobile charger M traverses in A
with constant speed v. Let Ectgttz?‘fqer represent the total energy
of M. Let L,,,, represent the path length of M. In the total
observing time 7, the M can only move L., to perform the
charging task. Based on these assumptions, this paper
develops a scheduling algorithm for M to determine some
recharging locations, aiming to recharge the sensors such that
the monitoring quality Q of the whole network can be
maximized.
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B. PROBLEM FORMULATION
Let the total observing time 7 is separated into m time

slots T:{tl, [ZYR SR tm} . Let T denote the time slot length.
Let a; denote the sensing area of the sensor s;. Let Q/
represent the monitoring quality at time slot t;, which is the
size of the covered area by sensor set S in a time slot t;. Let
T.rg denote the charging range of each sensor. The sensor s;
can be charged by M only if M is located in the 7,4 of the
sensor ;. Let .,;rens and [; denote the current location of M
and the location of the sensor s; , respectively. Let
d(l;, leyrrent) represent the distance between s; and M. Let
®f ; be a Boolean variable indicating either M is located in the
Tzrg Of the sensor s; at time slot ¢;.

c 1 d(li' lcurrent) = Terg
Pij =

(D
0 d(li' lcurrent) > rcrg

Let E;"7 represent the energy of the sensor s; charged by
M. Let PE, represents the transmission power of M and z5,
and Zcrg are the transmitter and receiver antenna gains,
respectively. The Friis transmission equation [20] is adopted
to calculate the recharged energy E;" ¥ obtained by receiver s;
as shown in Exp. (2).

ECTH P x

crg

@

2 tx
< Acrg ) Z5g X Zizg X Ocrg

47T(d(li, lcurrent)) + ﬁcrg) Wcrg

The notation A, denotes the wavelength of the radio-
frequency wave and g4 denotes the rectifier efficiency.
Finally, = denotes the polarization loss. Let 539 be the
Boolean variable indicating whether or not the sensor s; is

charged by M at time slot t;.

1 if sensor s; charged at t;

0 otherwise

Let E; -Cr-g represent the charged energy of the sensor s; at time
crg

slot ¢;. Exp (4) gives the derivation of E; .~.

BT = [T gf XES9di vt €T, 5, €S 4)

Let Eic"" represent the energy consumed by the sensor s;
for executing sensing and communication tasks. Let E]$™
represent the remaining energy of the sensor s; at time slot ¢;.
The notation E;™ is evaluated by applying Exp. (5).

El§™ = E[§T + B0+ &9 — Ef" )
Let ¢ denote the reserved energy required for fundamental

operations of each sensor, including the energy for waking up

and initializing the recharging circuit. In other words, each

sensor will stay in working state only if E] 7™ is greater than

¢ . Let notation /,tl-j denote the Boolean variable indicating
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whether or not the sensor s; has enough remaining energy
E7S™ for executing sensing task at a time slot ¢;. That is,

. 1 f ET'Em
J —
”l {O

otherWlse
The monitoring quality at the time slot ¢; is evaluated as
shown in Exp. (7).

(6)

i=n

Q"=Uu{><ai

i=1

)

The accumulated monitoring quality for time period T =
[t1,t;] is represented by @/ as shown in Exp. (8).

J
® = Z Q!
i=1

Recall that 7= {tl, [ZYRY AT tm} is divided into m time
slots. Let @™ denote the accumulated monitoring quality from
time period t; to t,,. Recall that A denotes the monitoring
region. The goal of the proposed algorithm is to maximize the
accumulated monitoring quality of all sensors in 7" over the
whole monitoring region.

®)

Objective function:

Axm

Several constraints should be satisfied when achieving the
goal given in Exp. (9). These constraints are related to energy
recharging and consumption. Let B represent the maximum
battery capacity of each sensor. Recall that { denotes the
reserved energy required for fundamental operations of each
sensor. The following constraint indicates that E]$™ of each

(€))

sensor cannot be smaller than { and greater than B.

(1) Sensor Battery Constraint:

(10)

The second constraint is the charging time constraint,

which restricts the charging time of each sensor. Let T;"¢

{<E[{"<B,Vt;€T,Vs, €S

denote the time duration required for sensor s; to be fully
charged.

(2) Charging Time Constraint:
TC9 < min(B - ¢, B—Ej"

;o= E79
L

0=

1D

In case M is located in the charging range of the sensor s;
which is fully recharged by M, the charged energy equals to
B — E[™. On the contrary, if M is far away from the sensor
S;, sensor s; cannot be recharged. Therefore, the additional
energy of the sensor s; obtained from M cannot be larger than

4
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min(B - {,B — E[]em) Thus the charging time constraint
should be satisfied.

The final constraint is the path length constraint. The total
path length that M can move is limited. Recall that L.,
denote the maximal path length that M can move during time
period 7. Let a denote the energy consumption rate of M
during its movement. The maximal time length for the

movement of M is Lmax/ . Let E™7¢ represent the total
energy consumption of M moving with length L,,,,. Exp. (12)
calculates the value of E™V¢.

Lmax

v

Emove

=ax (12)

total con
Recall Echarger charger
represent the energy consumption of M for moving and

denote the total energy of M. Let

recharging during time period 7. The value of EZyg,ge, can
be obtained as shown in Exp. (13).
Lmax/v
Hhrger = | Py e (13

0

Finally, the following path length constraint should be
satisfied.

(3) Path Length Constraint:

con

total
Lmax <E — Echarger

charger

(14)

IV. THE PROPOSED RECHARGING ALGORITHM

This section details the proposed recharging algorithm,
which aims to maximize @/ of all the sensors in 7. The main
idea of this algorithm is that M will charge the requested
sensors which have the maximal coverage contribution and
minimal path cost. The proposed algorithm is divided into
three phases: [Initialization Phase, Recharging Scheduling
Phase and Path Construction Phase. The first phase partitions
the whole region into equal-sized grids. Then it calculates the
sensing and recharging set for each grid g, ,,. These sets will
be used in the later phases. The second phase aims to select
and schedule the sensors, which have sent the charging
requests to M. Finally, the third phase constructs a path for M
based on the schedule of sensors in the second phase. Each
phase will be detailed in the following subsections.

A. INITIALIZATION PHASE

This phase divides the whole region into several grids. A
grid labeled with coordinates (x,y) represents the grid g, .
As depicted in Fig. 1, there are n sensor nodes randomly
deployed in A. Let ¢°™ denote the sensing coverage of the
sensor s;. Let recharging coverage, denoted by cir 9 represent
the area where M can recharge sensor s;.
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FIGURE 1. The scenéi’ib bf the considered network environment.

Let 1., represent the sensing range of each sensor. Recall
that 7;,.;, denote the charging range. In general, the sensing
range of each sensor is larger than the charging range as shown
in Fig. 2.

FIGURE 2. The sensing and charging réﬁges of the sensor s;.

A grid g is said to be recharging or sensing covered by the
sensor s; if the recharging or sensing ranges of s; cover more
than the half area of g,, , respectively. Let S,:g,g denote
recharging coverage set whose recharging range covers gy ,.
That is,

STCg

Xy (15)

= {si|gy is recharging covered by c;“?}

Let $;¢* denote the set of sensors whose sensing ranges
COVET gy, That s,

Sg8Y = {silgx, is sensing covered by c{°"} (16)
Fig. 3 illustrates an example of relationships of 5;";9 Sgen

and gy, . As shown in Fig. 3, both the charging ranges of
sensors s; and s, cover the half area of g, ;. Therefore, we
have S;39={sy,s,}. Similarly, the sensing ranges of sensors s;,
s, and s3 cover the half area of g,, . Therefore, we

sen _
have S35 = {sy, s, S3}.
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S;i-g:{shsz} . v st'cin:{s1 . 5-2‘53}

i recharging coverage of sensor s; {_/ sensing coverage of sensor s;

FIGURE 3. An example to illustrate 537 and $37 of grid g, ;.

B. RECHARGING SCHEDULING PHASE

This phase aims to choose a few sensors, which have sent
the recharging requests to M to be recharged. Then the
selected sensors will be scheduled for recharging. Two
algorithms are proposed in this phase. The first one is the Cost-
Effective (CE) algorithm while the second one is Cost-
Effective with Consideration of Coverage and Fairness (C*F)
algorithm.

1) COST-EFFECTIVE (CE) ALGORITHM

The CE algorithm considers Ej ;™

the movement cost of M. This algorithm aims to choose the
. . . b t
best grid for M to execute the recharging operation. Let gx3’
represent the best grid, which is the next visited location for
M. Let G,,yer represent the set of grids that are covered by at

least one sensor s;. For each g, ,, € Geoper» the next task aims

of individual sensor and

to determine the benefit of g, if M moves to g,, for
executing the recharging operation.

Let s{9%°" represent the sensor s; with the least E/¢™ in

S;g,g . Recall that S;’Cyg represent the recharging coverage set
whose recharging range covers g, ,. That is,

lowest _ ; rem
Si,x,y =arg mlﬂ}g Ei,current (17)
Siesx,y

The Cost-Effective algorithm aims to identify k sensors
with the least E] fm. Let min® denote the function, which
returns the top-k lowest remaining energy. Let S¢St denote
the set of sensors with the lowest remaining energy in all the
grids. The St can be calculated as shown in Exp. (18).

lowest

lowest _ lowest
S = {5 i ixy

Lx,y

— ok prem
S =arg Tlrillgn Ei,current} va,yEGcover (18)

For each sensor s34t € Stowest

: CT
operations are executed. Let T; jgy

required for sensor sl-l_‘,’c‘_’;,e“ to be fully recharged by M at t;.

The value of T,/ , can be evaluated by applying Exp. (19).

the following

denote the time length

rem
crg B_Ei,j
Lixy — g9

L

19)
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It is noticed that sensor /9%

energy during the movement of M from loypren: 1O gy y-

continuously consumes

This occurs because that sensor s/2%ést

Lx,y
the sensing task. Let TZ;77¢, »., represent the time length that
M moves from lgyrrens O gy Recall that the speed of M is

v. Exp. (20) can be applied to derive the value of

continues to execute

move
current,x,y

d(lcurrent.lgx‘y)

(20)

move

current,x,y — v

should be noticed that sensor s!9west

Lxy
move
current,x,y+ Thus, the

Herein, it

continuously consumes energy during

total required energy of  s/9%%t

ToteT9 represent the time length

Ljxy
required to completely charge s/oWest

ix,y
move total_crg
currentxy- 1he value of Tl jxy

should be considered

move

including Tgyrrent x,y- Let

by considering the
consumed energy during
can be calculated by applying Exp. (21).

move con

ptotalerg _ perg + Teurrent,x,y*Ei (21)

ijxy — Yijxy gTY
12

. TC,

If M moves to g, ,, the energies of all the sensors sieSx‘yg

. . . re .
will be increased. Besides, the sensors s; & Sx‘yg will
continuously consume their energies for performing the

total_cr. .
T, %y 9 To determine the cost for

executing the recharging operation in g,, , the remaining

sensing operation during

lifetime of the sensors s, & Sy is calculated. Let T,”/*

represent the remaining lifetime of sensors s, & S,/

from the current time point. The value of Tk”f ¢ can be
calculated by Exp. (22).

starting

rem
plife _ Eij

k - Eicon

(22)

That is to say, the value of Tkuf ¢ is calculated based on the
remaining lifetime of the sensor s;,. Let dJ;Z;ig ht represent the
weight of g,, , including the remaining lifetime of
sensors Sy & S;S,g. Exp. (23) presents the calculation of

weight . life
&, 7 interms of 7,7 ",
weight __ life 23)
q)x,y - Tk
SkeS;S;q

Let max® denote the function returning the top-k highest
weights. The recharging strategy is that M moves to the best

top-k grids g,lgg,“ such that all sensors s; & S;S,g have a

maximal lifetime.

Top-k Maximal Lifetime Policy:

best

weight
Ix,y @

Xy

=arg max"® (24)

9x,y €Gcover

best

Let grid gx3 - denote the fop-k best grids which have the
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maximal weight and will be used to construct the charging
path. Exp. (25) reflects the recharging policy.

k best

GP*t =arg max* g5

9x,y €Gcover (25)
Let the set of top-k best grids be represented by the ordered

list. That is,

best — best best best
G = (Gxyy1 Gizyar = Jxpyi)-

Then M will construct a path passing through each grid in
GPest according to the list order g2%5f , gvesh, ... g22s), . The
last charged time of the sensor should be taken into account.
By considering the fairness of recharging the sensors, if the
sensor s; is charged in t;, the same sensor s; should not be
charged again in t;. The simulation results of the fairness of
recharging are discussed in section V. This strategy helps to
avoid the ping-pong effect which is raised by the movement

of M. Let T/ represent the time length that M cannot visit

L,jxy
Jx,y Which has been already recharged in t;.
Let zeon Tepresent the lifetime of each sensor s; covering

13
TC, 3
Gxy - Let |Sx g | denote the number of sensors covering gy,

y
and ¢ is a parameter that calculates the waiting time of g, ,
for next visit. Exp. (26) calculates the value of T/95, .
26
Tilggcky = Tore con / € ( )
2], | S g| Ei
xy SiES;S}q

Based on the abovementioned Top-k Maximal Lifetime
policy, M will select top-k best grids to construct the charging
path and perform the charging task along the path. Then M
will go to the first grid in the constructed path and update

rem
E;j

recharging task, M might receive more recharging requests

from other sensors. It will again calculate the next k-best g,’?ﬁft

aiming to recharge the following s/27¢5t, The calculations of

Lx,y
lowest best crg
iy 9%y > Tijxy

considered as the operations of each round.

of all sensors s;€S . During the execution of the

move total_crg __ -
current,x,y aswellas T, will be

S L)%y

Fig. 4 illustrates the procedure of executing the proposed
CE algorithm. According to the example shown in Fig. 4, five
sensors S={s;, S5, S3,S4,Ss} are randomly deployed in the
given region. Assume that the remaining energy of the five
sensors are s; =70, s, =100, s; =100, s, =85 and s5 =80.
The grids g4 5, ge 4 and gy ¢ are the three candidates to play
the role of g}g_e;t . These three grids are the best locations to be
visited by M. Assume that the distances between M and the
grids g45, g4 and gy ¢ are 1, 2 and 3, respectively. Assume

that Ef°"=1 and v =1. Furthermore, assume that ELC ]T-g = 1 for
all sensor s;. As shown in Fig. 4, it is obvious that Sy’ =
{51,52,53}, S, 8 = {s3,55} and S;¢7 = {s,,5,}. The first step

in each Sy

is to identify the sensor s{9%5°*"
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FIGURE 4. According to the CE algorithm, M finds the next visited location.

: lowest _ : reg lowest _
In this example, we have s;,"" = sy in Sg 7, Sias = =
. rc, . rec, Cr,
ss in S, and s/ = s, in S;7 . Next, T, 5 for each

candidate grid g, ,, should be calculated. The following takes
the grid g 4 as an example to derive the charging location.
First, we have

_ B-E7S"  100-70 _

crg
Tl,j,6,4' - E;:‘rg - 1 30
Next, we have
move _ d(lcurrent»lgel‘l,) _ 3 =2
current,6,4 — v - 1 - N
Therefore, we have
Ttotal_crg — 7Y Thirrent,64*EL°" 30 + 2x1 32
1,j,6,4 — YiLjxy gTcY - 1

1

According to the fact of { s eng}g }={ 54,55 }, the
following further calculates the remaining lifetime of s, and
Ss .

T,/¢ = 72 and T}7° = 60

Finally, it is obtained that the weight of the grid gg 4 is 132.
Similarly, the weights of the grids g, 5 and g7 ¢ are 189 and
187, respectively. According to Exp. (24), the best recharging

location is
best

Ixy — Yas

This implies that M will go to grid g,s to charge the
sensors sz and s5. According to Exp. (25), M constructs the
charging path. The procedure of the CE Algorithm is detailed
below.

Procedure: CE Algorithm

Inputs:
1. S ={sy,53, - Si, - Sp}
2. B, Ef°", E[S™, ¢ and Circg of sensor s;.

3. The total observing time is T={t;, ty, ... tj, ... tpy }.
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Outputs:
1. The monitoring quality Q by all sensors during 7.
1. ti=ty;
2. Repeat {
3. Sy = {silguy is recharging covered by c[“°};
4 siomest = arg min E[&M en: ;
S(€Sy s
5. glowest —
{stomest|stomest = arg min’ Bl it vent} ¥ 9y €Geover’

6. pera _ BIEGT

Ljxy — Eiﬂw ’
7. Tmove _ d(lcurrentrlgx}y).

current,x,y — f
8. total_crg _ mcrg Toitrentxy*EE".

Ti,j,x,y - Ti,j,x,y + Efrg >

9. plire _ Eirfm_

k - Eicon ’
10. best — oo maxk pweight.

gx,y g!]x,yfacouer 4

11. The M will go to the grid gffyst to charge
12. Leurrent= =lgx,y;
13. Update E{™ of s;€S ;
14. | Until (t;==tp,) }
15. | Compute Q in T according to Exp. (7);
16. | Return Q;

2) COST-EFFECTIVE WITH CONSIDERATION OF
COVERAGE AND FAIRNESS (C2F) ALGORITHM

The C2F algorithm further considers the obtained loss and
benefits before the calculation of every possible recharging
location. Let g, , represent the candidate recharging location
where s; eS;li,g will be charged. The C2F algorithm considers
two benefits when M goes to g, , to execute the recharging
operation. The first benefit is considering the chain-effect
while the second one is calculating the coverage loss and
benefits of each candidate charging location.

The following will discuss the benefit and weight of
recharging each sensor sieS;g;q. Let (D,Izi,nef " denote the

benefit obtained from recharging s;€Sy; . The value of

q)benefit

e can be measured by Exp. (27).

crg sen
estea E;7 X U corea ¢
q)benefit _Zslesx.y : Si€Sxy 27
x,y - rcg
|s
X,y

As shown in Exp. (27), two benefits, including the total
recharged energy and the coverage contribution, are obtained
by recharging the sensors sieS;_i,g at grid gy, . Since the

benefit
(Dx.y

the total benefit is divided by |S;57.
The distance between the current location of M and g, ,, is

denotes the average benefit obtained from sieS;E,g,

considered as the cost if M moves to g,,. Recall that d(l4, l,)

represents the distance between [, and [,. The (D;Z;ight of
grid g, is the average benefit, which is divided by d(lg,l;),
as shown in Exp. (28).
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o benefi
q);lf;lg t _ Cbxs/neflt/ d(la, lb) (28)

Let grid G?¢St denote the set of top-k best grids which have
the maximal weight and will be used to construct the charging

path. Exp. (29) reflects the recharging policy.

Gbest q)weight

— k
=arg max X,y
Ix,yE€Geover

(29)
Let the set of top-k best grids be represented by the ordered

list. We have,
Gbest — (gbest best best

x1,y1' 9x2,27 - Gxieyic)-
Then M will construct a path passing through each grid in
best : : best best best
G"*" according to the list order gy, Gy, -+ Ixpyr- LO
maintain the fairness of recharging the sensors, all the

recharged sensors will be locked Tllj’;ky as shown in Exp. (26).

This policy helps M to avoid the ping-pong effect, which is
caused by the movement of M. The following presents the
recharging policy.
Fairness Recharging Policy:

Assume that g2¢! is considered as the recharging

X1,Y1
location at t;. Then gve5- will be locked for /9% , and M

best . lock
%, y, only after t; + T; ey

will visit g

Based on the abovementioned Top-k Charging Fairness
policy, M will select fop-k best grids to construct the charging
path and perform the charging task along the path. The path
construction issue will be discussed in the next subsection.
Then M will go to the first grid in the constructed path and
update E{§™ of all sensors s;€S. During the execution of the
recharging task, M might receive more recharging requests
from other sensors. Therefore, it will again calculate the next

k-best g2%t grids, aiming to visit the next g2%°. The
calculations of d2enefit s DWEIRt o5 well as Gt will be

%y
executed in each round.

x,y

Fig. 5 illustrates the procedure of executing the proposed
C?F algorithm. According to the example shown in Fig. 5,
there are five sensors S={s;,s,,S3,S4, S5} deployed in the
monitoring region. The grids g, s, ge 4 and g; ¢ are the three
candidates to play the role of g,lgg,“ . These three grids are the
best locations to be visited by M. Assume that the distances
between M and the grids g, 5, g¢4 , and g, ¢ are 1, 2 and 3,

respectively. Therefore, we
rcg __ rcg __ rcg __
56,4 - {Slﬂ 52: 53} s 54.,5 - {53: 55} and 57,6 - {52’ 54-}

Assume that we have,

crg _ crg _
Zsiesrcg Ei = 35, Zsieszcg Ei = 3 and

6,4

crg
Lgesyo B =3

Also, assume that we have
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Uy, es70 5" = 100, U

sen
rcg C; = 80
6,4 si€S, s i U

e,
reg 7" =80 2 B EfE[™, " andc 9 of sensor s;.
4,5

Si€S, ¢ t
’ 3

The total observing time is T:{tl, o e by e tm}.

Therefore, Cng,"ef ** for each g4, ge4 and gy can be  Outputs:

calculated by: 1. The monitoring quality Q by all sensors during 7.
crg sen .
benefit Esiesgf}g E77x USiESerig Ci 3.5 x 100 Lo =ty
c[)64 = . g 4 = = 116.67 2. Repeat {
|'§$,;; 3 3. Sey) = 1{silguy is recharging covered by c¢;“};
sen crg sen
benefit ZSiES:_Csy Ey " % Usiesfsg Ci 3 x 80 + phenefit _ Eoesg B Usiesreg 0
cI)4-,5 = |Srcg = =120 = Isxs’
4,5 (Dweight — (Dbenefit/ d(l l )
xy xy ar'b
Z ocTcg E.Crg X U =crcg csen best _ k weight
d)benefit S{€S, & 1 Si€S, ¢ U 3 x80 G =arg max P,y
= d 2 = =120 Ixy Geover
7,6
|5 7T 669 5. The M will go to the grid g2&* to charge
Next, the 35" for each gys, ges and gy can be 6. beurrene= jglx,y‘ .
leulated by: 7. Update E;;™ of s;€S$ ;
calculated by: , . 8. | Until (¢==t,,) }
weight 6’e4nefl 116.67 9. Compute Q in T according to Exp. (7);
q)6’4 = = = 58.3 10. | Return Q;
d(lcurrent' l6,4) 2
) benefit 120 C. PATH CONSTRUCTION PHASE
Cbzvglg Mo e 120 In this phase, M will construct a recharging path according
d(lcurl:ent' i:tts) to the schedule of sensors in the second phase. Recall that
eneji . . .
pweignt _ D, 120 20 Exps. (24) and (29) return top-k best grids to be visited by M.
7,6 =

B d(lcmm, Iy 6) 3 Let the set of top-k best grids be an ordered list G?%* =
Assume that k=1. According to Exp. (29), the rop-1 best (g:lgf,iztl»g:’?;sfz: ---galgf,sytk)- The M will construct a path

recharging location is b Geurrent — (gzis;ljggf’s;z’ ---galg:.sytk
gx,y - 94_5-

ch):zjs/tl of Geurrent

the visited order, M will move from [l y;ren: to the first best

grid g,lgf_sytl and then recharge those sensors s; eS;fg, .- During

‘ the execution of this recharging task, some other sensors

__4.,‘_,_:7:';_ - might send recharging requests to M. Then M will consider

o] these requests and execute the proposed algorithms as shown

== = in Phase 2. Then it will construct a new path by applying the

Path Construction Phase as proposed in this subsection. The

flow chart of the proposed algorithms is shown in Fig. 6.

------- which passes through each g . According to

START
Partition the whole Calculate the
region into several —* recharging coverage
grids set of each gird
Identify the sensor with the lowest
= remaining energy in the recharging
S coverage set of each gird
) C2F algorithm .
CE algorithm 1 Avoid the ping-pong effect
FIGURE 5. According to the CZF algorithm, M chooses the next gbsst. Calculate the total time required to caused by the movement of
mobile charger
completely recharge the sensor
This implies that M will go to the grid g, 5 to charge the with the least remaining energy Consider the chairn
sensors s3 and sg. After completing the charging task, M will clfect by caleulating the
A ) . enefit of each Mobile charger constructs a
not charge the same sensors s; and ss at the grid g, 5 for a Determine the cost for executing recharging location || paih passing through each
X X . § the recharging operation top-l best grid
time length of 100/ €. The following summarizes the proposed |
2 .
C F algorlthm. ' Identify the set of the tap-k
Calculate the weight of cach grid best grids which have the
based on the cost/benefit maximal weight
Procedure: C*F Algorithm FIGURE 6. The flowchart of the proposed CE and C2F algorithms.
Inputs:
1. S = {51,52, . Si) - Sp }-
9
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V. PERFORMANCE EVALUATION

The performance of the proposed CE and C*F against the
existing SDT and HSA-DFWA algorithms is evaluated in this
section. Existing study [18] proposed an algorithm SDT which
investigated the scheduling issue and aimed to maximize the
average coverage ratio of WSNs. Another existing study [19]
proposed an energy recharging algorithm HSA-DFWA by
considering the charging time of sensor nodes.

A. SIMULATION SETTINGS

The MATLAB platform is used in the simulation. The
number of sensors ranges from 300 to 700. A random
deployment of sensors is considered in the monitoring region
of size 700m x 700m. The grid size is set at 4m, 7m, 12m, 15m
and 18m. The sensing radius of each sensor varies ranging

from 5m to 25m. The total energy Efnta. ., of the mobile

charger is set at 2000J and the speed v of the mobile charger
is set at Sm/s. The total energy consumption E™°7¢ of mobile
charger for moving is set at 0.1J/m. The transmission power
Pctr’fq of the mobile charger is 100J. The initial energy of each
sensor is set at 100J.The simulation parameters are listed in
Table 2.

TABLE I
SIMULATION PARAMETERS
Parameters Values
Tool Matlab
Deployment type Random
Area size 700m x 700m
Number of sensors 300 - 700
Grid size 4m,Tm,12m,15m,18m
Sensing range of sensors Sm—25m
Total energy of mobile charger 2000
Speed of mobile charger Smls
Total energy consumption for 0.1J/m
movement of mobile charger
Transmission power 100J
Initial energy of sensor 100J

B. SIMULATION RESULTS

Fig. 7 illustrates the recharging path constructed by the
mobile charger adopting the CE and C?F algorithms. As
shown in Fig. 7 (a), the size of monitoring region is set at
700m x 700m. In this simulation, the number of deployed
sensors is set at 150. The sensing and charging ranges of
each sensor are set at 20m and 10m, respectively. The
energy of sensors is set at four levels. The red colour
sensors represent the sensors with 25% of the remaining
energy. Similarly, the yellow, blue and green colour
sensors represent the sensors with 50%, 75% and 100% of
remaining energies, respectively. Initially, the proposed
CE algorithm identifies the grids with the sensors, which
have the lowest remaining energy. Based on the weight of
the grid the best recharging location is determined.
According to the simulation shown in Fig. 7 (a), the weight
of the grid g 5 is larger. Thus, the mobile charger travels
to grid g, 5 for recharging the sensors in the charging range
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of grid g; 3 and all the other grids are visited accordingly.
The simulation settings of Fig. 7 (b) are similar to Fig. 7
(a). Similar to the CE algorithm, the proposed C%F
algorithm identifies the coverage loss and benefit of
visiting each grid, which is covered by those waiting

recharging

sensors. The proposed C2F algorithm

determines the benefit of each recharging location.
According to the simulation shown in Fig. 7 (b), the benefit
of the grid g,, is larger. Therefore, the mobile charger
moves to the grid g, 4 to recharge the sensors and all the
other grids are visited accordingly. Finally, the constructed
path of the CE algorithm is longer as compared to the C2F

algorithm.
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FIGURE 7. An experiment illustrating the recharging path construction of
CE and C?F algorithms.
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Fig. 8 compares the surveillance qualities of C2F, CE,
HSA-DFWA and SDT algorithms by changing the number
of sensors and the sensing range. In this simulation, the
number of deployed sensors is set at 300 to 700 and the
sensing range is adjusted between 5m and 25m. Fig. 8
depicts that, the surveillance quality of all the algorithms
increases with the number of deployed sensors. This occurs
because if the deployed sensors are more, more sensors
have the opportunity to monitor the region. Consequently,
it leads to higher surveillance quality. A sensor with a
larger sensing radius can cover a larger area, therefore the
surveillance qualities of all algorithms increase with
sensing radius. The C2F yields the best performance as
compared to the other three algorithms. This is because the
C?F selects the sensors which have larger contributions,
leading to a higher surveillance quality. Besides, the
existing SDT algorithm has lower results compared to C2F,
CE, HSA-DFWA. This occurs because the SDT algorithm
divides the sensors into different clusters and charges each
cluster separately. The major policy of the SDT algorithm
is recharging all the sensors in one cluster. It considers the
distance between each sensor in the cluster. However, there
might be sensors located very closer. Therefore, this policy
leads to lower surveillance quality.

0.9 By
> ZICE
T 0 ||[EEHSA-DFWA
[CISDT

700

0
se\’\so‘g

500
400 et ©
300 e

FIGURE 8. Performance comparison of surveillance quality for
C?F , CE, HSA-DFWA and SDT algorithms.

Fig. 9 depicts the effect of grid size and sensing range
on the surveillance quality. The sensing range and grid size
are set from 5m to 25m and 4m to 18m, respectively. As
shown in Fig. 9, the surveillance qualities decrease with
grid size and increase with the sensing range. This is
because more sensors can effectively cover a smaller grid
size. In comparison, the proposed C2F outperforms the CE,
HSA-DFWA and SDT algorithms. The C?F algorithm
adopts the charging fairness policy and determines the
obtained loss and benefits of each charging location.
Consequently, the larger sensing range and the smaller grid
size result in higher surveillance quality.

Fig. 10 evaluates the surveillance qualities by using
different deployment policies such as centralized, random
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and uniform. The number of deployed sensors is set
ranging from 300 to 700. As shown in Fig. 10, the uniform
policy outperforms the other two policies.

ElC’F
CCE
1 [ EEIHSA-DFWA
09 CIsoT
208 m
[}
b7 &
o 06 N 2
£05 || 2
g .
3040 lb [M5]
20s] B
(2]
0.2 <
014 Nl
0
I
7
G/-
12

FIGURE 9. Performance comparison of surveillance quality for
C2F , CE, HSA-DFWA and SDT algorithms.

In fact, the uniform deployment of sensors performs
their task uniformly, which is impractical in the real world.
Besides, the C2F algorithm yields the best performance
compared to CE, HSA-DFWA and SDT algorithms
specifically for random policy. The two benefits are taken
into account by the C2F algorithm. The increased energy
of each sensor and the coverage contribution. This policy
helps C2F algorithm yield the best performance.
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FIGURE 10. Performance comparison of surveillance quality for C2F ,
CE, HSA-DFWA and SDT algorithms.

Fig. 11 further investigates the fairness index of
recharging for C2F, CE, HSA-DFWA and SDT algorithms
by varying the grid size. The grid size is adjusted from 4m
to 18m and the number of deployed sensors is set at 700
and 600. In this experiment, the energy of each sensor is
set at 15000 units. The recharging fairness index is
calculated according to Exp. (30).
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where x; denotes the recharged energy of the sensor
node s;. Fig. 11 depicts that C*F and CE algorithms yield
better performance than HSA-DFWA and SDT algorithms.
This is because that C2F algorithm determines coverage
contribution of the individual sensor. Besides, both C?F,
CE algorithms avoid the ping-pong effect caused by the
movement of M. This policy helps M to recharge more
sensors, which improves the fairness index value.

Fig. 12 evaluates the data quality of the recharged
sensors. Since the deployed sensors are more and
recharging each sensor is time-consuming, a mobile
charger is usually unable to recharge all sensors. In this
case, the recharged sensors are expected to be distributed
all over the area. Herein, the data quality represents the
degree that the collected data of sensors can represent the
data of the whole monitoring region.

Fairness Index = (30)

= :|L |:7:m

= =
=

I (700)
-*-C2F(600)
-®-CF(600)

#-SDT(600)

S|

4 7 12 15 18
Grid size

FIGURE 11. Performance comparison of fairness index of recharging
for C2F , CE, HSA-DFWA and SDT algorithms by varying the grid size.
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FIGURE 12. Performance comparison of ADQ of recharged sensors by

varying the charging rate and the battery size.

Let $={§,,3,, ... §;, ... §,} denote the set of x recharged
sensors in each round. If the x sensors can be equally
distributed over the whole monitoring region, their
Voronoi cells will have a similar size. In the other case, if
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\,DN ACT00)|

e -®-HSA-DFWA(600):

the x sensors are closely located to each other, their
Voronoi cells will have different sizes. The area size of the
Voronoi cell of the sensor §; indicates that the
environmental data occurred in that cell area can be
represented by the data collected by the sensor §; .
Therefore, a small cell size indicates that the collected data
can better represent the corresponding cell region. That is
to say, if all cell sizes are similar, the maximal cell size can
be minimized. This also implies that the data collected by
the x sensors have higher data quality. Let the Voronoi cells

in the monitoring region be denoted by € ={C;, C5, ..... Cy} .

Let & be the cell size of C;. The Average Data Quality

(ADQ) of the recharged sensors is calculated by applying
Exp. (31).

(Z L&)
DAY

Fig. 12 compares the data quality of C2F, CE, HSA-
DFWA and SDT algorithms in terms of charging rate and
battery size. The charging rate and the battery size varied
from 30 to 70 units and 80 to 100, respectively. Fig. 12
illustrates that the data quality of C2F, CE, HSA-DFWA
and SDT algorithms increase with the charging rate. This
occurs because mobile charger can recharge more sensors.
Consequently, it leads to the higher data quality of
recharged sensors. Besides, the data quality of the four
algorithms decreases with battery size. This occurs because
the sensors need to be recharged for a long time when the
battery size is enlarged. In comparison, C?F and CE
algorithms outperform the HSA-DFWA and SDT
algorithms. This occurs because C*F and CE algorithms
avoid the ping-pong effect. This strategy helps recharge a
larger number of sensors without incurring many detours,
leading to higher data quality.

Fig. 13 investigates the performance of recharging
stability for C 2F, CE, HSA-DFWA and SDT algorithms. To
conduct this experiment, nine random locations are
observed in the monitoring region. The considered
monitoring region size is 700m * 700m and the number of
sensors is 2000. The sensing range of each sensor is set at
20m. The proposed C2F algorithm achieves the best
recharging stability compared to the HSA-DFWA and SDT
algorithms. The C?F algorithm determines the benefit of
each grid before every charging decision. It also adopts the
charging fairness policy, which helps M to avoid the ping-
pong effect.

ADQ = 31)

Fig. 14 compares the coverage ratio of four algorithms
in terms of deployed sensors and sensing range. The
number of deployed sensors is varied ranging from 300 to
700 and the sensing range is adjusted between 5m and 25m.
As shown in Fig. 14, the coverage ratio grows with both
the deployed sensors and the sensing range. This occurs
because that more sensors can enlarge the coverage area
and hence have a larger coverage contribution. Besides,
sensors with a large sensing range can cover larger region.
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Therefore, the quality of the monitoring region is
increased, leading to a higher coverage ratio. In
comparison, C 2F outperforms CE, HSA-DFWA and SDT

outperform the existing HSA-DFWA and SDT algorithm in
terms of fairness index of recharging, recharging stability
and coverage ratio.

algorithms. This occurs because that the proposed C2F
selects the sensors based on the coverage contribution.

The issue of multiple mobile chargers and their
cooperation such as task partitioning will be considered as
the future work of this study. Furthermore, we would like
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FIGURE 13. Comparison of recharging stability of C2F , CE, HSA-DFWA
and SDT algorithms.
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FIGURE 14. Performance comparison of coverage ratio for C2F , CE,
HSA-DFWA and SDT algorithms.

VI. CONCLUSIONS

This paper proposed an energy-recharging algorithm
aiming to maximize the accumulated monitoring quality of
all the sensors in the given region. The proposed algorithm
consists of three phases: [nitialization Phase, Recharging
Scheduling Phase and Path Construction Phase. The first
phase calculates Sy and S§§" of each g,.,. After that, the
second phase aims to select some sensors, which have sent
the recharging requests to M to be recharged. Finally, the
third phase constructs a charging path according to the
schedule of sensors in the second phase. This paper proposed
two recharging algorithms, including the CE and C?F .
Firstly, the CE algorithm determines the cost of each
recharging operation executed by M and considers the Top-
k Maximal Lifetime policy. The C?F algorithm further
considers both the obtained loss and benefits before the
calculation of every recharging location. Performance
evaluation shows that the proposed CE and C2F algorithms
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to relax the constraints of this paper.
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