Coverage by Directional Sensors in Randomly
Deployed Wireless Sensor Networks

Jing Ai and Alhussein A. Abouzeid
Electrical, Computer and Systems Engineering Department
Rensselaer Polytechnic Institute, Troy, NY 12180, USA
Email: aij@rpi.edu, abouzeid@ecse.rpi.edu

Abstract—We study a novel “coverage by directional sensors”
problem with tunable orientations on a set of discrete targets. We
propose a Maximum Coverage with Minimum Sensors (MCMS) 1 A 1
problem in which coverage in terms of the number of targets to A
be covered is maximized whereas the number of sensors to be
activated is minimized. We present its exact Integer Linear Pro-
gramming (ILP) formulation and an approximate (but compu- 2 2
tationally efficient) centralized greedy algorithm (CGA) solution.

These centralized solutions are used as baselines for comparison.

Then we provide a distributed greedy algorithm (DGA) solution.  Fig. 1. Two cases of four directional sensor nodes (black circles) deployed to
By incorporating a measure of the sensors residual energy into cover six targets (red triangles) in a sensor field. [left] Case I: all four nodes
DGA, we further develop a Sensing Neighborhood Cooperative are active while two targets are not covered (i.e. “uncovered”). [right] Case
Sleeping (SNCS) protocol which performs adaptive scheduling !I: three nodes are active with no targets uncovered; node 2 (white circle) is
on a larger time scale. Finally, we evaluate the properties of the " SI€ep mode to conserve energy.

proposed solutions and protocols in terms of providing coverage

and maximizing network lifetime through extensive simulations.

Moreover, for the case of isotropic coverage, we compare against Compared to deterministic deployment, random deployment
the best known existing coverage algorithm. is easy and less expensive for large wireless sensor networks,
Index Terms— Directional Sensor, mathematical program- and may be the only feasible option in remote or inhospitable
ming/optimization, distributed algorithm, scheduling, network —environments. Moreover, to compensate for the lack of exact

lifetime. positioning and improve the fault tolerance, nodes are typically
deployed in excess, and thus redundant sensors usually arise.
I. INTRODUCTION Furthermore, sensors are usually powered by batteries and it

Sensi . fund tal bl . irel may not be possible to recharge or replace the batteries after

ensing coverages a fundamental problem in wire essdeployment. In addition, target locations may change even

sensor networks. It reflects how well the gnwronment IS Mofz e initial deployment, thus changing the optimal solution
itored, and serves as a basis for applications such as phyS{B he coverage problem

phenomenon or target detection, classification and tracking-r o (st of the paper is organized as follows. In Section II,

Due to the diversity of the sensor network applications, t%i review related research. In Section Ill, we propose the

poncept O.f sensing coverage i.s subjgct to a wide range \3bximum Coverage with Minimum Sensors (MCMS) prob-
interpretations. Nevertheless, ornéptropic sensorfiave been lem. Section IV presents its centralized exact and approximate

studied in the literature. For example, in the most studied area tions: the Integer Linear Programming (ILP) formula-

or point coverage problems (e.g. [1]-5]), the sensing ability %on and centralized greedy algorithm (CGA), respectively.

SENsors is. abstracted_as a qircular region (or dis.k) and an ey Q&tion V presents the distributed greedy algorithm (DGA)
or target is detected in a binary sense depending on whet Glution. In Section VI, we develop the Sensing Neighbor-

it is inside such a sensing disk or not. hood Cooperative Sleeping (SNCS) protocol by incorporating

'tl'o thke best of oufr k(r;_owkta_dge,l no resez:]rch t\)/vork don segst% sensors’ residual energy into DGA to perform adaptive
Networks coverage lfor directional SENsors nas been done. %mieduling on a larger time scale. Detailed results of perfor-

pared to isotropic Sensors, dire_ctiopal SENsors are obviou_sly Ance evaluations are presented in Section VII. Finally, we
thatthe coverage region of a directional sensor is determin nclude the paper in Section VIII.

by both its location and orientatiofhis can be best illustrated
by the example shown in Fig. 1.

In this paper, we study the problem of coverage by di-
rectional sensors with tunable orientations under the randoniThere are two main threads of research, though dealing
deployment strategy. We develop solutions that maximizeth the circular coverage by isotropic sensors, related to our
the number of targets to be covered while minimizing theesearch.
number of sensors to be activated at any instant. We alsdrhe first thread has in common the idea of turning off the
present solutions that include sleep scheduling for nodesdundant nodes online according to some off-duty eligibility

II. RELATED WORK



rule derived based on geometric properties. Tian and Nicolas target k
[2] define an off-duty eligibility rule from a concept called
“sponsored area” to guarantee the complete coverage. Wang
et al. [3] derived an off-duty eligibility rule based on the
analysis of intersection points by sensing disks. Zhang and
Hou [4] proposed the OGDC algorithm where the off-duty
eligibility rule for minimizing sensing overlap. Though the
above schemes can be naturally implemented in a distributed
way, most of them (except OGDC) did not present the optimal
performance that can be achieved.

The second thread viewed the sensing coverage as a discrete
problem in which nodes were usually organized in a power-
aware fashion offline. Megrian and Potkonjak [6] presented
several ILP formulations and strategies to reduce the Overﬁﬂ. 2. Afinite set of orientations for a directional sensor (black ball) covering
energy consumption while maintaining guaranteed O0/1 cCowrgets (red triangles). The shadowed area is the current sensing sector of the
erage. Slijepcevic and Potkonjak [1] proposed the SET directional sensor. A directional sensor can only choose one active sector at
COVER problem to maximize the numbéf of disjoint set any time instant.
covers which can be activated successively along time, where

a set cover Is glefmed as a set Of nodes that can comple Ié(nce, by a simple geometric abstraction, its sensing region
cover the monitored area. Cardei and Du [5] proposed t

Maxi Disioint Set C bl hich shared th &n be viewed as a sector in a two-dimensional plane as shown
aximum isjoint Set \-over probiem which shared the sam Fig. 2. Please note that, throughout the rest of the paper,
notion as [1] but in a different scenario where a set of targe Bless otherwise mentioned. “sensor” or “node” refers to a

with known locations need to be covered. By further relaxin

. L i irectional sensor, as defined in the following section.
the constraints of disjoint set covers, i.e. that one node can . )
. . . . he following parameters completely characterize the sens-
in multiple set covers, Cardet al. [7] improved the network

lifetime. Along a similar line, but with additional bandwidth'"9 SECtOr Of & sensor nodd(please refer to Fig. 2, y;):
. L the Cartesian coordinates that denote the location of the sensor
constraint, Chengt al. [8] formulated the Minimum Breach

problem in which the sizes of Set Covers are bounded. Com}.}1 .tWO dlmens_|onal plang: the f|e_ld of view (FOV).’ de_

: . . . : - ~scribing the maximum angle of sensing achieved by directional
pared with previous results without bandwidth con5|derat|0nssensorR - maximum sensing ranae of the sensor. bevond
they revealed that network lifetime can be enhanced furthef.” = * . 9 9 . . DEY

which a target will not be detected in a binary detection sense.

at the cost of coverage breach. Although it is valuable tc? : a unit vector which cuts the sensing sector into half. This

derive the optimal scheduling by mathematical programming’ defi he ori : f the directional .
techniques and related approximate or heuristic algorithms erameter efines the orientation of the directional sensor i.e.,

: ) ! ; . S e direction it is looking).
centralized solutions are impractical to be realized in wireless 9)
sensor networks since they do not scale.

Our work differs from prior work in several wayBirst, the B. Target In Sector (TIS) Test

problem; moreover, the SNCS protocol can maintain sensi &w of an isotropic sensor
coverage and prolong the network lifetime simultaneously With each choice of orientation, a certain subset of targets

even on a large time scale with varying network condmon% covered by the directional sensor. The relationship of a di-

S_'na”Y’ Oll" proposed _fLameWsz to _deal _W'th coverage b ctional sensor, its orientation and a target can be determined
irectional sensors with tunable orientations can treat the . Target in Sector (TIS) test.

coverage by |sot.rop|c SEnsors as a speqal case (we sh “he TIS test can be described as follows. Consider a target
comparisons against OGDC for this case in Section VII). k located atf, and a directional sensar located atl:». In

order to determine whether the targetan be sensed by the
l1l. THE MCMS PROBLEM STATEMENT directional sensoi with the j-th orientation, we follow the
This section defined the sensing model of a directionfdllowing steps:
sensor, formulates the MCMS problem and characterizes |t31) calculate the distance Vecto]‘ik pointing from the
complexity. directional sensoi to the targett

A. The Sensing Model of A Directional Sensor Uik =te — s @)

Unlike an isotropic sensor, a directional sensor has a finite2) check whether the resulting distance vector is within the
angle of view and thus can not sense the whole circular area. FOQOV of the directional sensarby performing the inner



product operation Second, we show that the MCMS problemN&P-hard by
9 proofing that MAX COVER<,, MCMS, where MAXCOVER
d5 - Ui > T |2 cos(3) (2) [9]is a classicA’P-complete problem. The decision version
with equality when the target is along the two edges of the MAX_COVER problem can be stated as follows.
INSTANCE: Given S and a collectiorg of subsets.

of nodei sensing sector. i : .
3) verify whether or not target is within the sensing range co?egiiggf)lgésls glleer;eer?t;lij:;’? llection o with u subsets
of the directional sensar or not by checking For the MAX_COVER problem, we first pick any subsets,
| Ti. |2< Rs (3) ®4,Ps,...,P,, from G. Then, for each subsek,;(1 < i <
: : . u), we constructp copies of itself and rewrite them as
with equality when the targek is on the arc of the L i
sensing sec)t/or of the direct?onal sensor <I>_7;1,CI>242,...,<I>,»p, similarly to that in the MCMS prpblem.
4) If both (2) and (3) hold, the result of the TIS test is trug. inally, wehcal\r;cl;,\s/lessucglan g);)pqndeld f]UbCS IIect|og as the
(i.e., nodei covers the targek if it sets its orientation put |ntot.e- problem. Lbvious y, the above re uctpn
to‘ J) otherwise. it is false procedure is in a polynomial time and these two problems will

obtain the same binary answers. This proves that the MCMS
Let ®;; denote the set of targets that are covered by Se”%%blem isA\"P-complete.

1 when its orientation ig. Then we can determine all the sets
:;¥4,J, by running the TIS test for every ;. IV. CENTRALIZED SOLUTIONS OF THEMCMS PROBLEM

C. Maximum Coverage with Minimum Sensors (MCMS) Prob- N this section, we present an exact problem formulation
lem of the MCMS problem as an Integer Linear Program (ILP).

We also present an approximate but computationally efficient
Under the rando_nj deployment strategy, not all targets a%ﬁ?eedy solution of the problem.
covered by the initial deployment. Further, all sensors are
active. Our goal is to change the initial orientations in order )
to cover as many targets as possible while activating as féw ILP Formulation
sensors as possible, at any time instant. We call this the MCMSThe parameters used for the formulation can be summarized
problem. The MCMS problem can be stated as follows: as follows.n: the number of directional sensarsthe number
Given: A set of targetsS = {s1, s2, ..., s} t0 be covered; of targets,p the number of orientations available for each
a set ofn. homogenous directional sensors, each of whichphaglirectional sensor.
possible orientations, randomly deployed in a two-dimensional The variables in the ILP are as follows; a binary variable
plane. Hence, a collection of subsets = {®;;,1 < i < that has value one if targét is covered by any directional
n,1 < j < p}) can be generated based on TIS test, whesensor, and zero otherwisg;; a binary variable that has value
each elemend;; is a subset ofS. one if the directional sensaruses the orientatiop, and zero
Problem: Find a subcollectiorZ of F, with the constraint otherwise;{; an integer variable that counts the number of
that at most on@;; can be chosen for the samedo maximize directional sensors covering target
the cardinality of the union of chose@(i,j) ®;; (e, the  Under the random deployment, for each directional sefsor
number of covered targets) while minimizing the cardinalitthere is an incidence matrszmxp) where each of its elements
of Z = {®;;,(4,7) is choseh (i.e., the number of activated aj,; can be derived based on TIS test:
directional sensors). '
The following theorem shows the complexity of the MCMS gl = { 1 kedy @)
problem. ki 0 otherwise
Theorem 3.1:The MCMS problem is\P-complete.

: Therefore,£;, can be expressed as:
We present two proofs for this theorem.

Proof;: We prove the NP-completeness of the MCMS n.r
problem by showing its special case where sensors are szzzaijij (5)
isotropic (i.e.,p = 1) is equivalent to another well-known i=1j=1

NP-complete problem. For any given number as the upperNow the ILP for the MCMS problem can be stated as:
bound for the number of sensors to be activated, the problem

of deriving the maximum number of targets to be covered - G
can be treated as the classic Maximum Coverage Problem [9] max ZW o P(Z ZXU) 6
which is known to be\/P-complete. Hence, the result follows. k=1 =1g=1
Proof,: First, we show that MCMS= AP. The decision  subject to:
version of the MCMS problem can be stated as follows.
INSTANCE: Given S and F as shown above. gi <Yp <& Vk=1...m (7
QUESTION: Is there a subcollection oF with » subsets n
covering at least elements inS? »
It is easy to see that any guessed solution can be verified inj <1Vi=1...n (8)
in a polynomial time. =1



Algorithm 1 CGA (Centralized Greedy Algorithm for the
Yr=00r 1Vk=1...m (99 MCMS problem)
1: Z « () {a collection of (active node, orientation) pairs
which, at the end of the program, is the result of CGA
Xij=0o0r1Vi=1...n, Vj=1...p (10)  2: v — S {a set that, at the end of the program, contains all
The objective function in (6) maximizes the number of _ uncovered targejs

targets to be covered and imposes a penalty by muItipIyini: vyvhqe {18 ?OOf inactive nodgs

the number of sensors to be activated by a positive penalt%/_ (i,]) — argmax B,V {ie., maximizes
: ) 1ey,1>J>p P1J €.,

coefficient p V\{hose value must be _small enough £ 1) to the number of targets that become covered after this
guarantee uniqueness of the solution. There aret(n - p) iteration}

variables and (& + n + n-p) constraints for the ILP. Equation . __
; » o . if |®;; (V] == 0then
(7) represents a set of inequalities to indicate that whether an - : : .
: break; {i.e., if none of the inactive nodes can cover

targetk is covered or not: if none of the directional sensor additional taraets if thev are activated. exit the while
covers targek, i.e., & = 0, thenv, = 0 to follow the right 9 y '

inequality; if targetk is covered by any direction sensor, i.e., _ loop}
. . e else

&k > 0, sinceg, is bounded byn, > is a real number less 2 — 2 {6, ))}
than one, then);, = 1 to follow the left inequality. Equation Ve <I>~7J
(8) guarantees that one directional sensor has at most oné e

/ . ) o . 11: Y —Y\{i}
orientation depending on whether it is activated or not. 1> end if

13: end while

B. Centralized Greedy Algorithm (CGA) 14: return 2

Though the solution of the ILP formulation provides the
optimal solution for the MCMS problem, it is not scalable

for large problem instances. In this paper, rather than givin_%e'ghborm_?_h nOdES’ta_st_delf"lﬁd byl t?e erelesst gommum::ez
an LP-relaxation algorithm to this problem (similar to théI n range. Though Intuitively the sofution can not beé expecte

approach in [7], [8]), we present here a greedy heuristic bast dachieve as good a performance (in terms of coverage) as

polynomial-time algorithm for solving the MCMS problemt € centralize(_j schemes, itis more _computationally scalgble
approximately. We believe this is more useful since an LI‘—""‘-nd does nc_>t ineur h'.gh communication overhead as required
relaxation algorithm is not quite helpful for the design of Qy a centralized solution.
practical distributed algorithm. . I

The basic idea is based on the greedy principle and Can,%eAssumptlons and Definitions
described as follows: we first construgt a collection of sets ~ To ensure individual sensors obtain perfect local information
{®;;,1 <i < n,1<j<p}, based on targets, directionalffor their decision making, we make the following assumptions
sensors and all their possible orientations by TIS tests asiBur distributed scheme. Actually some of these assumptions
instance of the problem. CGA runs in loops, where initiallygan pe relaxed, and we will discuss the extended results in
all nodes are inactive (i.e., not selected). In each loop, feection VIL.
each sensoi that has not yet been activated, the number Al Directional sensors are homogeneous. Specifically, all
of additional targets that would change from uncovered &®nsors have the same omnidirectional communication ranges
covered for each possible orientation is calculated. Then, the: Shape of sensing sectors (i.¢.and R,)and the available
inactive sensor and its orientation that maximizes the numtessible orientations are the same.
Of newly Covered targets is activated_ Any ties are broken byA2 EVery directional sensor knows its exact location infor-
selecting one of the choices at random. If there are no mdr&tion (e.g., [10] provides a cost-effective localization service
targets to be covered or no more unselected directional send¥it§out equipping each sensor node with a GPS device) and
remaining, the algorithm terminates; otherwise, directiongVery directional sensor knows and controls its orientation
sensors are activated iteratively according to the above greed{*3 Every directional sensor is aware of the targets located
rule. The pseudo-code of CGA is shown in Algorithm 1.  Within its sensing rangé.. _

CGA, in the worst case, for each loop, to perform the TIS A4 The initial deployed network is connected. _
test for all nodes requiresinp steps, and then to choose a A5 The sensors can not be located at the same coordinates
desired(i, j), the running time is bounded b§(np). Since N the two-dimensional plane.

there are at most loops, the time complexity of CGA is A6 The sensors utilize an ideal MAC for scheduling (no
O((m + 1)np) in the worst case. collisions) and the communication channel is error free.

We also give the following definitions:

Definition 5.1: The set ofsensing neighborsof a direc-
tional sensori, denoted by\;, contains all the sensors for

Without global information available in a centralized lowhich any of their sensing sectors may intersect with node
cation, each directional sensor must make its decision ind& sensing sector. Notice that all sensors located wiiy
pendently based only on local information gathered from thiistance of the sensadrare neighboring sensors.

V. DISTRIBUTED SOLUTION FOR THEMCMS PROBLEM



Definition 5.2: Given a wireless sensor network consistingtate toinactive in time. As analyzed in Theorem 5.5, on
of a set of sensors, theommunication graphfor the sensor the order of the time required to collect a sensor’s sensing
network is the undirected grapgh with sensors as the verticesneighborhood information, at least one sensor finalizes its
and an edge between any two sensors if they are located wittatision. Therefore, conservatively,, can be set to be a
R, distance of each other. constant equal to the maximum value of that time. Currently,

Definition 5.3: The set oft-hop communication neighbors we estimate such a value by simulations and it is usually very
of a sensor, denoted byCk, is all sensors withirk hops of small in practice.
¢ in the communication graphG. Since the DGA is guaranteed to terminate (as shown in

Definition 5.4: The set ofneighbor targetsof a sensori, Theorem 5.5), the final set of sensors markedetdve with
denoted by7;, contains all targets that may be covered btheir chosen orientations forms the solution of the MCMS
any of nodei’s possible orientations. Thus, all targets locateproblem. The pseudo-code of DGA, which is executed by each

within R, distance ofi are neighbor targets. sensori, is shown in Algorithm 2.
It is worth noting that the above definitions are valid only
when the assumptioAl holds. Algorithm 2 DGA (Distributed Greedy Algorithm for the
MCMS problem)

B. Distributed Greedy Algorithm (DGA) Ic;nce) Initialization Phase (only performed

In order for a node to make a globally optimal decision,. orientation() = jo {1 < j < p} {orientation of sensof
about its state (active or inactive) and its orientation, it needs g randomly initialized

to gather information about the current state and orientation. locationg) = (z:,v:)

of possibly all other nodes in the network. However, for thes. N; « 0 {the set of sensing neighbors of sensgpr

purpose of designing a low overhead distributed algorithm,. priority(i) = h(i) {h() is a hash functioh

each node should restrict the range of data gathering to @ state() = active

limited area localized around its own position. 6: send a coverage message containing orientation, location

Observe that for any two sensors, it is possible for these anq priority information of sensar
sensors to cover the same targets only if they are wit in Decision Phase
a certain distance from each other, defined by the coverage . . . .
range. Decisions made by these sensors are highly dependejrit.whIIe coverage messages arrive from sensing neighbors
Therefore, in our distributed algorithm, under assump#an d
each sensor need to disseminate its information only within g
2R, radius, via, for example, a geocasting service.

In the DGA algorithm, every directional sensor has a unique‘3:
variable, which we call “priority.” The priority needs to be
unique only among its sensing neighbors. Each sensor is it
one of two statesactive or inactive state. 5

To simplify the description of the algorithm, we say a
neighbor target is “acquired” by a sensor if the target was_
not covered by a higher priority neighboring sensor. &

Initially, each directional sensor is in tlagtivestate, assigns
itself a priority, and has a random initial orientation. Each8:
directional sensor starts to collect its sensing neighbors inf0r9—'_
mation, i.e., priorities, locations and orientations of its sensin
neighbors. Upon receiving this information, each sensor mak
its decision independently as follows. It calculates, for eac

. . . . . 13:
of its possible orientations, the number of acquired targets.’
There are two cases: (a) If the maximum number of acquir
targets is positive (i.e., not zero), it will choose the orientation
corresponding to the maximum number (random choice i

updateN; and record information about corresponding
orientations, locations and priorities if necessary
Jj = argmax;> >p a;y {i.e., maximizes the number of
acquired targets
if Qi; > 0 then
send an updated message and adjust its orientation
to j if necessary (i.e., the resultant orientation has to
be different from the previous one)
if transition timer of sensor is on then
turn the transition timeoff
end if
else
if transition timer of sensor is off then
turn the transition timeon
end if
else
if transition timer of sensoir remainson for longer
thanT,, then
the state of sensoi transitions fromactive to

case of a tie). If a directional sensérhas to switch to a |na_ct|ve :
new orientation, it sends out a new message to inform it Ex.'t the while loop
sensing neighbors. (b) If the maximum number of acquirejoT en_d if
targets is zero, the sensor activates a transition timer, wi end 'T
19: end while

durationT,,. The timer is canceled if new information from the
sensing neighbors arrives and changes the maximum number
of acquired targets to a non-zero value. _ _

Note that the purposes of setting the transition tirigr C- Algorithm Properties
are 1) to prevent a sensor finalizing its decision before itsin DGA, since sensors make their local decisions based
sensing neighbors with higher priorities and 2) to transfer ith gathered sensing neighborhood information, two concerns



may arise: (a) whether the algorithm terminates within these targets. Hence, there can be no confusion about making
finite time and (b) whether, when the algorithm terminatespverage decisions.
there exists any target which is left uncovered because of &xtending the same analysis to all the neighbors of node
“misunderstanding,” where one sensor assumes other senspthe result follows. [ |
has covered the target, while it actually has not. We call such
a target a.“h|.dder'1” target. N.Ot? that since sensors tend tQ/I. SENSING NEIGHBORHOODCOOPERATIVE SLEEPING
choose their directions to maximize the number of targets to be PROTOCOL
covered, it is possible that some targets may not be covered by
any sensor. However, this type of targets uncovered is differentAssuming static priorities of sensors, DGA runs once and
from the “hidden” targets defined here. The following twderminates, providing a solution to the MCMS problem. Since
theorems answer the above two questions. the objective of the MCMS problem is minimizing the number
Theorem 5.5:DGA terminates in finite time. of active sensors, DGA provides an energy-efficient config-
Proof: Let us first consider the node with highest priorityration in the network. However, without dynamic energy
and label it as node A. When A makes a decision on if@lancing consideration among sensors, thasié/e sensors
orientation and sends a message to sensing neighborhggtiby DGA will ultimately deplete their batteries. Therefore,
to update its status, we say that “A has reached a firial this section, we will extend DGA so as to perform dy-
decision.” Since A has the highest priority among its sensifi@mic scheduling among sensors depending on the amount
neighbors, the decisions of its sensing neighbors can not affettresidual energy. The new protocol is called the Sensing
its decision according to DGA. After node A reaching its finaNeighborhood Cooperative Sleeping (SNCS) protocol.
decision, the node with the second highest priority, labeled asThe SNCS protocol works as follows. Each node continu-
node B, becomes the highest priority node among those tlasly alternates between two phases; scheduling and sensing.
have not updated their decisions in the sensing neighborhobu.each scheduling phase, all sensors set their states to be
Similarly, node B will also reach a final decision at most aftexctive at the beginning and then perform DGA described
one exchange of message among its sensing neighbors.aBgve. At the end of the scheduling phase, as a result of
induction, the algorithm terminates in finite time. running DGA, each sensor will be in one of two states; active
Notice that the above convergence procedure also reveailsnactive. Theactivesensors will continue to be active in the
the time complexity in the worst case where sensors reaefiowed sensing phase with its sensing and communication
final decisions in the order of their priorities along the timeinits turned on; whereas tligactive sensors will go to sleep
Since notifying a decision of one node to its sensing neighbarsmediately with its sensing and communication units turned
takes at mosO(n) time, the time complexity for alh nodes off. In addition, thesenactivesensors will reset themselves to
reaching their final decisions ©9(n?). m beactivestate until the next scheduling phase.
Theorem 5.6:DGA guarantees no “hidden” targets. In the scheduling phase of SNCS protocol, we assign the
Proof: By gathering sensing neighborhood informaresidual energy of a sensor as its priority in the DGA. Notice
tion, nodei, builds up an ordered list of three-tuple [nodéhat the residual energy of sensors depends on their behaviors
id, orientation, priority], €.9.,[i1, Ji,, Pi,]s (92, JinsDin]s ---  (i-€., transmit, receive, idle or sleep) and dynamically changes
[iws Jis Pis)s [B0s Jiys Pin]s - - - Wherep;, > pg, > ... >p; > along the time, to maintain an unchanged order of priorities
pi, > .... Also the coverage status of the nages stored as among sensors during one-time DGA execution to guarantee
a three-tuple entry in the ordered list of its sensing neighborts termination, priorities are set to be the instantaneous value
Take one of the sensing neighbors of nagdesay nodei,, of residual energy of sensors only once in every scheduling
as an example. According to the description of DGA, nodghase. Moreover, to satisfy the uniqueness property of pri-
1, marks itself asnactive only if it observes the number of orities in DGA, the residual energy of sensors is expected
acquired targets is zero and this situation lasts for duratitm be different. In case the equalities appear, though rare,
T.,, which ensures that the decisions of sensing neighbors with assumptionA5, we can further compare two geographic
higher priorities are finalized and that it has received the updaordinates of sensors accordingly until the tie is broken up.
messages from the higher priority neighbors. When ngde Assigning the value of residual energy to the priority
is eligible to mark itselfinactive there could be only one of variables in DGA is essential for the SNCS protocol to achieve
two cases: a trade-off between coverage and network lifetime. In each
Case Ip;, < p;,: since node, has lower priority than that scheduling phase, residual energy of sensors acts as priorities
of nodei,, nodei, does not care about the decision of néde in DGA to solve the MCMS problem. The sensors which
when it calculates its own decision. Hence, neds decision have higher priorities (i.e., residual energy) are more likely
to turn its state tanactive can not cause hidden targets.  to be selected to bective by the DGA to contribute to
Case llp;, > p;,: when node, calculates its local decision, coverage, while the sensors with lower residual energy are
it must consider the orientation of nodg. If node i, marks more likely to go to sleep so as to conserve their energy. Since
itself inactive this means that all its neighbor targets aractivesensors have larger energy dissipation rates than that of
already covered by higher priority sensing neighbors. Hendeactivesensors in the following sensing phase(s), trexstere
for nodei, it can still consider that these neighbor targets asensors will, after a certain time, have less residual energy than
covered with higher priority neighbors, and it does not nedtat ofinactivesensors. As a result, thegsmactivesensors may
to explicitly know which higher priority nodes are coveringoe turned toactive by DGA when the residual energy of the



neighboring active sensors depletes to a level that is lower
than that of the inactive sensors. Thus, by using the residual
energy of nodes as the priorities in the SNCS protocol, the
SNCS protocol dynamically changes sensor’s states (between
active andinactive so as to achieve energy balancing across
the network while providing a solution to the MCMS problem.

The round duratiorR, as an important protocol parameter,
needs to be addressed: it must be chosen to be large enough
compared to the time that DGA converges, so that the control
overhead does not overwhelm the energy consumption; also it
must be chosen to be short enough compared to the average
sensor lifetime such that a sensor can remain active for at least
the duration of a round time.
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(a) The ratio of coverage.

VIl. PERFORMANCEEVALUATION

First, the solutions of the MCMS problem by ILP, CGA
and DGA are evaluated. Second we concentrate on the SNCS
protocol, where we investigate the trade-off between coverage

The Ratio of Active Sensors

and network lifetime. Third, we examine the robustness of the Qo5 01 ois 02 025

SNCS protocol in scenarios that dot follow our simplified s

assumptions made in Section V. Finally, we compare the (b) The ratio of active sensors.

performance of DGA with OGDC for the speC|aI case 0fﬁig. 3. 225 targets and 100 sensors uniformly distributed in a unit square

circular coverage. area:p picks 1, 2, 4, 8 andR; picks 0.05, 0.01, 0.15, 0.20, respectively.

A. Effect of the various parameters on the solutions of the )
MCMS problem differences: for the coverage ratio, ILP always behaves the

best among the other two schemes and DGA tracks closely
Swith that of CGA with alln values; for the number of sensors
S8tvated which is a bit complicated afteris more than 150,
DGA activates the largest number of sensors in most of cases;
while the curves depicting the number of active sensors by

distributed in a un|t.square area. . ILP and CGA may cross at some points but ILP stabilizes at
1) Effect of the size of sensing sector on the ILP squuog: lower value than that of CGA

To identify the influence of the sensing sector of a sensor
on the solutions of the MCMS problem, we fix and n
and obtain the results from ILP solved by CPLEX [11]
under different and R, shown in Fig. 3. Notice that smaller

R, means smaller sensing range and higheneans smaller | this experiment, we evaluate the performance of the

angle of coverage. As expected, the coverage ratio (numk§jcs protocol in terms of coverage and network lifetime.
of covered targets divided by the total number of targetf) the simulations, time is discretized into slots, where each
increases with the decreasepadnd increases with the increaseensor can transmit or receive a packet in a slot.

of It,. Accordingly the number of sensors needed to SOlve theq, ¢4 acterize the network lifetime, we assume a simplified

(I;/ICMS, .€., t.hr? shensdors Iabeledhadé;vemhthg ILP solucggn, energy consumption model per slot of a sensor: transmission,
ecreases with the decreasepoand/or the increase ofi. reception, idle and sleep during a time slot consume 0.025,

Notice that this is true in most (but not all) cases, due to ”6‘7‘022, 0.021 and 0.0002 units of energy, respectively. These

integer nature of the solution. energy consumption values are chosen to match the results in

2) Effect of the number of sensors on ILP, CGA and DGA\ 51 “\yhere they have noted that the receive and idle modes
Next, we fixp = 8 and R, = 0.1 and compare solutions for .,y require as much energy as transmitting while the sleep

the MCMS problem of ILP, CGA and DGA by changing  ,,e requires the least energy. Moreover, we assume that each
Fig. 4 shows the scenario whene = 225 andn ranges from sensor starts with equal initial energy of 500 units.

10 to 400. With the increase of sensors deployed, both t €0ther parameters for this experiment ame= 200. » — 8
coverage ratio and active nodes for all three schemes increi\{se: 0 1pR — 0.2 R = 500 slgts andm raﬁges frgr;lod

linearly until . approaches 150; upon passing such a valut%?400 with an increment ofl00. We examine the network

the number of active nodeg Increases slowly.or even decreqﬁ%ﬁme, defined as the time until half of the sensors deplete
whereas the coverage ratios continuously increase and tft1hen

become saturated when is above 350 of so. To state the eir energy. We consider different densities of targets. Fig. 5
shows all aspects of the performance of the SNCS protocol.

1we setp = 0.001 in the (6). In Fig. 5(a), for anym, initially the coverage ratio increases

The solutions for the MCMS problem in terms of th
number of targets to be covered and the number of sen
to be activated are determined bwi,(n, p, Rs). In these
experiments, we usen targets andn sensors uniformly

B. Performance of the SNCS Protocol
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rapidly?> and stabilizes at a higher level for a relative long pe-
riod, then it drops sharply toward some lower level. Moreover,
with the increase ofn, both network lifetime and coverage
ratio decrease.

In Fig. 5(b), for anym, a similar “cutoff’ property can
also be observed in the curve for the active ratio of sensors.
However, unlike the trend for the coverage ratio, the active
ratio of sensors increases with the increasenof

Notice that when the density of targets is above some thresh-
old (say roughly 300 in our case), all aspects of performance
of the SNCS protocol tend to be saturated due to the active
ratio of sensors approaching 100%.

C. Robustness of the SNCS Protocol

In these experiments, we examine the performance of the
SNCS protocol by relaxing some of assumptions made before.
Specifically, we introduce the following: (a) the sensors no
longer know their exact location information (b) orientation
errors are also introduced and (c) wireless communications
may result in corrupted messages. To study the impacts of the
above three factors, we evaluate the performance of the SNCS
protocol under each of them independently and then compare
the results with an ideal scenario (i.e., a scenario that follows

Fig. 4. Coverage performance comparison of ILP, CGA and DGA whefd! the assumptions mentioned in Section V). The parameters

p =8, Rs = 0.10, m = 225 andn ranges from 10 to 400.
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used for these experiments are = 225, n = 200, p = 8§,
R, =0.1, R. = 0.2 andR = 1000 slots.

1) Effect of localization errors:We introduce location er-
rors as follows. For each sensor, its actual location is randomly
selected within a circle with the error boutdt] as the radius
centered around its perceived location. We experiment with
high values ofE;, even comparable t®;.

Fig. 6 shows the performance comparison of the SNCS
protocol where the error bound, is 10, 5 and1% of R,. The
coverage ratios continuously decrease down2& whereas
the network lifetime remains the same when error bounds
increase from 0.001 to 0.01. On the other hand, the ratios of
active sensors are insensitive i (which is a good feature).

2) Effect of orientation errors:We introduce orientation
errors as follows. For each sensor, we add a deviation to the
orientation. The deviation is randomly selected within the error
bound E,,, which is comparable to its field of view.

Fig. 7 shows the performance comparison of the SNCS
protocol with and without orientation errors, where the error
bound E, is 20, 10 and 5% of §. The coverage ratio only
slightly decreases, but still remains witti®o of the ideal case.
The network lifetime remains the same when orientation error
bounds increase frorfi to 20%. The ratio of active sensors
is nearly unchanged under variofis. These results illustrate
the robustness of the SNCS algorithm to orientation errors.

3) Effect of packet losseSio model communication errors,
we assume that messages are corrupted, and hence lost, with
a probability .. Fig. 8(a) shows the performance comparison
of the SNCS protocol wher&. is 10, 5 and1%. We observe

R. = 0.2, R = 500 slots andm ranges from 100 to 400 with an increment

of 100.

2Since we start the SNCS protocol with equal initial energy of sensors, the
geographic locations of sensors are used to break up the tie in DGA initially.
It also demonstrates that priorities are better to be random numbers rather
than some values relating to the deployment parameters.
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Fig. 8. Performance comparison of the SNCS protocol where 225, n =
200, p = 8, Rs = 0.10, R. = 0.20, R = 1000 slots with communication
errors.

that the coverage ratios remain the same under diffefent
Also, the lifetime is the same (aroungl rounds) for all
the simulated values oF,. except whenE, = 10% where
the lifetime is approximatel®8 rounds, since the algorithm
consumes more messages during the scheduling phases of
the rounds - the reason is that some of the packets are lost
and hence it takes more time to ultimately converge on the
MCMS solution. Fig. 8(b) shows that the ratio of active sensors
increases proportionally with the increasehh.

Notice that, comparindZ. = 10% with the ideal case, the
increase in the average active ratio is only abti®, which
indicates the robustness of the SNCS protocol to packet errors.

D. Performance Comparison of DGA and OGDC

By settingp = 1 in DGA, coverage by directional sensors
degenerates to the circular (isotropic) coverage, the most
common case studied in the literature so far, which allows
us to compare the performance of our proposed scheme
with previous ones. Therefore, in this experiment, we focus
on two distributed schemes, DGA and OGDC, which are
regarded as one-time deployment schemes in this context. The
performance metrics of interests are the ratio of coverage and
the number of active sensors when finishing a configuration
of the randomly deployed network.

Although OGDC provides area coverage rather than target
coverage, there are two reasons for choosing OGDC for
comparison. First, as mentioned in [13], by configuring the
set of targets as a set of regular grid points with a certain
density, target coverage can be approximated as area coverage.
Second, as stated in [4], OGDC outperforms other existing
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R e S same as the sensing randg& of sensors), the performance
9os SO ; of DGA is comparable to that of OGDC. The reason is that
§ 4 to maximize the number of acquired targets with a certain
gos granularity in DGA is in the same spirit of minimizing the
é 04 overlaps among sensing disks in OGDC.
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S0 100 150 200 o 2%0 %00 350 400 In this paper, we study the problem of coverage by direc-

(a) The ratio of coverage. tional sensors in randomly deployed Wire_less sensor n_etwor_ks.

100 To characterize the desired node and orientation configuration
" at any instant, we first propose the MCMS problem which
g 80 is proved to beNP-complete. Then we present its exact
& : solution by an ILP formulation and approximate solution
% * s by CGA in a centralized fashion, respectively. Followed we
5 w0 f provide the distributed solution of the MCMS problem by
3 50 DGA and show its properties. Furthermore, to maximize the
§ 2 o Deateio network lifetime in a larger time scale, we develop the SNCS

DGA (20+20) protocol based on DGA with residual energy consideration of

%

100 150 200 250 300 350 400

n sensors. Finally, we systematically evaluate the performance of
proposed solutions and protocol through extensive simulations.

To be noted, some components in our model may not
be practical, such as the sensing region of a directional
sensor with a binary detection model. However, our proposed
framework can be easily generalized to accommodate other

distributed algorithms [14], [2], [3] in terms of the abovePractical sensing and detection model of a sensor as long as
interested performance metrics. we can measure the coverage and establish the relationship

In the simulations, to run DGA, we configure the set 0t?et\_/veen sensing regions of sensors and the objects (e.g., target,
targets as follows. We divide the unit square area into/ "€gion and volume and so on) to be covered.
square grids and targets are at the centers of these grids.
To evaluate the effect of target density on the quality of

deployment, we set to 10, 15 and 20. The rest of the ) .
parameters for both DGA and OGDE are: R, = 0.1, The authors would like to thank Professor John Mitchell for

R. = 0.2 and n ranges from75 to 400 with an increment discussing the proof of Theorem 3.1. The authors would also

of 25. As for the performance results, the ratio of coverage {gank the anonymous reviewers for their valuable feedback.
measured as follows. To compare DGA with OGDC, we need
to provide some estimate of area coverage from DGA, since
DGA provides target coverage. So, we configure a set of grid
points by setting = 100 and then define the ratio of coverage(!!
as the ratio of the number of grid points that are covered by
at least one sensor to the total number of grid points. Fig 2]
shows the performance comparison of DGA and OGDC.
In Fig. 9(a), the ratio of coverage by DGA increases with

(b) The number of active sensors.

Fig. 9. Performance comparison of OGDC and DGA, where 1, Rs =
0.1, R. = 0.2 andn ranges from 75 to 400.
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