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By construction, it is possible to build a covering array on $Q I(n, k)$ with $n$ columns and a $k$ alphabet.
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- If $k$ is a prime power then this is the largest independent set, because we have cliques of size $k+1$.
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Table of eigenvalues:

$$
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What is this association scheme and does it work for general $k$ ?
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## Multiplicity Free Representations

## Theorem (Godsil and M. 2006)

 $\operatorname{ind}_{\operatorname{Sym}(\ell k)}\left(1_{\operatorname{Sym}(\ell) \text { Sym }(k)}\right)$ is multiplicity-free if and only if $(\ell, k)$ is one of the following pairs:(a) $(\ell, k)=(2, k)$;
(b) $(\ell, k)=(\ell, 2)$;
(c) $(\ell, k)$ is one of $(3,3),(3,4),(4,3)$ or $(5,3)$;
$Q I\left(k^{2}, k\right)$ is in an association scheme only if $k=3$.
We actually found all subgroups $G$ of $\operatorname{Sym}(n)$ such that $\operatorname{ind}_{S y m(n)}\left(1_{G}\right)$ is multiplicity free.
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1. Sperner's theorem and the Erdős-Ko-Rado theorem give significant information about $Q I(n, 2)$ :
1.1 Can Sperner's theorem be extended to partitions?
1.2 Can the Erdős-Ko-Rado theorem be extended to partitions?
1.3 There are two ways to define intersection (one works, the other is still open)
1.4 There is a huge amount of work on extending the EKR theorem to other objects.
2. What are the largest independent sets in $Q I\left(k^{2}, k\right)$ ?
2.1 Do we have the least eigenvalue of $Q I\left(k^{2}, k\right)$ ?
2.2 What are the largest independent sets in $Q I(n, k)$ ?
3. What are the interesting features of the association schemes from the subgroups of $\operatorname{Sym}(n)$ ?
