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ABSTRACT Detecting COVID-19 early may help in devising an appropriate treatment plan and disease

containment decisions. In this study, we demonstrate how transfer learning from deep learning models can be

used to perform COVID-19 detection using images from three most commonly used medical imaging modes

X-Ray, Ultrasound, and CT scan. The aim is to provide over-stressed medical professionals a second pair

of eyes through intelligent deep learning image classification models. We identify a suitable Convolutional

Neural Network (CNN) model through initial comparative study of several popular CNN models. We then

optimize the selected VGG19 model for the image modalities to show how the models can be used for

the highly scarce and challenging COVID-19 datasets. We highlight the challenges (including dataset size

and quality) in utilizing current publicly available COVID-19 datasets for developing useful deep learning

models and how it adversely impacts the trainability of complex models. We also propose an image pre-

processing stage to create a trustworthy image dataset for developing and testing the deep learning models.

The new approach is aimed to reduce unwanted noise from the images so that deep learning models can focus

on detecting diseases with specific features from them. Our results indicate that Ultrasound images provide

superior detection accuracy compared to X-Ray and CT scans. The experimental results highlight that with

limited data, most of the deeper networks struggle to train well and provides less consistency over the three

imaging modes we are using. The selected VGG19 model, which is then extensively tuned with appropriate

parameters, performs in considerable levels of COVID-19 detection against pneumonia or normal for all

three lung image modes with the precision of up to 86% for X-Ray, 100% for Ultrasound and 84% for CT

scans.

INDEX TERMS COVID-19 detection, image processing, model comparison, CNN models, X-ray, ultra-

sound and CT based detection.

I. INTRODUCTION

The current COVID-19 pandemic has impacted the world

with over 18.35 million infections and over 6,96,147 deaths

so far (as of 5th August 2020) [1]. Early identifying, isolation

and care for patients is a key strategy for a better management

of this pandemic. Our study aims to provide a conceptual

The associate editor coordinating the review of this manuscript and

approving it for publication was Derek Abbott .

transfer learning framework to support COVID-19 detection

with the use of image classification using deep learning mod-

els for multiple imaging modes including X-Ray, Ultrasound,

and CT scan. The acquisition of a sufficiently large, publicly

available corpus of medical image sample data for fully train-

ing deep learning models is challenging for novel medical

conditions such as COVID-19 since collection and labelling

of images requires significant time and resources to compile.

An alternative method of training deep learning models is
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‘‘transfer learning’’ whereby a deep learning network is pre-

weighted with the results of a previous training cycle from a

different domain. This technique is commonly used as a basis

for initializing deep learning models which are then fine-

tuned using the limited available medical sample data set with

results that have been documented to outperform fully trained

networks under certain circumstances [2], [3]. The study will

demonstrate how transfer learning can be used for COVID-

19 detection for three commonly used imaging modes X-

Ray, Ultrasound, and CT scan. This could assist practitioners

and researchers in developing a supporting tool for highly

constrained health professionals in determining the course of

treatment. The study further demonstrates a pre-processing

pipeline for improving the image quality, for deep learning-

based predictions. An initial testing is also conducted to

understand the suitability of various popular deep learning

models for the limited available dataset in order to select a

model for the proposed image classification demonstrations

on multiple image modes.

Fast, accessible, affordable and reliable identification of

COVID-19 pathology in an individual is key to slowing

the transmission of COVID-19 infection. Currently, reverse

transcriptase quantitative polymerase chain reaction (RT-

qPCR) tests are the gold standard for diagnosing COVID-19

[4]. During this test small amounts of viral RNA are extracted

from a nasal swab, amplified, and quantified with virus

detection indicated visually using a fluorescent dye. Unfortu-

nately, the RT-qPCR test is manual and time-consuming, with

results taking up to two days. Some studies have also shown

false positive Polymerase Chain Reaction PCR testing [5].

Other testing approaches include imaging technology-based

approaches including computed tomography (CT) imaging

[6] and X-Ray imaging based [7], [8] and Ultrasound imag-

ing [9].

The CT scan-based COVID-19 detection is time consum-

ing and manual with the requirement of expert involvements.

CT scanning machines are also difficult to use for COVID

patients, as the patients often need to be transferred to the CT

room, the machines would require extensive cleaning after

each usage, and higher radiation risks [10]. Although CT is

not recommended as a primary diagnostic tool, it has been

successfully used as a supporting tool for COVID-19 condi-

tion assessment [6]. Common CT findings include ground-

glass opacities (GGO) at the early stage, during progressive

stage, air space consolidation during peak stage, Broncho

vascular thickening in the lesion, and traction bronchiectasis

are visible during absorption stage [10]. Several studies have

shown promising results in using deep learning models to

automated diagnosis of COVID-19 from CT images [6], [11],

[12]. Both the PCR tests and CT scans are comparatively

costly [13], [14] and with an overwhelming demand many

countries are forced to perform selective testing for only high-

risk population.

X-Ray imaging is relatively cost effective and commonly

utilized for lung infection detection and is useful for COVID-

19 detection as well [15]. Medical observations were made

by one of the co-authors of this research (Dr. Saha) who is

also a medical professional, as well as by treating doctors of

the COVID-19 dataset [16] patients. The common features

observed in the X-Ray images of patients with COVID-19 are

patchy infiltrates or opacities that bear similarities to other

viral pneumonia features. X-Ray images do not show any

abnormalities in the early stages of COVID-19. However,

as the disease progresses, COVID-19 gradually manifests as

a typical unilateral patchy infiltration involving mid zone and

upper or lower zone of the lungs, occasionally with evidence

of a consolidation.

FIGURE 1. COVID-19 progression over several days as evident in different
imaging modes.

Ultrasound imaging has also been recommended as a tool

for COVID-19 lung condition assessment since it can be used

at bedside with minimal infection spreading risks and has

excellent ability to detect lung conditions related to COVID-

19 [17]. Progression of COVID-19 infection is evident as B-

lines aeration in early stages of consolidation in critical stages

[10], [18].

Fig. 1 shows the progression of evidence for the patient

in the COVID-19 datasets for X-Ray, CT and Ultrasound

imaging.
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Computer vision diagnostic tools for COVID-19 from

multiple imaging modes such as X-Ray, Ultrasound, and

CT would provide an automated ‘‘second reading’’ to clin-

icians, assisting in the diagnosis and criticality assessment of

COVID-19 patients to assist in better decision making in the

global fight against the disease. COVID-19 often results in

pneumonia, and for radiologists and practitioners differenti-

ating between the COVID-19 pneumonia and other types of

pneumonia (viral and bacterial) solely based on diagnostic

images could be challenging [19].

Deep learning artificial neural networks, and the Convo-

lutional Neural Networks (CNNs) have proven to be highly

effective in a vast range of medical image classification

applications [20], [21]. In this study, we present three key

contributions. Primarily, we demonstrate how transfer learn-

ing capabilities of off the shelf deep learning models can be

utilized to perform classifications in two distinct scenarios for

three imaging modes X-Ray, Ultrasound, and CT scan:

1) Identifying the pneumonia (both COVID-19 and other

types) affected lung against the normal lung.

2) Identifying COVID-19 affected lung from nonCOVID-

19 pneumonia affected lung.

Secondly, we present a comparative study in order to select

a suitable deep learningmodel for our demonstration.We per-

formed a comparative testing of several common off-the-

shelf CNN models namely VGG16/VGG19 [22], Resnet50

[23], Inception V3 [24], Xception [25], InceptionResNet

[26], DenseNet [27], and NASNetLarge [28]. The testing

is not intended for exhaustive performance comparison of

these methods, rather we wanted to select the most suitable

one for our multi-modal image classification, which performs

decently withminimal tuning. The sourceX-Ray, Ultrasound,

and CT image samples, especially those from the COVID-19

data sets, have been harvested from multiple sources and are

of inconsistent quality. In our final contribution, we have

implemented a pre-processing pipeline to reduce unwanted

signal noise such as non-lung area visible in X-Rays, and

thereby reduce the impact of sampling bias on this compar-

ison. Through this pre-processing pipeline, we minimize the

image quality imbalances in the image samples. This would

allow models to train on lung features only thus having a

greater chance of learning disease features and ignoring other

noise features. The study would provide timely model selec-

tion guidelines to the practitioners who often are resorted

to utilise certain mode of imaging due to time and resource

scarcity.

In the following sections we first present a brief review

of recent scholarly works related to this study, followed by

a discussion on the datasets we used and related challenges.

We then present the dataset generation process along with our

proposed pre-processing pipeline for data quality balancing.

We then present the deep learning model selection process

along with comparison results. Finally, we present the per-

formance results with discussions for our selected model on

all three image modes.

II. RELATED WORK

Computer aided detection and diagnosis of pulmonary

pathologies from X-Ray images is a field of research that

started in the 1960s and steadily progressed in the following

decades with papers describing highly accurate diagnosis of a

range of conditions including osteoporosis [29], breast cancer

[30], and cardiac disease [31].

CT scans also use X-Rays as a radiation source, how-

ever, they provide much higher image resolution and contrast

compared to standard X-Ray images because of a much

more focused X-Ray beam used to produce cross-sectional

images of the patient [32]. CT is generally considered as the

best imaging modality for lung parenchyma and is widely

accepted by clinicians as the ‘‘gold standard’’ [33]. A large

corpus of research exists relating to the use of machine learn-

ing to improve the efficiency and accuracy of lung cancer

diagnosis – largely driven by extensive CT based lung can-

cer screening programs in many parts of the world. Several

researches have achieved incredibly accurate results using

CNNswith transfer learning to detect lung nodules [34]–[37].

Recently a deep learning system built by Google achieved

state-of-the-art performance using patients’ current and prior

CT volumes to predict the risk of lung cancer. This system

outperformed human radiologists where prior CT scans were

not available, and equaled human radiologist performance

where historical CT scans were available [38]. Although X-

Ray is the current reference diagnosis for pneumonia, some

studies point out that CT generally outperforms X-Ray as

a diagnostic tool for pneumonia, albeit at higher cost and

convenience [39], [40].

Ultrasound has traditionally been used diagnostically in

the fields of cardiology and obstetrics and more recently

for a range of other conditions covering most organs. One

of the reasons for this increase in the use of ultrasound is

that technical advancements including machine learning have

allowed useful information to be determined from the low

quality and high signal-to-noise images that are typical of

the Ultrasound imaging modality [41]. Several researchers

have recently used Ultrasound as an effective diagnostic aid

in hepatic steatosis, adenomyosis, and craniosynostosis [42],

Pancreatic cancer [43], Breast cancer [44] and prostate can-

cer [45]. Use of bedside ultrasound in critically ill patients

compared favorably against chest X-Ray and approached

the diagnostic accuracy of CT scans for a range of thoracic

conditions [46]. The combination of lung ultrasound with

machine learning techniques was found to be valuable in

providing faster and more accurate bedside interpretation of

lung ultrasound for acute respiratory failure [47].

Difficulties in distinguishing soft tissue caused by poor

contrast in X-Ray images have led some researchers to imple-

ment contrast enhancement [48] as a pre-processing step in

X-Ray based diagnosis. In addition, lung segmentation of

X-Ray images is an important step in the identification of

lung nodules and various segmentation approaches are pro-

posed in the literature based on linear filtering/thresholding,

rolling ball filters and more recently CNNs [49].
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Although CT scans are much higher contrast/resolution

compared to X-Ray factors such as low dose and improper

use of image enhancement can lead to poor quality images. A

number of researchers have noted that histogram equalization

techniques, particularly adaptive histogram equalization can

improve the contrast of CT images [50]. A combination of

histogram normalization, gamma correction and contrast lim-

ited adaptive histogram equalization has been shown to objec-

tively improve the quality of poor contrast CT images [51].

Ultrasound images tend to be noisy due to the relatively

low penetration of soundwaves into organic tissue compared

to X-Rays. This limitation has led a number of researchers to

develop methods to improve the quality of ultrasound images

by various means including noise filtering, wavelet transfor-

mation and deconvolution [52]. Contrast Limited Adaptive

Histogram Equalization (CLAHE) has been used as part of a

pre-processing pipeline to enhance the quality of ultrasound

images [53].

In the literature review we noted a small number of very

recent studies that have used deep learning systems for

COVID-19 screening and diagnosis. A custom-built 18-layer

residual network pre-trained on the ImageNet weights against

COVID-19 (100 images) and Pneumonia (1431 images)

X-Ray image datasets [54]. A range of deep learning frame-

works coined as COVIDX-Net trained on a small data set

of 25 confirmed COVID-19 cases [55]. A custom curated

dataset of COVID-19, viral pneumonia and normal X-Ray

images [56]. A custom residual CNN that was highly effec-

tive in distinguishing between COVID-19, Pneumonia and

normal condition X-Ray images [57]. These studies used the

COVID-19 dataset [16] for the COVID-19 X-Ray samples,

and the RSNA dataset [58] was used to get pneumonia and

normal X-Ray samples.

Automated COVID-19 Pneumonia diagnosis from CT

scans has been the focus of recent studies with promising

results [59]–[62]. A combined U-Net segmentation and 3D

classification CNN has been used to accurately predict the

presence of COVID-19 with an accuracy of 90% using a non-

public dataset of CT images [63]. A ResNet50 based CNN

with transfer learning from the ImageNet weights was able to

classify COVID-19 with 94% accuracy [64] against a normal

condition CT slice using unspecified multiple international

datasets as a corpus. In a recent work, [65] addressed the chal-

lenge of automatically distinguishing between COVID-19

and community acquired pneumonia using machine learning.

This system uses a U-Net pre-processor model for lung field

segmentation, followed by a 3D ResNet50 model using trans-

ferred ImageNet weights. This study achieved a sensitivity

of 87% against a large non-public dataset collected from

6 hospitals. The DenseNet-169 CNN has been used [66] to

detect COVID-19 vs non-COVID-19 CT slices. Without seg-

mentation this system achieved an accuracy of 79.5% with an

F1 score of 76%. Using joint segmentation, the classification

accuracy was raised to 83.3% with an F1 score of 84.6%.

There has been less attention given to the use of machine

learning to automate COVID-19 diagnosis from Ultrasound

images, however a ResNet based CNN trained on the avail-

able Ultrasound COVID-19 data has achieved an accuracy

of 89% with recall accuracy for COVID-19 of 96% [9].

Each imaging mode differs in terms of cost/availability

and the level of clinical expertise required to accurately inter-

pret the generated medical images. Different imaging modes

are therefore suitable to different contexts – for example

both X-Ray and Ultrasound can be implemented as low-

cost portable units that may be used as bedside or even as

field diagnostic tools. CT scanning equipment is typically

physically fixed at high cost and is therefore only available

within the confines of hospitals andmedical clinics. Our main

aim is to first select one suitable deep learning model through

comparative testing of a range of off-the-shelf deep learning

models against each of these imaging modes using transfer

learning. The comparison results are then used to address

limited sample data size and data variability. We then applied

image pre-preprocessing to improve image quality and reduce

inter and intra dataset systematic differences in brightness

and contrast level. Finally, we performed extensive parameter

tuning on the selected model and compared the performance

of this model for each imaging mode.

III. DATASET DEVELOPMENT

A. DATA SOURCING

Large numbers of X-Ray, CT and Ultrasound images are

available from several publicly accessible datasets. With

the emergence of COVID-19 being very recent none of

these large repositories contain any COVID-19 labelled data,

thereby requiring that we rely upon multiple datasets for Nor-

mal, Pneumonia, COVID-19 and other nonCOVID-19 source

images.

COVID-19 chest X-Rays were obtained from the publicly

accessible COVID-19 Image Data Collection [16]. This col-

lection has been sourced from websites and pdf format pub-

lications. Unsurprisingly, the images from this collection are

of variable size and quality. Image contrast levels, brightness

and subject positioning are all highly variable within this

dataset. Our analysis in this article is based on a download

of this dataset made on 11 May 2020.

The selection of a dataset for Normal and Pneumonia

condition X-Rays posed a dilemma since a highly curated

data set is not comparable to the available COVID-19 chest

X-Ray dataset. Our early tests against one such dataset gave

an unrealistically high classification accuracy for the quality

of the data under test. We found that the National Institute of

Health (NIH) Chest X-Ray [67] dataset – provided images

are of a similar size, [68] quality and aspect ratio to the

typical images in the COVID-19 dataset with dimensions

being uniformly 1024× 1024 pixels in a portrait orientation.

CT scans for COVID-19 and nonCOVID-19were obtained

from the publicly accessible COVID-CT Dataset [66]. This

dataset has been sourced by extracting CT slice images show-

ing the COVID-19 pathology from preprint papers. Once

again, the images from this collection are of variable size and
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FIGURE 2. Different variations observed in the COVID-19 datasets.

quality. Moreover, the process of CT scanning is dynamic,

with a full scan consisting of many discrete slices taken in a

helical pattern along the thoracic cavity. The images in this

collection only present a single, or small number of slices

per patient. As CT slice images progress along the thoracic

cavity, the structural features visible in the generated image

change dramatically. Ideally all slices would be available for

analysis in order to equalize the distribution/prominence in

the image of these features, however this is not the case with

this dataset. Our analysis in this article is based on a download

of this dataset made on 11 May 2020.

Ultrasound images for COVID-19, Pneumonia and Nor-

mal conditions were obtained from the publicly accessible

POCOVID-Net data set [9]. These images have been sampled

from video sourced from various online sources. We noticed

a huge variation in the quality in the images within each

condition caused by the position of the ultrasound apparatus

on the patients’ chest. Ideally ultrasound video would be

taken in a systematic way to allow for greater comparability

of the condition datasets with every frame in the video subject

to analysis. Neither of these conditions are satisfied by this

dataset. Our analysis in this article is based on a download of

this dataset made on 11 May 2020.

TABLE 1. Summary of data sources used.

The number of images of each dataset along with a

description of the characteristics of the datasets is described

in Table 1. We believe the significant quality variations

between data from different classes need to be balanced for

deep learning models to learn actual disease related varia-

tions. Therefore, our study stresses the importance of sam-

pling bias/signal noise removal from the image datasets prior

to using them for model development and classification in

order to obtain meaningful and trustworthy classification

results. Some illustrative examples of this variability of these

datasets is shown in Fig. 2. Of these examples images (b),

(c) and (f) appear to have been cropped from journal articles

and in the case of (f) scanned. These images are of poor

quality and lacking detail that would indicate a pathology

to our machine learning models. Images (g), (j) and (k) also

lack detail as a result of apparatus positioning. Images (d)

and (l) show high brightness and low contrast, thus hiding

pathological details. Despite the variability of the datasets

we chose to only very lightly curate data as described in

Section III (C) Data Pre-processing and shown in Table 2.

Our reasoning for this is twofold. Firstly we wish to avoid

biasing the data corpus with a non-expert subjective opinion

of pathological indications, and secondlywe consider the use-

fulness of this study to potentially extend to future pandemic

situations where similar data quality issues will be likely if

not inevitable.
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B. DATA SAMPLING

In this study, we aim to use real X-Ray, Ultrasound and

CT scan data only, and not considering creation and use of

synthetic data at this stage. We also used a relatively bal-

anced dataset size for our model experiments, with imbalance

addressed using calculated class training weights. From the

source datasets shown in Table 1, we created a master dataset

for our experiments.

TABLE 2. Sampled dataset for experiments.

The X-Ray COVID-19 dataset was lightly curated to

remove a single image that was an incorrectly labelled

projection. All other COVID-19 images were included for

the various modes. The non-COVID-19 images were also

lightly curated to remove images that were mislabeled pro-

jections or dominated by intrusive medical devices. This left

us with usable image samples for X-Ray, Ultrasound and CT

scan to work with. Since the resulting sample corpus was still

relatively small for a deep learning application, we applied

several data augmentation transformations including horizon-

tal flip, horizontal and vertical shift and rotation during the

experiment process to increase the volume and variety of the

sample set as summarized in Table 2.

We recognized that although we were using only a small

number of image collections for our experiments; we were in

fact relying upon data sourced from an unknown number and

variety of X-Ray, CT, and Ultrasound machines, each with

variable exposure parameters and operator behaviors. Sys-

tematic image exposure and brightness differences within and

between the datasets of each imaging mode proved to be par-

ticularly concerning, and several researchers have indicated

that medical image analysis methods are highly sensitive to

variations of image intensities [69]. Research has shown that

the feasibility of an automated analysis system requires that

‘‘the intensity of the same tissue should always be similar in

one image and not vary with the location of the tissue’’ [69].

This principle, when extrapolated to the many images utilized

in machine learning algorithms, implies that all images in the

sample data sets should have similar intensity for the same

tissue over the entire set of images as well as within a single

image.
FIGURE 3. Results of enhancement preprocessing on original samples for
COVID-19, Pneumonia and Normal images.
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Since the machine learning classifiers, use a pixel array

as a data source, any systematic difference in pixel intensity

between the datasets would introduce sampling bias in the

results. This would have the consequence of training the

machine learning classifiers on systematic image histogram

differences rather than the actual clinical image content of

interest.

To minimize the effect of sampling bias, we applied his-

togram equalization to images using the N-CLAHE method

described by [70]. The method both normalizes images and

enhances small details, textures and local contrast by first

globally normalizing the image histogram followed by appli-

cation of Contrast Limited Adaptive Histogram Equalization

(CLAHE) [71]. This was implemented using the OpenCV

equalizeHist and createCLAHE functions [72].

As shown in Fig. 3, the N-CLAHE pre-process greatly

improved the image brightness/contrast consistency across

the datasets as well as enhancing the fine details of these

images. The same effect was observed within each data set.

Subjectively, the authors can no longer easily tell which

image has been drawn from which dataset purely on image

brightness and contrast characteristics alone.

IV. MODEL DEVELOPMENT

A. CLASSIFICATION PIPELINE

The experiment pipeline is shown in Fig. 4. Unprocessed

images are read with directory names used as class labels.

N-CLAHE is then applied to normalize images and highlight

the finer details for the attention of the machine learning

classifiers. Images are then resized to the classifier default

size, for example 224× 224 pixels for VGG16/19 and 299×

299 pixels for InceptionV3. Following image resizing, data

augmentation is applied to increase the number and variation

of images provided to the classifier. Augmentations applied

include horizontal flip, rotation, width shift, and height shift.

Vertical flip was not applied since X-Ray images are not

vertically symmetrical, and the resulting flipped image would

not resemble a real chest X-Ray. Finally, the augmented

images are utilized by the machine learning classifier using

an 80:20 Train/Test split.

B. MODEL CONSIDERATION

One of the key objectives of this study was to achieve reliable

classification results using publicly accessible data and ‘‘out-

of-the-box’’ models with transfer learning to both compen-

sate for the limited size of the sample data sets, and to

accelerate the training process so that this could be reasonably

performed on modest hardware.

CNN based models are well utilized for image classifica-

tion purposes and we want to initially select a suitable CNN

based deep learning model for our multimodal image classi-

fication study. Our primary aim is not to perform exhaustive

performance evaluation among all available models, rather

we aim to show the generic applicability of popular model

genres for the challenging and limited time critical dataset for

FIGURE 4. Experiment pipeline for preprocessing and classification.

COVID-19 chest images in multiple modes including X-Ray,

CT and Ultrasound to provide reasonable precision.

Since the ImageNet challenge (ILSVRC) 2012 [73], there

has been a flurry of development in deep learning models for

image classification and computer vision applications. These

developed models can be broadly grouped into several dis-

tinct model families such as AlexNet, VGG Nets, Inception

Nets, ResNets, MobileNets, DenseNets and NASNets based

on their distinct architectures [74], [75]. Over the years, these

basic model families produced several versions [74] and they

have been extensively used by other researchers to develop

modified and hybrid models [76]. Recent studies attempted

to improve performance of the base models by proposing new

layers and filters such as Sparse Shift Filter [77], Asymmetric

Convolution Block [78], Adder Networks [79], Virtual Pool-

ing [80], DiscreteWavelet Transform [81], andHetConv [82],

etc. Some recent substantial models have been developed

based on the base models, such as Res2Net [83] and Wide

ResNet [84] using the ResNet model; while Log Dense Net

[85] and Sparse Net [86] using the DenseNet model. Another

path of development combining multiple base models has

resulted in a number of hybrid models including AOGNet

[87], PNASNet [88], AmoebaNet [89], DPN [90], HCGNet

[76], GCNet [91], ThiNet [92], and SKNet [93] etc.

In order to find the most suitable model for our study,

we focused on widely popular models, suitable for transfer

learning, and readily available in packaged form through

trusted public libraries such as Keras. Hence, we only con-

sidered representatives of the base models in this domain as

discussed below. Conveniently, these models are all available

as part of the Keras API and each support transfer learning

[94] in the form of supporting the pre-application to themodel

of the ImageNet [95] weights.

1) VGG16 AND VGG19

VGG16 and VGG19 [22] are convolutional neural net-

work (CNN) architectures with very small convolution filters

(3 × 3) and a stride of 1 designed to achieve high accu-

racy in large-scale image recognition applications. The two
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implementations differ in depth of convolution/max-pooling

and fully connected layers, with VGG16 having 16 layers in

the base model and VGG19 having 19 layers.

2) RESNET50 V2

The ResNet [23] CNN was developed as a means of avoiding

the vanishing gradient problem inherent in deep neural net-

works by implementing a system of skip connections between

layers – known as residual learning. This architecture results

in a network that is more efficient to train, allowing for

deeper networks to be designed that positively impact the

model accuracy. ResNet50 is such a network with 50 layers

of implementing residual learning.

3) INCEPTION V3

The Inception V3 [24] CNN aimed to improve utilization

of computing resources inside the network by increasing the

depth and width of the network whilst keeping computation

operations constant. The designers of this network coined the

term ‘‘inception modules’’ to describe an optimized network

structure with skipped connections that is used as a building

block. This inceptionmodule is repeated spatially by stacking

with occasional max-pooling layers to reduce dimensionality

to a manageable level for computation.

4) XCEPTION

The Xception [25] CNN was developed by Google Inc. as

an ‘‘extreme’’ version of the Inception model. The Inception

modules described above are replaced with depth wise sepa-

rable convolutions. This Xception was shown to outperform

Inception on a large-scale image classification dataset (com-

prising 350 million images of 17,000 classes).

5) INCEPTIONRESNET V2

The InceptionResNetV2 CNN [26] combines the Inception

and Resnet architecture with the objective of achieving high

classification performance using a ResNet architecture with

the low computation cost of the Inception architecture.

6) NASNETLARGE

The NASNet (Large) CNN [28] has been developed by

Google Brain as a data driven dynamic network that uses rein-

forcement learning to determine an optimal network structure

for the image classification task at hand.

7) DENSENET121

The DenseNet 121 CNN [27] uses shorter connections

between layers in order to allow more accurate and efficient

training on very deep networks.

C. MODEL SELECTION

The Models discussed in the earlier section was firstly tuned

using Keras-tune to determine an optimum range of learning

rate, hidden network size and dropout rate. From this process,

optimal hyperparameter ranges were determined to be:

• Learning Rate = 10−3 – 10−5,

• Hidden Layer Size = 8 - 96 neurons,

• Dropout = 0.1 – 0.2

Each model was then trained 5 times over 100 epochs with

precision, recall, training/testing accuracy and loss metrics

captured along with training curves and confusion matrices

for further analysis.

The test was repeated for learning rates between 10−3 and

10−5 with order-of-magnitude increments. The hidden layer

size was also varied between 8 and 96. The batch size was

varied between 2 and 16. Each classifier was trained on the

ImageNet [95] weights for transfer learning. Finally, where

models converged well, the best training hyperparameters

were selected by inspection of training curves. The number of

training epochs was then adjusted to prevent overfitting. The

training and testing were then repeated with selected epochs

and optimized hyperparameters to obtain performance scores.

The testing results as shown in Table 3 that the simpler

VGGclassifiers weremore trainable on all three imagemodes

and provided more consistent results across all three image

modes. We also noted that ultrasound provided best classi-

fication results across all deep learning models compared to

the CT and X-Ray image modes. The more complex models

tended to either overfit in early epochs (<10) or failed to

converge at all. Where reasonable results were obtained from

the more complex models training curves typically showed

overfitting and somewhat erratic training behavior in several

cases.We also found that themore complexmodel trainability

was highly dependent upon initial model hyperparameter

choice, whereas the VGG classifiers produce good results for

a wider range of hyperparameter choices.

Finally, we noticed that the more complex models exhib-

ited a higher training metrics deviation between epochs with

randomly selected train/test splits. We believe the smaller

data size and high fine-grained variability within the datasets

were detected by the sensitive complex models, thus resulting

in poorer performances. We expect complex model perfor-

mance to improve with larger and better-quality data.

Based on our initial testing results, we have chosen the

VGG19 model for our multimodal image classification test-

ing in this study. We anticipate that future novel pandemics

can also be expected to initially produce small, low quality

medical image datasets and suggest that our findings are

likely to extend to similar future applications with such chal-

lenging datasets.

The three modes of data (X-Ray, CT and Ultrasound)

mainly used to understand lung conditions for a covid-

19 patient. Through popular deep learning models, we try to

understand their individual strength and weakness to detect

COVID-19 lung condition for reasonable precision perfor-

mance. This is vital for a doctor for decision making as each

has advantages and disadvantages. Moreover, when there is

limited time, resource, and patient condition, the doctor may

need to take decision based on one modality. These results

would help practitioners in selecting appropriate models for
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TABLE 3. Model performance summary.

different imaging modes thus providing critical support when

time and resources are stretched in a pandemic situation like

the current COVID19.

V. EXPERIMENTS WITH SELECTED VGG19 MODEL

A. COMPUTING EQUIPMENT

All the experiments were performed on the University of

Technology Sydney Interactive HPC environment under an

Anaconda 3 software environment. Experiments were pro-

grammed using the Keras APIs with a TensorFlow 2 backend.

The server used was specified as an Intel Xeon Gold 6150

2.7GHz 18 cores (16 cores enabled) with 24.75MB L3 Cache

(Max Turbo Freq. 3.7GHz, Min 3.4GHz). The server had

360GB RAM (Six Channel). This server hosted a NVIDIA

Quadro P5000 GPU (2,560 Cores, 16GB Memory).

B. EXPERIMENT SETUP

VGG19 model was tuned for each image mode and each

individual experiment to achieve the best possible results

for the collated datasets. Learning rates were varied between

10−3 to 10−6 with order-of-magnitude increments. The batch

sizes between 2 to 16 were applied. The hidden layer was

varied between 4 and 96 nodes. Dropout rates of 0.1 and

0.2 were applied. These hyperparameter ranges generated an

output head architecture as shown in Fig. 5.

FIGURE 5. Head architecture of the proposed models.

C. EXPERIMENT DATASET

The master dataset was utilized for training and testing with

the VGG19 classifier over 5 experiments as shown in Table 4.

Processed dataset is available at: https://github.com/mhorry

/N-CLAHE-MEDICAL-IMAGES

D. RESULTS AND DISCUSSIONS

With the selected VGG19 model for each experiment listed

in Table 4, we first conducted the extensive performance

tuning by adjusting multiple parameters including learning

rate, batch size, node size and drop rate. The effects of

learning rate, batch size and hidden layer size hyperparameter

selection on the accuracy metric of experiment 1A is shown

in Fig. 6.We noted that dropout rate had only a minimal effect

on the model accuracy except at the highest learning rate

of 10−3 and lowest learning rate of 10−6 where a dropout rate

of 0.2 proved to be more stable than a dropout rate of 0.1. For

learning rates for 10−3 and 10−4 the dropout rate selection

has no discernable effect on model accuracy.

Learning rate, batch size and hidden layer size all affected

model accuracy. The first observation is that learning rates
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TABLE 4. Datasets used for experiments.

of 10−4 and 10−5 provided higher model accuracy with 10−5

achieving more consistent results. There is a tendency for

accuracy to improve with batch size increase at learning rates

of 10−3 and 10−6 but at learning rates of 10−4 and 10−5

this tendency is not apparent. Finally, there is also a trend

towards higher accuracy with a larger hidden layer size that

is most noticeable at 10−3. Taking a learning rate of 10−5

as achieving consistent high accuracy, we can then suggest

from this analysis that a hidden layer size ranging from 64 to

96 and batch size of 4 could generally be expected to provide

the most accurate results for this experiment. Through similar

analysis for each experiment in Table 4, we have identified

the best parameter settings for each experiment as shown

in Table 5.

The results of the five experiments are listed in Table 5.

For experiments classifying COVID-19 and Pneumonia vs

Normal (1A and 2A) we found that the Ultrasound mode

provided the best results with a sensitivity of 97% and positive

predictive value of 99% compared to X-Ray with 83% and

85% respectively. For experiments classifying COVID-19 vs

Pneumonia (1B and 2B) we again found that the Ultrasound

mode provided the best results with a sensitivity of 100% and

a positive predictive value of 100% compared to X-Ray with

sensitivity of 86% and positive predictive value of 86%. The

CT imaging mode was found to have a sensitivity of 83% and

positive predictive value of 79% in classifying COVID-19 vs

non COVID-19 scans. All experiments resulted in F1 scores

exceeding 80% which is a good result given the relatively

small and variable quality data corpus available.

The learning curves for each experiment are shown

in Fig. 7. The training curves for both Ultrasound experi-

ments (2A and 2B) are close to ideal. The training curves

for the X-Ray experiments (1A and 2A) are also very good,

although the curve for experiment 1B does show some signs FIGURE 6. Model sensitivity to hyperparameters for experiment 1A.
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TABLE 5. Experiment results for three image modes.

of erratic learning patterns, which is the expected result of

the highly variable image quality in the COVID-19 data set.

The learning curve for the CT mode experiment (3A) is

very erratic – even though the model did train, overfitting

is arguably apparent after the epoch 50. Once again this is

the expected result considering significant variation in the CT

image data sets.

The confusion matrices in Fig. 8 provides an indication

of the false-negative and false-positive results of our exper-

iments. Minimization of false negative predictions is impor-

tant in the medical context since false reassurance may lead

to diagnostic and treatment delay resulting in poor medical

outcomes, patient mental distress, community loss in confi-

dence relating to medical services and legal consequences

[96]. False negative predictions for the Ultrasound mode

experiments were very low at 1 and 0 for experiments 2A

and 2B, respectively. False negative predictions for the X-Ray

mode experiments were higher with 11 and 4 for experiments

1A and 1B respectively. The CT mode (experiment 3A) also

performed poorly in this respect with 12 false negatives. Once

again, the limited sample size and variable quality of the

COVID-19 data sets used for the X-Ray and CT experiments

are themost likely cause of the relatively high number of false

negatives for experiments 1A, 1B and 3A.

As previously noted, false negatives generated by the Keras

class prediction threshold of 0.5 were high in the case of the

FIGURE 7. Learning curves for different modes.

CT and X-Ray imaging modes. We then performed adjust-

ments in the class prediction threshold in 5% increments
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FIGURE 8. Confusion matrix for different modes.

from 0.5 to 0.75. We successfully reduced false negatives,

at the cost of increasing false positives. For experiment 1A

FIGURE 9. Reduction of false negatives using thresholding.

we reduced false negatives from 11 to 8 using a threshold

of 0.65. This raised the sensitivity of this test from 83% to

85% with a loss in positive predictive value from 85% to

73%. For experiment 1B we reduced false negatives from

4 to 2 using a threshold of 0.75. This raised the sensitivity of

this test from 86% to 93% whilst reducing positive predictive

value from 86% to 79%. For experiment 3A we reduced false

negatives from 12 to 7 using a threshold of 0.7. This raised

the sensitivity of this test from 83% to 90% with a reduction

in positive predictive value from 79% to 78%. The confusion

matrices associated with these results are shown in Fig. 9.

Overall, the results show that deep learning models were

performing extremely well with the ultrasound image mode.

The X-Ray and CT modes are challenging with the available

COVID-19 datasets.

VI. CONCLUSION

We have demonstrated that with current limited and chal-

lenging COVID-19 datasets, VGG19 model could be used
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to develop suitable deep learning-based tools for COVID-19

detection. The model is capable of classifying both Pneumo-

nia vs Normal and COVID-19 vs Pneumonia conditions for

multiple imaging modes including X-Ray, Ultrasound, and

CT scan.

With very little data curation, we achieved considerable

classification results using VGG19 from all imaging modes.

Perhaps the most interesting observation is that the pre-

trained models tuned very effectively for the Ultrasound

image samples, which to the untrained eye appeared noisy

and difficult to interpret. Both training curves and confu-

sion matrix for both Ultrasound experiments are close to

ideal. VGG19 also trained well against the X-Ray image

corpus however, without modified thresholding we found

that the proportion of false negatives was concerning but not

unexpected given data quality challenges. Our finding that

experiment 1A/2A yielded lower F1 scores and higher false

negatives than experiments 1B/2B was unexpected since the

manifestation of COVID-19 is itself a form of viral pneumo-

nia. This may indicate that despite our attempts to remove

sampling bias using N-CLAHE pre-processing there may

still be systematic differences in the COVID-19 image data

sets that leads the VGG19 classifier to more easily distin-

guish the COVID-19 images from the pneumonia images. A

future research direction could be to isolate the lung field

by segmentation for all image samples in order to remove

noise and further reduce sampling bias. Our lower results

against the CT image corpus were not surprising since the

CT image slices available were not from a uniform patient

location and displayed extremely high variability in both form

and content.

Our study uncovers the challenging characteristics of the

limited COVID-19 image datasets. This should be helpful for

practitioners aiming to use these datasets for their research

and development. We provided a pre-processing pipeline

aimed to remove the sampling bias and improve image qual-

ity. Our preprocessed images are also made openly available

for others to use. During our initial model selection experi-

ment, we also found that both VGG16 and VGG19 classifiers

provided good results within the experimental constraints of

the small number of currently available COVID-19 medical

images. While deeper networks generally struggled, they will

perform better when larger datasets are available which will

reduce the impact of data quality variation.

It is inevitable that the initial publicly available medical

images for novel medical conditions such as COVID-19

will be low in number and poor in quality. In this situ-

ation we conclude that the VGG19 classifier with trans-

fer learning provides a fast and simple to implement

machine learning model for multiple imaging modes provid-

ing good results that may lead to clinically useful diagnostic

tools.

Despite our promising results, we would urge great cau-

tion in the development of clinical diagnostic models using

currently available COVID-19 image dataset. The effect of

a false positive diagnosis of COVID-19 on an individual is

the isolation of the individual and their contract traces and

the mental anguish and stress caused by both the prognosis

and the social isolation. A false positive COVID-19 diagnosis

could result in an inappropriate course of treatment. The

effects of a false negative COVID-19 diagnosis would also

be devastating for the individual if that diagnosis led to an

inappropriate lack of treatment, and also for the commu-

nity since cautions against COVID-19 transmission may not

be appropriately applied resulting in the further community

spread of the disease.

As a higher quality corpus of COVID-19 diagnostic image

data becomes available, it may be possible to produce clin-

ically trusted deep learning-based models for the fast diag-

nosis of COVID-19 as distinguished from similar conditions

such as pneumonia. Such a tool would prove invaluable

in practice, where other diagnostic tests for COVID-19 are

either unavailable or unreliable. As the COVID-19 spread

progresses throughout remote and economically challenged

locations, an ability to diagnose COVID-19 from a readily

available and portable medical imaging equipment such as

X-Ray and Ultrasound machines would help slow the spread

of the disease and result in a better medical outcome for the

population.

Data fusion concept allows us to combine multiple

modes of data to improve model classification performance.

Although data fusion comes with its own set of challenges

[97], [98], it has been used successfully in other applica-

tion areas such as remote sensing [99]–[101], action detec-

tion [102], and medical diagnosis and imaging [103], [104].

We plan to extend our study with multimodal data fusion

when sufficient data is available.
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