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Abstract. Currently, conversations with chatbots are perceived as unnatural and 

impersonal. One way to enhance the feeling of humanlike responses is by imple-

menting an engaging communication style (i.e., Conversational Human Voice 

(CHV); Kelleher, 2009) which positively affects people’s perceptions of the or-
ganization. This communication style contributes to the effectiveness of online 

communication between organizations and customers (i.e., webcare). This com-

munication style is of high relevance to chatbot design and development. This 

project aimed to investigate how insights on the use of CHV in organizations’ 
messages and the perceptions of CHV can be implemented in customer service 

automation. A corpus study was conducted to investigate which linguistic ele-

ments are used in organizations’ messages. Subsequently, an experiment was 
conducted to assess to what extent linguistic elements contribute to the perception 

of CHV. Based on these two studies, we investigated whether the amount of CHV 

can be identified automatically. These findings could be used to design human-

like chatbots that use a natural and personal communication style like their hu-

man conversation partner. 

Keywords: Conversational Human Voice, Linguistic Elements, Tool Develop-

ment, Chatbots. 

1 Introduction 

Customer service plays an important role in organizations’ ability to generate revenue. 

In recent years customer service has transformed from mediated communication (e.g., 

contact by phone) to computer-mediated communication (e.g., contact via social media 

channels; i.e. ‘webcare’; Van Noort & Willemsen, 2012) to human-AI interaction (e.g., 

contact using of chatbots). This transformation also occurs in the Netherlands: in 2016 

4.7% of the organizations used chatbots to supplement their customer services. This 

number has tripled in the last two years (Van Os, Hachmang, Derksen, & Keuning, 

2016; 2018), because chatbots provide 24/7 customer service and save time and money 

by reducing the number of service employees (Gnewuch, Morana, & Maedche, 2017). 
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However, chatbot technology does not live up to its full potential yet. Much effort is 

put on the accuracy and performance of conversational AI, such as language recogni-

tion (Coniam, 2008; Shawar & Atwell, 2005), recall of previously mentioned topics 

(Jain, Kumar, Kota & Patel, 2018), and the introduction of new topics or follow-up 

questions (Schuetzler, Grimes, & Giboney, 2018; Silvervarg & Jönsson, 2013), but cur-

rently, people perceive their conversations with chatbots as unnatural and impersonal 

(Drift, SurveyMonkey Audience, Salesforce, Myclever, 2018).  

One way to enhance the feeling of natural and personal chatbot responses, is by im-

plementing a Conversational Human Voice (CHV, Kelleher, 2009; Kelleher & Miller, 

2006). This communication style reflects human communication attributes, such as per-

sonally addressing the customer, using informal speech, and being open to dialogue. 

Webcare research shows that CHV in organizational messages positively affects peo-

ple’s perceptions of the organization (e.g., Kerkhof, Beugels, Utz, & Beukeboom, 2011; 

Park & Lee, 2013). However, we have insufficient knowledge regarding the adoption 

of CHV in chatbots.  

In a project funded by a NWO KIEM grant for creative industries we investigated 

how insights on the use of CHV in webcare messages and the perceptions of CHV can 

be implemented in customer service automation. We developed an online monitoring 

tool that enables webcare employees to respond with an appropriate communication 

style to customers’ messages. This monitoring system may be useful as a basis for de-

veloping humanlike chatbots. 

2 Theoretical Background 

2.1 Chatbot As Social Actors 

According to the Computers Are Social Actors (CASA) paradigm people tend to re-

spond socially to computers, similarly to other humans, even when aware they are in-

teracting with a computer (Nass, Steuer, & Tauber, 1994). This implies that people 

automatically apply social rules, expectations, and scripts known from interpersonal 

communication in their interaction with computers (Nass & Moon, 2000; Reeves & 

Nass, 1996). These social reactions to computers in general (Nass & Moon, 2000) and 

to chatbots in particular (von der Pütten, Krämer, Gratch, & Kang, 2010) increase when 

more social cues are provided, such as communication style (Verhagen, van Nes, Feld-

berg, & van Dolen, 2014). For example, a customer service chatbot using informal 

speech increased the perception of the chatbot as being humanlike (Araujo, 2018). A 

communication style that could be applied to chatbots is the Conversational Human 

Voice (Kelleher, 2009; Kelleher & Miller, 2006). 

2.2 Operationalization Of Conversational Human Voice 

In order to enable chatbot designers to develop conversational agents that adopt CHV, 

it is important to understand which linguistic elements contribute to this communication 

style. Van Noort, Willemsen, Kerkhof and Verhoeven (2014) distinguished three strat-

egies to create CHV in messages, that were operationalized into several conversational 
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linguistic elements by van Hooijdonk and Liebrecht (2018). The first strategy is Mes-

sage Personalization: the degree to which a specific individual (organization and stake-

holder) can be addressed in a message (cf. Walther, 2011), such as greeting the stake-

holder (Hi Peter!) and using personal pronouns (you, your) (van Hooijdonk & Lie-

brecht, 2018). The second strategy is Informal Speech: casual, everyday language that 

differs from formal, corporate language (cf. Kelleher & Miller, 2006), such as the adop-

tion of non-verbal cues (veeeery, :-)) and interjections (haha) (van Hooijdonk & Lie-

brecht, 2018). The third strategy is Invitational Rhetoric: to what extent the organiza-

tion’s communication style stimulates stakeholders to engage in conversations and cre-
ates mutual understanding between the parties (cf. Foss & Griffin, 1995), such as ac-

knowledging (thanks for the message) and showing sympathy/empathy (I can imagine 

this is disappointing) (van Hooijdonk & Liebrecht, 2018).  

It has been shown that the adoption of CHV by chatbots is beneficial for organiza-

tions. Liebrecht and van der Weegen (to appear) found that customer service chatbots 

using multiple conversational linguistic elements from all three strategies enhanced 

brand attitude and perceived warmth of the chatbot. These relations were mediated by 

the perceived social presence: people’s perceptions of actually communicating with an-
other human being (Short, Williams, & Christie, 1976). Thus, the adoption of CHV in 

chatbots can diminish customers’ feelings of unnatural and impersonal service contact. 

2.3 Aim Of This Paper 

To facilitate the development of humanlike chatbots, several design issues should be 

addressed. In this paper, we focus on two aspects from webcare research that could 

inform the development of conversational agents that adopt a humanlike conversation 

style. First, following the principles of Communication Accommodation Theory (CAT; 

Giles, Coupland, & Coupland, 1991), a chatbot’s communication style should match 
the communication style of the customer (Jakic, Wagner & Meyer, 2017). This requires 

that the chatbot can automatically identify conversational linguistic elements in the cus-

tomer’s messages. In order to train a conversational agent to recognize these elements, 

we first needed to establish whether human coders can identify them reliably. Further-

more, the identification also results in a list of conversational linguistic elements that 

can be used to train the conversational agent on the recognition of CHV. We therefore 

conducted a corpus analysis to investigate which conversational linguistic elements 

webcare employees of the Netherlands Red Cross use in their messages to various 

stakeholders (e.g., benefactors, collectors, emergency workers, etc.) on public and pri-

vate social media channels (i.e., Study 1). This study is a replication of van Hooijdonk 

and Liebrecht’s (2018) study, who conducted a corpus analysis on conversational lin-
guistic elements in webcare messages of Dutch municipalities on Twitter. 

Second, the contribution of specific conversational linguistic elements to the percep-

tion of CHV also needs to be investigated. Although the presence of conversational 

linguistic elements contributes to perceived CHV (van Noort et al., 2014), the weighted 

contribution of each linguistic element is unknown. Several experimental studies inves-

tigated the relation between linguistic elements in webcare messages and perceived 
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CHV (e.g., Park & Lee, 2013; Barcelos, Dantas, & Sénécal, 2018), but there are con-

siderable differences in the type and number of linguistic elements used. For example, 

Park and Lee (2013) found that the perceived CHV increased by only one personaliza-

tion element (i.e., signature, such as ^CL), whereas Barcelos et al. (2018) concluded 

that a combination of personalization elements and informal speech increased the per-

ceived CHV. These results are also relevant for the design of chatbots’ communication 
style. Liebrecht and van der Weegen (to appear) included multiple conversational lin-

guistic elements from all three strategies, but it is unclear which elements contribute to 

what extent to the perception of CHV, and consequently to people’s perceptions of the 
chatbot and the organization. To investigate how conversational linguistic elements are 

related to perceived CHV, an experiment was conducted in which webcare employees 

evaluated the perceived CHV of messages (i.e., Study 2). Finally, the findings of both 

Study 1 and Study 2 were used to investigate whether the amount of CHV in messages 

can be identified automatically (i.e., Study 3). 

3 Study 1: Identification Of Conversational Linguistic 

Elements 

3.1 Method 

The OBI4wan monitoring tool1 was used to collect a random sample of webcare dia-

logues from March 2017 until October 2017 between the Netherlands Red Cross and 

their stakeholders. The sample included both public as well as private channels. The 

public conversations were collected from Twitter (81), Facebook (75), and Instagram 

(35). The private conversations were collected from Twitter DM (80), Facebook Mes-

senger (72), and Whatsapp (80). The total corpus contained 423 dialogues (895 stake-

holders’ messages and 689 webcare messages).  
We only collected Dutch webcare conversations and anonymized them by deleting 

names, addresses, and phone numbers. Thereafter, the linguistic elements were manu-

ally coded by five coders and (partly) double coded by one of the authors of this paper. 

We used a slightly adjusted version of the identification instrument of van Hooijdonk 

and Liebrecht (2018): Informal Speech categories Shortenings and Abbreviations were 

merged and one Message Personalization category (i.e., Addressing the webcare em-

ployee) and one Invitational Rhetoric category (i.e., Well-wishing) were added. 

3.2 Results 

Table 1 shows the identification instrument and the intercoder reliability scores per 

subcategory. In accordance with Van Hooijdonk and Liebrecht’s (2018) findings, the 
identification instrument turned out to be reliable. The codings of all Message Per-

soalization subcategories resulted in perfect reliability scores. Regarding Informal 

 
1  The OBI4wan monitoring tool enables organizations to monitor and manage stakeholders’ 

messages on multiple public and social media channels (e.g., Twitter, Facebook, Facebook 

Messenger, and WhatsApp). 
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Speech, the intercoder reliability of interjections was perfect. The reliability of non-

verbal cues, and shortenings and abbreviations were substantial. The intercoder relia-

bility scores of the Invitational Rhetoric subcategories varied from perfect to fair. 

Whereas apologizing, acknowledging, and well-wishing resulted in perfect reliability 

scores, joking, sympathy/empathy, and stimulating dialogues had poor scores. This was 

possibly due to its limited presence in the double coded sample. 

Table 1 also shows the presence of linguistic elements in webcare conversations of 

the Netherlands Red Cross. Message Personalization was frequently used. Especially 

signatures of employees were frequently employed and webcare employees often ad-

dress stakeholders personally. Informal Speech, on the other hand, was less frequent in 

the webcare messages. If webcare employees used informal speech, they mostly em-

ployed non-verbal cues or shortenings and abbreviations. Regarding Invitational Rhet-

oric, acknowledging, showing sympathy/empathy and well-wishing were often present. 

Table 1. Identification instrument of linguistic elements, the Krippendorff's alpha scores per 

subcategory, their absolute and relative frequency in the corpus (Nwebcaretweets = 689) 

Linguistic element 
Krippendorff's 

alpha 
Frequency Example 

Message Personalization   

Greeting  .98 239 (34.7%) Hi Peter! 

Addressing stakeholder .92 448 (65.0%) you, your, Anna 

Addressing webcare* .92. 352 (51.1%) I, we, my, us 

Signature .92 570 (82.7%) ^WP 

Informal Speech  

Shortenings/abbreviations* .70 53 (7.7%) pls, ok, LOL, DM 

Non-verbal cues .88 53 (7.7%) ??, veeery, :-) 

Interjections 1.00 27 (3.9%) haha, oh 

Invitational Rhetoric    

Acknowledging .96 190 (27.6%) 
thanks for the 

message 

Apologizing 1.00   20 (2.9%) I am sorry 

Sympathy/empathy .59 179 (26.0%) 
I can imagine this 

is disappointing 

Stimulating dialogues .32   38 (5.5%) 
Let us know what 

you think 

Joking .66 9 (1.3%) 
#joke, just kid-

ding 

Well-wishing* .89 113 (16.4%) Have a nice day! 

Note. The asterisks represent categories that are adjusted to the van Hooijdonk & Lie-

brecht (2018) identification instrument. 
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Table 2. Means and standard deviations between brackets of the presence of linguistic elements 

in webcare conversations per social media channel. 

 

Public channels Private channels 

Total  

(n = 

423) 

Linguistic  

element 

Instagram   

(n = 35) 

Facebook  

(n= 75) 

Twitter  

(n = 80) 

Whatsapp 

(n = 80) 

Facebook 

Mess. 

(n = 72) 

Twitter 

DM  

(n = 80 

 

Greeting .03 (.17) .19 (.38) .01 (.07) .65 (.39) .59 (.43) .44 (.44) .34 (.44) 

Addressing 

stakeholder 
.44 (.50) .62 (.47) .43 (.46) .86 (.27) .89 (26) .74 (.36) .68 (.43) 

Addressing 

webcare 
.11 (.32) .34 (.47) .26 (.41) .63 (.40) .78 (.36) .67 (.42) .50 (.46) 

Signature .21 (.41) .97 (.16) .94 (.22) .92 (.21) .93 (.21) .93 (.23) .88 (.31) 

Shorten-

ings/ abbre-

viations 

.03 (.17) .00 (.00) .13. (.32) .12 (.29) .03 (.17) .13 (.28) .08 (.24) 

Non-verbal 

cues 
.34 (.48) .03 (.16) .10 (.28) .06 (.19) .06 (.22) .07 (.22) .09 (.26) 

Interjec-

tions 
.03 (.17) .03 (.16) .08 (.24) .03 (.15) .02 (.13) .06 (.21) .04 (.18) 

Acknowl-

edging 
.31 (.46) .45 (.49) .28 (.43) .25 (.36) .34 (.42) .32 (.43) .32 (.43) 

Apologiz-

ing 
.00 (.00) .00 (.00) .03 (.17) .02 (.08) .08 (.23) .03 (.15) .03 (.14) 

Sympa-

thy/empa-

thy 

.41(.49) .26 (.44) .57 (.46) .23 (.35) .33 (.42) .15 (.31) .32 (.43) 

Stimulating 

dialogues 
.00 (.00) .03 (.16) .02 (.10) .10 (.25) .08 (.23) .03 (.11) .05 (.23) 

Joking .06 (.24) .03 (.16) .03 (.14) .00 (.00) .01 (.06) .01 (.11) .02 (.12) 

Well-wish-

ing 
.06 (.24) .05 (.20) .27 (.43) .15 (.30) .24 (.37) .18 (.33) .17 (.34) 

 

The corpus enabled us to compare the usage of linguistic elements in webcare responses 

across public and private social media channels. To do this, we aggregated the identi-

fied linguistic elements per webcare tweet into an average score per webcare conversa-

tion (see Table 2). The analyses showed significant differences between the social me-

dia channels for all Message Personalization categories: personal greetings of the stake-

holder (F(5,417) = 42.82, p < .001, ƞp
2= .34.), addressing stakeholder (F(5,417) were 
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found for shortenings and abbreviations (F(5,417) = 4.59, p < .001, ƞp
2= .05), and non-

verbal cues (F(5,417) = 8.98, p < .001, ƞp
2= .10). The former appeared less often on 

Facebook compared to Twitter (p = .02), Twitter DM (p = .007), and WhatsApp (p = 

.02). Non-verbal cues were more frequent on Instagram (compared to Twitter (p < 

.001), Facebook (p < .001), Twitter DM (p < .001), Facebook Messenger (p < .001), 

and WhatsApp (p < .001)). No differences were found between the social media chan-

nels in the mean number of interjections (F(5,417)= 1.04, p = .39). Regarding Invita-

tional Rhetoric, the social media channels differed for all sub categories, with the ex-

ception of Acknowledging (F(5,417) = 2.07, p = .07, ƞp
2= .02), and Joking (F(5,417) = 

2.28, p = .27). However, the results did not show a consistent pattern between the public 

versus private social media channels. 

In sum, webcare employees frequently adopted linguistic elements of Message Per-

sonalization in their messages. Invitational Rhetoric is also used regularly, but Infor-

mal Speech hardly appeared in webcare messages. Furthermore, public and private so-

cial media channels differ in the presence of linguistic elements. 

 

4 Study 2: Contribution Of Conversational Linguistic 

Elements To The Perceived CHV 

4.1 Method 

To examine to what extent each linguistic element contributes to the perception of 

CHV, an experiment was conducted. The experimental materials were developed on 

the basis of the webcare conversations of Study 1. The materials consisted of conver-

sations between a stakeholder asking questions to a fictitious charity organization to 

which the organization responded. For these webcare responses, a basic response was 

formulated that contained an average amount of perceived CHV (which was deter-

mined in a pretest). An example of a conversation is shown in Figure 1. Subsequently, 

the basic webcare response was adjusted by adding one of the linguistic element sub-

categories. For example, to include a non-verbal cue in the response, a smiley was 

added to the basic response. Nine CHV subcategories were included in the experiment 

(i.e., three subcategories per main category). For Message Personalization, greeting, 

addressing stakeholder, and signature were chosen. From the main category Informal 

Speech, shortenings and abbreviations, non-verbal cues, and interjections were in-

cluded. Finally, showing sympathy/empathy, stimulating dialogue, and well-wishing 

were chosen from the Invitational Rhetoric category. In short, nine webcare responses 

per basic response were created by adding one of these nine CHV subcategories.  

The experiment conformed to a 1 (Stakeholder’s Question) x 10 (Linguistic Element 
incl. basic response) within subjects latin square design. To avoid repetition of the ques-

tions’ topics, ten customer service topics and accompanying webcare responses were 
created (10 topics * 10 webcare responses): each participant assessed one experimental 

condition per customer service topic (10 responses in total).  
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Stakeholder’s message Webcare response 

Robin: @charityorganization Where 

can I find information about your pro-

jects? Can't find it on your website. 

Thanks for the notification. This part 

of the website is under construction until 

tonight, after which the Projects page is 

completely up to date. Sufficient infor-

mation will be available soon! 

Fig. 1. Example of a basic webcare response. 

Forty-seven webcare employees of different charity organizations in the Netherlands 

were recruited via their social media channels to participate in the study. The study 

consisted of two tasks. First, participants assessed the perceived CHV of every experi-

mental condition on seven-point Likert scales. The perceived CHV was operationalized 

with 3 items: ‘The webcare response is personal / informal / distant (reversed item)’. 
The internal consistency of the items was high (α = .86, M = 4.44, p < .001). Subse-

quently, the participants conducted a ranking task. Per main category, the basic re-

sponse and the three manipulated responses (i.e., each response included one of the 

three subcategories) was shown. Participants ranked the tone of voice of the four re-

sponses from least to most human. Consequently, participants could write their own 

webcare response and underpin their choices regarding their ranking of the webcare 

responses. 

4.2 Results 

Table 3 shows the findings of both tasks. The scores of the ranking task were trans-

formed into scores on a 4-point scale ranging from 1 (least human) to 4 (most human) 

To investigate whether the mean scores differ significantly, we conducted repeated 

measures ANOVAs with simple contrasts effects. 

Regarding the assessment task, the basic response had an average perceived CHV 

score (M = 3.80). The results indicated that each main category differed significantly 

from the basic response in perceived CHV. Table 3 illustrates that Message Personali-

zation contributed the most to the perceived CHV, whereas Informal Speech contrib-

utes contributed least. A closer inspection of the subcategories of linguistic elements 

showed differences between them. Shortenings and abbreviations did not enhance the 

perceived CHV. Pairwise comparisons showed this subcategory differed from personal 

greetings (p < .001), signatures (p = .009), interjections (p = .03), and well-wishing (p 

= .03). Also, greetings enhanced the perceived CHV more than addressing stake-holder 

(p < .001), and showing sympathy/empathy (p = .03). 

Regarding the ranking task, subcategories within Message Personalization enhanced 

perceived CHV compared to the basic response. Pairwise comparisons indicated that 

greetings resulted in a higher perceived CHV than addressing stakeholder (p < .001), 

and signatures (p < .001). A similar pattern is found for Invitational Rhetoric. The three 

subcategories significantly enhanced the perception of CHV compared to the basic re-
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sponse. Pairwise comparisons showed that stimulating dialogues induced a higher per-

ceived CHV than showing sympathy/empathy (p = .03). However, a different pattern 

was found for Informal Speech. Pairwise comparisons showed that shortenings and ab-

breviations scored significantly lower than non-verbal cues and interjections on the per-

ceived CHV (non-verbal cues p < .001; interjections p = .001). 

In sum, it can be concluded that linguistic elements differ in their contribution to 

perceived CHV of webcare messages. Greeting the stakeholder, non-verbal cues, and 

stimulating dialogues contributed most to the perception of CHV. 

Table 3. Means of the perceived CHV per linguistic element (standard deviation between 

brackets). The assessment task used a 7-point scale, the ranking task used a 4-point scale. 

CHV category 
Assessment 

task 

Simple con-

trast effects, 

F(1,46) 

Ranking 

task 

Simple con-

trast effects, 

F(1,46) 

Basic response 3.80 (1.37)  
 

 
 

Personalization 4.78 (1.04) 
F = 29.77,  

p <.001 

Basic = 1.26 

(.77) 
 

Greeting 5.30 (1.21) 
F = 43.24,  

p < .001 
3.60 (.83) 

F = 115.48, 

p < .001 

Addressing customer 4.31 (1.44) 
F = 5.79,  

p = .02 
2.36 (.64) 

F = 46.87,  

p < .001 

Signature 4.72 (1.43) 
F = 17.08, 

p < .001 
2.79 (.72) 

F = 102.08,  

p < .001 

Informal Speech 4.31 (1.12) 
F = 8.58, 

p = .005 

Basic = 2.13 

(.90) 
 

Shortenings and ab-

breviations 
3.80 (1.44) 

F < 1,  

p = 1.00 
1.74 (.90) 

F = 4.22,  

p = .046 

Non-verbal cues 4.46 (1.50) 
F = 7.96,  

p = .007 
3.28 (.85) 

F = 28.55,  

p < .001 

Interjections 4.68 (1.40) 
F = 12.25,  

p = .001 
2.85 (1.16) 

F = 8.00,  

p = .007 

Invitational rhetoric 4.43 (1.03) 
F = 9.87,  

p = .003 

Basic = 1.09 

(.28) 
 

Showing sympathy 

/empathy 
4.34 (1.51) 

F = 3.72,  

p = .06 
2.68 (.84) 

F = 147.52, 

p < .001 

Stimulating dialogues 4.42 (1.57) 
F = 6.21, 

p = .02 
3.32 (.84) 

F = 280.81,  

p < .001 

Well-wishing 4.52 (1.38) 
F = 9.80,  

p = .003 
2.91 (.83) 

F = 187.34,  

p < .001 

5 Automatic CHV Identification 

In order to explore whether it is feasible to implement the insights on the usage and 

perceptions of linguistic elements to customer service automation (e.g., chatbots) we 
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examined to what extent the amount CHV can be indentified automatically. We there-

fore developed a beta-version of a tool together with OBI4wan2. In this section, we 

report the development of the tool and the first qualitative results. 

5.1 Development 

The findings of Study 1 and Study 2 informed the development of the automatic indi-

cation of the amount of perceived CHV in webcare responses. The codings of the lin-

guistic categories in Study 1 allowed us to compile a list of Illocutionary Force Indicat-

ing Devices (IFIDs; Houtkoop & Koole, 2000) that indicate the potential presence of a 

subcategory. For example, ‘you’, ‘your’, ‘yours’, are words that were often used to 
address the stakeholder. This list contained all linguistics elements found in Study 1, 

supplemented with synonyms from (online) sources. Also, standardized lists containing 

first names, abbreviations, and emoticons were used. The tool was trained on the basis 

of these lists to identify the linguistic elements.  

To calculate the amount of perceived CHV in a message, we created a ranking and 

a formula based on the average scores in Study 2. For example, within the main cate-

gory Message Personalization, greeting the stakeholder contributed most to the per-

ceived CHV. Therefore, the presence of this linguistic element in a webcare message 

contributed more to perceived CHV than presence of other Message Personalization 

categories, such as addressing the stakeholder or a signature. To investigate whether 

the tool was able to indicate the amount of perceived CHV in webcare messages, the 

webcare messages of Study 1 were used as input. 

5.2 Results 

In Table 4 three webcare messages are shown which the tool qualified as having a high 

amount of perceived CHV. The first example contains all subcategories of Message 

Personalization, and stimulating dialogue (the subcategory within Invitational Rhetoric 

that contributes most to the perception of CHV). The second example contains several 

linguistic elements of Invitational Rhetoric, and two linguistic elements of Message 

Personalization. In the third example, multiple linguistic elements of all three main cat-

egories are present. Within their categories, the smiley and stimulating dialogues con-

tributed the most to the perception of CHV.  

Table 4 also shows three webcare messages which the tool qualified as having a low 

amount of perceived CHV. Despite the presence of several linguistic elements, these 

webcare messages will be perceived as less personal and engaging, because their rela-

tive contribution the perception of CHV is low. This is illustrated in example 4 in which 

the webcare message only contains a signature. In example 5 an acknowledgement is 

expressed and the stakeholder is addressed personally. However, only addressing the 

stakeholder was taken into account in the calculation of the perceived CHV. The final 

example contains three linguistic elements subcategories, but only the non-verbal cues 

had a relatively high contribution to the perceived CHV.  

 
2  The beta-version of the tool can be tested on request by the authors and OBI4wan. 
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Table 4. Webcare messages the tool qualified as having a high (examples 1-3) versus low (ex-

amples 4-6) amount of CHV. 

 

Although these first qualitative results of the beta-version are promising for CHV 

recognition, not all qualifications of the tool correspond with our own observations. 

First, the identification of the linguistic elements can be improved. Although extensive 

lists are used to inform the tool, some linguistic features were not identified, or identi-

fied incorrectly. For example, first names that did not occur in our lists were not iden-

tified. Second, the current beta-version is programmed to identify all linguistic element 

categories, but only the categories that are measured in Study 2 are included in the 

calculation of the CHV score. As a result, messages that do contain several CHV sub-

categories could still be qualified as having a low amount of CHV. Finally, the amount 

of CHV is only calculated for one webcare message. However, a webcare conversation 

can consist of multiple webcare messages, and the position of these messages within 

the conversation influences the linguistic elements used. 

Webcare message CHV elements 

1. Hi Dave, how can we help you? 

Greetings, Niels. [WhatsApp] 

Message Personalization: greeting, addressing 

stakeholder, addressing webcare, signature. In-

vitational Rhetoric: stimulating dialogue.  

2. Apologies, it is not our inten-

tion to irritate you. Thank you for 

the support you have already 

given. Have a nice #spring day 

[Twitter] 

Message Personalization: addressing stake-

holder, addressing webcare. Invitational Rhet-

oric: apology, sympathy, acknowledgement, 

well-wishing.  

3. No problem! We are happy to 

help as far as we can in this case 

:) Have a nice weekend. Greet-

ings, Ilse [Twitter DM] 

Message Personalization: addressing webcare, 

signature. Informal Speech: non-verbal cues 

Invitational Rhetoric: stimulating dialogue, 

well-wishing.  

4. The information can be found 

here. [hyperlink] Greetings, Ilse 

[Facebook Messenger] 

Message Personalization: signature  

5. Thanks for your support! [In-

stagram] 

Message Personalization: addressing stake-

holder. Invitational Rhetoric: acknowledging. 

6. That is true Carmen :) ^Caro-

line [Facebook] 

Message Personalization: addressing stake-

holder, signature. Informal Speech: non-verbal 

cue.  
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6 Conclusion And Discussion 

This project aimed to inform the development of humanlike chatbots that use an appro-

priate amount of CHV that matches the communication style of the conversation part-

ner. We therefore obtained insights from the usage and perceptions of conversational 

linguistic elements by employees in webcare conversations, that can be adopted to cus-

tomer service automation tools, such as chatbots. By learning from natural language 

use by humans, chatbot developers can design conversational agents that will be per-

ceived more humanlike, which in turn might positively impact users’ evaluations of the 

chatbot and the organization. 

The first learning can be derived from our corpus study: Message Personalization 

should be adopted in chatbot conversations, because webcare employees frequently use 

these linguistic elements in their messages. Invitational Rhetoric was also used regu-

larly, whereas Informal Speech was hardly employed. These findings support prior 

findings of van Hooijdonk and Liebrecht (2018). In addition, we showed that webcare 

employees employ linguistic elements differently in public and private channels. Pri-

vate social media messages contained more personal greetings, addressing the stake-

holder, and addressing the webcare employee, which is informative for the private na-

ture of chatbot conversations.  

Secondly, chatbot developers should be aware of the relative contribution of linguis-

tic elements to the perception of CHV. Our experimental study showed that greeting 

the stakeholder induced the highest perception of CHV compared to the other subcat-

gories within Message Personalization. Within Informal Speech non-verbal cues con-

tributed most to perception of CHV. Finally, stimulating dialogues contributed most to 

the perception of CHV compared to the other subcategories within Invitational Rheto-

ric. To our knowledge, this is the first study that systematically examined the relation 

between the use of single linguistic elements and the perception of CHV. If developers 

aim to create chatbots with a high amount of CHV, we advise to include personal greet-

ings, non-verbal cues and sentences that stimulate dialogue.  

Thirdly, it is possible to develop chatbots that use an appropriate communication 

style that matches the communication style of the human conversation partner. In Study 

3, we showed that the amount of CHV in messages can be identified automatically. A 

first test showed that the tool was able to identify conversational linguistic elements 

and to calculate the amount of CHV in messages. Although more CHV categories must 

be added to the tool and some improvements are necessary, the findings are promising 

for customer service automation since it is shown that language accommodation posi-

tively impacts on people’s perceptions (Jakic et al., 2016). However, the preferred or-
ganization’s tone of voice should be taken into account as well. As distinguished in 

Giles et al.’s (1991) CAT, communication partners could also use a maintenance strat-

egy, meaning that the interactant does not change the original communication style to 

the style of the conversation partner but sticks to the own, preferred communication 

style that matches the organization’s image.  
Finally, our findings can be used to research the usage and the effects of humanlike 

chatbots more systematically. On the one hand, our approach can be used to compare 

available chatbots on CHV or to monitor the same chatbot on CHV across time. On the 
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other hand, people’s perceptions of humanlike chatbots can be investigated. Feine, 

Gnewuch, Morana and Maedche (2019) presented a taxonomy of cues that following 

CASA paradigm could impact people’s social reactions to chatbots. The conversa-

tional linguistic elements of our study can be seen as a concrete manifestation of verbal 

social cues, but little is known how these cues impact on users’ perceptions and behav-
ior. Given the differences of CHV elements to the contribution to the perceived CHV, 

it is important to investigate how human and personalized a chatbot should be. Design-

ing chatbots that resemble humans may easily lead to users making wrong assumptions 

regarding the chatbot capabilities (e.g., Luger and Sellen, 2016). We therefore need to 

evaluate which and how many CHV elements are considered appropriate and how they 

influence users’ perceptions and use of chatbots. 
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