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Abstract. Trust management is one of the most challenging issues in
the emerging cloud computing. Although many approaches have been
proposed recently for trust management in cloud environments, not much
attention has been given to determining the credibility of trust feedbacks.
Moreover, the dynamic nature of cloud environments makes guarantee-
ing the availability of trust management services a difficult problem due
to the unpredictable number of cloud consumers. In this paper, we pro-
pose a framework to improve ways on trust management in cloud envi-
ronments. In particular, we introduce a credibility model that not only
distinguishes between credible trust feedbacks, but also has the ability
to detect the malicious trust feedbacks from attackers. We also present
a replication determination model that dynamically decides the opti-
mal replica number of the trust management service so that the trust
management service can be always maintained at a desired availability
level. The approaches have been validated by the prototype system and
experimental results.

Keywords: Trust Management, Cloud Computing, Credibility Model,
Service Availability.

1 Introduction

In recent years, cloud computing has been receiving much attention as a new
computing paradigm for providing flexible and on-demand infrastructures, plat-
forms and software as services [2,6]. Both the public and the private sectors can
benefit from the adoption of cloud services. For instance, it only took 24 hours,
at the cost of merely $240, for the New York Times to archive its 11 million
articles (1851-1980) using Amazon Web Services1.

Given the fact of the accelerated adoption of cloud computing in the industry,
there is a significant challenge in managing trust among cloud providers, service
providers, and service requesters. Indeed, trust is one of the top obstacles for the
adoption and the growth of cloud computing [2,6,14]. Recently, a considerable
amount of research works have recognized the significance of trust management
1 http://open.blogs.nytimes.com/2007/11/01/self-service-prorated-super-computing-
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and proposed several solutions to assess and manage trust based on trust feed-
backs collected from participants [14,7,26,9]. However, one particular problem
has been mostly neglected: to what extent can these trust feedbacks be credi-
ble. On the one hand, it is not unusual that a trust management system will
experience malicious behaviors from its users. On the other hand, the quality of
the trust feedbacks differs from one person to another, depending on how expe-
rienced she is. This paper focuses on improving ways on the trust management
in cloud environments. In particular, we distinguish the following key issues of
the trust management in cloud environments:

– Trust Robustness. Determining the credibility of trust feedbacks is a sig-
nificant challenge due to the overlapping interactions between service re-
questers, service providers, and cloud providers. This is true because cloud
service interactions are dynamic. It is more likely that a cloud consumer
has many interactions with the same cloud service, leading to multiple trust
feedbacks to the cloud service. In addition, it is difficult to know how expe-
rienced a cloud consumer is and from whom malicious trust feedbacks are
expected. Indeed, the trust management protection still requires extensive
probabilistic computations [29,16] and trust participants’ collaboration by
manually rating trust feedbacks [19].

– Availability of the Trust Management Service. In a cloud environ-
ment, guaranteeing the availability of the trust management service is a dif-
ficult problem due to the unpredictable number of cloud consumers and the
highly dynamic nature of the cloud environment. Consequently, approaches
that requires understanding of the trust participants’ interests and capabil-
ities through similarity measurements [25] are inappropriate in the cloud
environment. Trust management systems should be adaptive and highly
scalable.

– Trust Feedback Assessment and Storage. The trust assessment of a
service in existing techniques is usually centralized, whereas the trust feed-
backs come from distributed trust participants. Trust models that follow a
centralized architecture are more prone to several problems including scal-
ability, availability, and security (e.g., Denial of Service (DoS) attack) [13].
Given the open and distributed nature of cloud environments, we believe
that centralized solutions are not suitable for trust feedback assessment and
storage.

In this paper, we overview the design and the implementation of the trust man-
agement framework. This framework helps distinguish between credible trust
feedbacks and malicious trust feedbacks through a credibility model. It also
guarantees high availability of the trust management service. In a nutshell, the
salient features of the framework are:

– A Credibility Model. We develop a credibility model that not only dis-
tinguishes between trust feedbacks from experienced cloud consumers and
amateur cloud consumers, but also has the ability to detect the malicious
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trust feedbacks from attackers (i.e., who intend to manipulate the trust re-
sults by giving multiple trust feedbacks to a certain cloud service in a short
period of time).

– A Replication Determination Model. High availability is an important
requirement to the trust management service. We propose to spread replicas
of the trust management service and develop a replication determination
model that dynamically determines the optimal number of trust management
service replicas, which share the trust management workload, thereby always
maintaining the trust management service at a desired availability level.

– Distributed Trust Feedback Assessment and Storage. To avoid the
drawbacks of centralized architectures, our trust management service allows
trust feedback assessment and storage to be managed in a distributed way.
Each trust management service replica is responsible for trust feedbacks
given to a set of cloud services.

The remainder of the paper is organized as follows. Section 2 overviews the re-
lated work. Section 3 briefly presents the design of the trust management frame-
work. Section 4 details the trust management service, including the distributed
trust feedback collection and assessment, as well as the replication determination
model for high availability of the trust management service. Section 5 describes
the details of our credibility model. Finally, Section 6 reports the implementation
and several experimental evaluations and Section 7 provides some concluding
remarks.

2 Related Work

Several research works recognized the significance of trust management [15,28,13].
In particular, trust management is considered as one of the critical issues in cloud
computing and is becoming a very active research area in recent years [17,21,14,5].

Several trust management approaches were proposed as policy-based trust
management. For instance, Hwang et al. [14] proposed a security aware cloud
architecture that uses VPN or SSL for communication security, focusing on
both the cloud provider’s and the cloud consumer’s perspectives. In the cloud
provider’s perspective, the proposed architecture uses the trust negotiation ap-
proach and the data coloring (integration) using fuzzy logic techniques. In the
cloud consumer’s perspective, the proposed architecture uses the Distributed-
Hash-Table (DHT)-based trust-overlay networks among several data centers to
deploy a reputation-based trust management technique. Brandic et al. [5] pro-
posed a novel approach for compliance management in cloud environments to
establish trust between different parties. The centralized architecture focuses on
the cloud consumer’s perspective that uses compliant management to help cloud
consumers to have proper choices when selecting cloud services. Unlike previous
works that use centralized architecture, we present a credibility model support-
ing distributed trust feedback assessment and storage. This credibility model
also distinguishes between trustworthy and malicious trust feedbacks.
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Other trust management approaches were proposed as reputation-based trust
management. For example, Conner et al. [9] proposed a trust management frame-
work for the service-oriented architecture (SOA) that focuses on the service
provider’s perspective to protect resources from unauthorized access. This frame-
work has a decentralized architecture that offers multiple trust evaluation met-
rics, allowing service providers to have customized evaluation of their clients
(i.e., service requesters). Malik and Bouguettaya [20] proposed reputation as-
sessment techniques based on the existing quality of service (QoS) parameters.
The proposed framework supports different assessment metrics such as majority
rating, past rating history, personal experience for credibility evaluation, etc.
Unlike previous works that require extensive computations or trust participants’
collaboration by rating the trust feedbacks, we present a credibility model that
include several metrics namely the Majority Consensus and the Feedback Density
which facilitates the determination of credible trust feedbacks. We were inspired
by Xiong and Liu who differentiate between the credibility of a peer and the
credibility of a feedback through distinguishing several parameters to measure
the credibility of the trust participants feedbacks [30]. However, their approach
is not applicable in cloud environments because peers supply and consume ser-
vices and they are evaluated on that base. In other words trust results are used
to distinguish between credible and malicious feedbacks.

3 The Trust Management Framework

We propose a trust management framework based on the service-oriented archi-
tecture (SOA). In particular, our framework uses Web services to span several
distributed trust management service nodes. Trust participants (i.e., the cloud
consumers) can give their trust feedbacks or inquire about a certain cloud ser-
vice’s trust results using Simple Object Access Protocol (SOAP) or REST [24]
messages. We design our framework in this way because of the dynamic nature of
cloud environments (e.g., new cloud consumers can join while others might leave
around the clock). This requires the trust management service to be adaptive
and highly scalable in order to collect the trust feedbacks and update the trust
results constantly. Figure 1 depicts the main components of the trust manage-
ment framework, which consists of two different layers, namely the Service Layer
and the Service Requester Layer.

The Service Layer. This layer represents the big umbrella which includes cloud
services (i.e., IaaS (Infrastructure as a Service), PaaS (Platform as a Service),
and SaaS (Software as a Service)), e-services (e.g., booking a flight) and the
trust management service where a service requester can give trust feedbacks to
a particular service. Interactions within this layer are considered as Cloud Service
Interaction and Trust Interaction.

The Service Requester Layer. This layer consists of different service requesters
who consume services in the service layer. For example, a user can book a flight
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Fig. 1. Architecture of the Trust Management Framework

through an e-service provided by a certain airline company. A new startup that
has limited funding can consume cloud services (e.g., hosting their services in
Amazon S3). Service requesters can give trust feedbacks of a particular cloud
service by invoking the trust management service (see Section 4).

Our framework also contains a Registry Service (see Figure 1) that has the
following responsibilities:

– Service Advertisement. Both cloud providers and service providers are able
to advertise their services through the Service Registry.

– Service Discovery. Service providers, cloud providers, and service requesters
are able to access the Service Registry to discover services.
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3.1 Assumptions and Attack Models

We assume that communications are secure. Attacks that occur in the com-
munication security level such as Man-in-the-Middle (MITM) attack [3] are be-
yond the scope of this work. We also assume that cloud consumers have unique
identities. Attacks that use the notion of multiple identities (i.e., the Sybil at-
tack [12]) or Whitewashing attack that occur when the malicious cloud con-
sumers (i.e., attackers) desperately seek new identities to clean their negative
history records [18] are also beyond the scope of this work. In this paper, we
only consider two types of malicious behaviors including Self-promoting attack
and Slandering attack.

Self-promoting Attack. This attack arises when the malicious cloud consumers
attempt to increase their trust results [10] or their allies in order to achieve their
common interests. In the proposed framework this type of attack can happen in
two cases. The first case (Individual Collusion) occurs when a certain malicious
cloud consumer gives numerous fake or misleading trust feedbacks to increase the
trust results of a certain cloud service. The second case (Collaborative Collusion)
occurs when several malicious cloud consumers collaborate to give numerous fake
or misleading trust feedbacks.

Slandering Attack. This attack is considered as the opposite of the Self-promoting
attack that happens when the malicious cloud consumers try to decrease the trust
results of certain cloud service [4]; this aggressive behavior is taken because of
jealousy from competitors. In the proposed framework this type of attack can
also happen either through Individual Collusion or Collaborative Collusion.

Service requesters can give trust feedbacks for a certain cloud service or send
a query to the trust management service regarding a certain cloud service. In
the following sections, we will focus on introducing our design of the trust man-
agement service.

4 Trust Management Service

4.1 Trust Feedback Collection and Assessment

In our framework, the trust behavior of a cloud service is represented by a
collection of invocation history records denoted as H. Each cloud consumer c
holds her point of view regarding the trustworthiness of a specific cloud service
s in the invocation history record which is managed by a trust management
service. Each invocation history record is represented in a tuple that consists
of the cloud consumer primary identity C, the cloud service identity S, a set of
trust feedbacks F and the aggregated trust feedbacks weighted by the credibility
Fc (i.e., H = (C, S, F , Fc). Each feedback in F is represented in numerical form
with the range of [0, 1], where 0, +1, and 0.5 means negative feedback, positive
feedback, and neutral respectively.
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Whenever a cloud consumer inquires the trust management service regarding
the trustworthiness of a certain cloud service s, the trust result, denoted as
T r(s), is calculated as the following:

T r(s) =
∑|V(s)|

l=1 Fc(l, s)
|V(s)| (1)

where V(s) is all of the feedbacks given to the cloud service s and |V(s)| represents
the length of the V(s) (i.e., the total number of feedbacks given to the cloud
service s). Fc(l, s) are the trust feedbacks from the lth cloud consumer weighted
by the credibility.

The trust management service distinguishes between credible trust feedbacks
and malicious trust feedbacks through assigning the credibility aggregated
weights Cr(l, s) to the trust feedbacks F(l, s) as shown in Equation 2, where
the result Fc(l, s) is held in the invocation history record h and updated in the
assigned trust management service. The details on how to calculate Cr(l, s) is
described in Section 5.

Fc(l, s) = F(l, s) ∗ Cr(l, s) (2)

4.2 Availability of the Trust Management Service

Guaranteeing the availability of the trust management service is a significant
challenge due to unpredictable number of invocation requests the service has to
handle at a time, as well as the dynamic nature of the cloud environments. An
emerging trend for solving the high-availability issue is centered on replication.
In our approach, we propose to spread trust management service replicas over
various clouds and dynamically direct requests to appropriate clouds (e.g., with
lower workload), so that its desired availability level can be always maintained.

However, there is clearly a trade-off between high availability and replication
cost. On the one hand, more clouds hosting trust management service means
better availability. On the other hand, more replicas residing at various clouds
means higher overhead (e.g., cost and resource consumption such as bandwidth
and storage space). Thus, it is essential to develop a mechanism that helps to
determine the optimal number of the trust management service replicas in order
to meet the trust management service’s availability requirement.

We propose a replication determination model to allow the trust management
service to know how many replicas are required to achieve a certain level of
availability. Given the trust management service stms failure probability denoted
p that ranges from 0 to 1, the total number of stms replicas denoted r, and the
availability threshold denoted ea that also ranges from 0 to 1. The desired goal
of the replication is to ensure that at least one replica of the trust management
service is available, represented in the following formula:

ea(stms) < 1 − pr(stms) (3)
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where pr(stms) represents the probability that all trust management service repli-
cas are failed, and 1− pr(stms) represents the opposite (i.e., the probability of at
least one trust management replica is available). As a result, the optimal number
of trust management service replicas can be calculated as follows:

r(stms) > logp(1 − ea(stms)) (4)

For example, if the availability threshold ea(stms) = 0.9999 and the failure prob-
ability of the trust management service p = 0.2 (low), r(stms) > 5.723, meaning
that at least 6 trust management service replicas are needed. Similarly, if ea(stms)
= 0.9999 and the failure probability of the trust management service p = 0.8
(high), r(stms) > 41.28 which means at least 42 replicas are required.

Whenever a cloud consumer needs to send the invocation history record or
query the trust result of a certain cloud service, h(c, s) can be sent to a particular
trust management service decided by using a consistent hash function (e.g., sha-
256) as follows:

Tmsid(s) =

⎛

⎝
|hash(s)|∑

i=1

bytei (hash(s))

⎞

⎠ mod r(stms) (5)

where the first part of the equation represents the sum of each byte of the hashed
cloud service identity hash(s). The second part of the equation represents the
optimal number of the trust management service replicas r(stms). This insures
that the chosen trust management service replica is within the optimal number
range.

5 The Credibility Model

Since the trust behavior of a cloud service in our framework is represented by
a collection of invocation history records that contain cloud consumers trust
feedbacks, there is a considerable possibility of the trust management service
receiving inaccurate or even malicious trust feedbacks from amateur cloud con-
sumers (e.g., who lack experience) or vicious cloud consumers (e.g., who submit
lots of negative feedbacks in a short period in order to disadvantage a particular
cloud service). To overcome these issues, we propose a credibility model, which
considers several factors including the Majority Consensus and the Feedback
Density.

5.1 Majority Consensus

It is well-known that the majority of people usually agree with experts’ judg-
ments about what is good [8]. Similarly, we believe that the majority of cloud
consumers agree with Expert Cloud Consumers’ judgments. In other words, any
cloud consumer whose trust feedback is close to the majority trust feedbacks is
considered as an Expert Cloud Consumer, Amateur Cloud Consumers otherwise.
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In order to measure how close the cloud consumer’s trust feedbacks to the ma-
jority trust feedbacks (i.e., the Majority Consensus, J (c)), we use the slandered
deviation (i.e., the root-mean-square) which is calculated as follows:

J (c) = 1 −

√
√
√
√
√

∑
h∈Vc(c)

(
∑|Vc(c,k)|

k=1

(
F(c,k)

|Vc(c,k)| −
(∑ |Vc(l,k)|

l �=c,l=1 F(l,k)

|V(k)|−|Vc(c,k)|

)))2

|Vc(c)| (6)

where the first part of the numerator represents the mean of the cloud consumer
c’s trust feedbacks F(c, k) for the kth cloud service. The second part of the
numerator represents the mean of the majority trust feedbacks given by other
cloud consumers denoted F(l, k) (i.e., the lth cloud consumer trust feedbacks,
except the cloud consumer c’s trust feedbacks) to the kth cloud service. This
procedure is done for all cloud services to which cloud consumer c gives trust
feedbacks (i.e., Vc(c)).

5.2 Feedback Density

Some malicious cloud consumers may give numerous fake or misleading trust
feedbacks to increase or decrease the trust result for a certain cloud service
in order to achieve their personal interests (i.e., Self-promoting and Slandering
attacks). Several online reputation-based systems such as auction systems (e.g.,
eBay [11], and Amazon [1]), have tried to help their consumers to overcome
such attacks based on revealing the aggregated trust feedbacks as well as the
number of trust feedbacks. The number of trust feedbacks gives the evaluator
a hint in determining how credible the trust feedback is, which is supported by
the research findings in [30,27].

However, the number of trust feedbacks is not enough in determining how
credible the aggregated trust feedbacks are. For instance, suppose there are two
different cloud services a and b as shown in Figure 2. The aggregated trust
feedbacks of the both cloud services are high (i.e., a has 90% positive feedbacks
from 100 feedbacks, b has 93% positive feedbacks from 100 feedbacks). Intuitively,
cloud consumers should proceed with the cloud service that has the highest
aggregated trust feedbacks (e.g., cloud service b in our case). However, Self-
promoting attack might has been performed on cloud service b, which clearly
should not be selected by cloud consumers.

In order to overcome this problem, we introduce the concept of Feedback Den-
sity, which facilitates the determination of credible trust feedbacks. Specifically,
we consider the total number of cloud consumers who gave trust feedbacks to
a particular cloud service as the Feedback Mass, the total number of trust feed-
backs given to the cloud service as the Feedback Volume. The feedback volume
is influenced by the Feedback Volume Collusion factor which is controlled by
a specified volume collusion threshold. This factor regulates the multiple trust
feedbacks extent that could collude the overall trust feedback volume. For in-
stance, if the volume collusion threshold is set to 5 feedbacks, any cloud consumer
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Fig. 2. Trust Feedback Density Determination

c who gives more than 5 feedbacks is considered to be suspicious of involving in
a feedback volume collusion. The feedback density of a certain cloud service s,
D(s), is calculated as follows:

D(s) =
M(s)

|V(s)| ∗
((∑

h∈V(s)

(∑ |V(l,s)|
l=1 (∑

|Vc(l,s)|>ev(s) |Vc(l,s)|)
)

|V(s)|

)

+ 1
) (7)

where M(s) denotes the total number of cloud consumers who gave trust feed-
backs to the cloud service s (i.e., the Feedback Mass). |V(s)| represents the total
number of trust feedbacks given to the cloud service s (i.e., the Feedback Volume).
The second part of the denominator represents the Feedback Volume Collusion
factor. This factor is calculated as the ratio of the number of trust feedbacks
given by the cloud consumers who give feedbacks more than the specified vol-
ume collusion threshold (i.e., ev(s)) over the total number of feedbacks received
by the cloud service (i.e., |V(s)|). The idea behind adding 1 to this ratio is to
reduce the value of the multiple trust feedbacks which are given diversely from
the same cloud consumer.

Figure 2 depicts the same example mentioned before where the first row in the
table on the right side of Figure 2(a) shows that 5 particular cloud consumers
gave 2 feedbacks to the cloud service a in which the total number of those trust
feedbacks is 10. The last row shows the total number of cloud consumers (i.e.,
M(a) = 20) and the total number of trust feedbacks given to the cloud service
a (i.e., |V(a)| = 100). Both cloud services a and b have the same total number of
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trust feedbacks (i.e., |V(a)| = 100 and |V(b)| = 100) and very close aggregated
feedbacks (e.g., a has 90% positive feedbacks and b has 93% positive feedbacks).

However, the Feedback Mass of the cloud service a is higher than the Feed-
back Mass of the cloud service b (i.e., M(a) = 20 and M(b) = 5). If the volume
collusion threshold ev is set to 3 feedbacks per cloud consumer, 15 cloud con-
sumers gave more than 3 feedbacks to the cloud service a where the total amount
of trust feedbacks’ lengths |Vc(c, a)| = 70 feedbacks; while 3 cloud consumers
gave more than 3 feedbacks to the cloud service b where the total amount of
trust feedbacks’ lengths |Vc(c, b)| = 80 feedbacks. According to Equation 7, the
Feedback Density of the cloud service a is higher than the cloud service b (i.e.,
D(a) = 0.118 and D(b) = 0.028). In other words, the higher the Feedback Den-
sity, the more credible the aggregated feedbacks are. The lower the Feedback
Density, the higher possibility of collusion in the aggregated feedbacks.

Based on the specified trust feedbacks credibility factors (i.e., majority consen-
sus and feedback density), the trust management service distinguishes between
trust feedbacks from experienced cloud consumers and the ones from amateur
or even vicious cloud consumers through assigning the credibility aggregated
weights Cr(c, s) to each of the cloud consumers trust feedbacks as shown in
Equation 2. The credibility aggregated weights Cr(c, s) is calculated as follows:

Cr(c, s) =
μ ∗ J (c) + ρ ∗ D(s)

λ
(8)

where μ and J (c) denote the Majority Consensus factor’s normalized weight (i.e.,
parameter) and the factor’s value respectively. The second part of the equation
represents the Feedback Density factor where ρ denotes the factor’s normalized
weight and D(s) denotes the factor’s value. λ represents the number of factors
used to calculate Cr(c, s). For example, if we only consider majority consensus,
λ = 1; if we consider both the majority consensus and the feedback density,
λ = 2.

6 Implementation and Experimental Evaluation

In this section, we report the implementation and preliminary experimental re-
sults in validating the proposed approach. Our implementation and experiments
were developed based on the NetLogo platform [23], which was used to simulate
the cloud environments. We particularly focused on validating and studying the
performance of the proposed credibility model (see Section 5).

Since it is hard to find some publicly available real-life trust data sets, in our
experiments, we used Epinions2 rating data set which was collected by Massa
and Avesani [22]. The reason that we chose Epinions data set is due to its similar
data structure (i.e., consumers’ opinions and reviews on specific products and
services) with our cloud consumer trust feedbacks. In particular, we considered
user id in Epinions as the cloud consumer primary identity C, item id as the
cloud service identity S, and we normalized the rating value as the cloud
2 http://www.trustlet.org/wiki/Downloaded Epinions dataset
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Fig. 3. Netlogo-based Prototype System’s GUI

consumers trust feedbacks F to scale of 0 to 1. The data set has 49,290 users,
139,738 items, and 664,824 trust feedbacks. Figure 3 depicts the Graphical User
Interface (GUI) for a cloud service. We imported the Epinions data set to create
the cloud environment that we are intending to analyze.

We evaluate the trust robustness of our credibility model using both analyti-
cal analysis and empirical analysis. The analytical analysis focuses on measuring
the trust result robustness (i.e., with respect to Malicious Behavior Rate of ma-
licious cloud consumers) when using the credibility model and without using
the credibility model. The analytical model calculates the trust results without
weighting the trust results (i.e., we turn the Cr(c, s) to 1 for all trust feedbacks).
The empirical analysis focuses on measuring the trust result robustness for each
factor in our credibility model including the Majority Consensus and the Feed-
back Density. The parameters setup for each corresponding experiment factor
are depicted in Table 1.

Table 1. Experiment Factors and Parameters Setup

Experiment Design μ ρ λ Cr(c, s)

With Credibility factors 1 1 2

Without Credibility factors 1

Majority Consensus factor 1 0 1

Feedback Density factor 0 1 1

Figure 4 depicts the analytical analysis of the trust results for a particular
cloud service. From the figure, it can be seen that the higher the malicious
behavior rate the lower the trust results are when considering to calculate the
trust with all credibility factors. On the other hand, the trust results shows nearly
no response to the malicious behavior rate when considering to calculate the
trust without credibility factors. This demonstrates that our credibility model
is robust and more sensitive in detecting malicious behaviors.
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Fig. 4. Trust Robustness: With Credibility Vs. Without Credibility

Figure 5 shows the empirical analysis of the trust results for the same cloud
service. It is clear that the trust results obtained by only considering the major-
ity consensus factor are more accurate than the trust results obtained by only
considering the feedback density factor when the malicious behavior rate is low
(e.g., when the malicious behavior rate = 0.1, T r(s) = 0.59 if we consider the
majority consensus factor only while T r(s) = 0.73 if we consider the feedback
density factor only). This is true because there is still not many vicious cloud
consumers (e.g., who submit lots of positive feedbacks in a short period in order
to advantage a particular cloud service) during the trust aggregation. However,
the trust results obtained by only considering the feedback density factor sig-
nificantly response more when the malicious behavior rate become higher (e.g.,
when the malicious behavior rate = 0.9, T r(s) = 0.61 for the majority consensus
factor, T r(s) = 0.13 for the feedback density factor). As a result, we can con-
sider the majority consensus factor as a trust accuracy factor while the feedback
density factor as a trust robustness factor (i.e., the feedback density factor is
responsible for the robustness and the sensitiveness of our credibility model).

7 Conclusions and Future Work

Given the fact of the accelerated adoption of cloud computing in the recent years,
there is a significant challenge in managing trust among cloud providers, service
providers, and service requesters. In this paper, we present a trust management
framework to manage trust in cloud environments. We introduce a credibility
model that assesses cloud services’ trustworthiness by distinguishing between
credible trust feedbacks and amateur or malicious trust feedbacks. Also, the
credibility model has the ability to detect the malicious trust feedbacks from
attackers (i.e., who intend to manipulate the trust results by giving multiple trust
feedbacks to a certain cloud service in a short period of time). We particularly
introduce two trust parameters including the Majority Consensus factor and
the Feedback Density factor in calculating the trust value of a cloud service.
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Fig. 5. Trust Robustness: Credibility Factors

In addition, our trust management service allows trust feedback assessment and
storage to be managed in a distributed way.

In the future, we plan to deal with more challenging problems such as the
Sybil attack and the Whitewashing attack. Performance optimization of the trust
management service is another focus of our future research work.
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