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Abstract: The financial market has been developing rapidly in recent years, and the issue of credit
risk concerning listed companies has become increasingly prominent. Therefore, predicting the credit
risk of listed companies is an urgent concern for banks, regulators and investors. The commonly used
models are the Z-score, Logit (logistic regression model), the kernel-based virtual machine (KVM)
and neural network models. However, the results achieved could be more satisfactory. This paper
proposes a credit-risk-prediction model for listed companies based on a CNN-LSTM and an attention
mechanism, Our approach is based on the benefits of the long short-term memory network (LSTM)
model for long-term time-series prediction combined with a convolutional neural network (CNN)
model. Furthermore, the advantages of being integrated into a CNN-LSTM model include reducing
the complexity of the data, improving the calculation speed and training speed of the model and
solving the possible lack of historical data in the long-term sequence prediction of the LSTM model,
resulting in prediction accuracy. To reduce problems, we introduced an attention mechanism to
assign weights independently and optimize the model. The results show that our model has distinct
advantages compared with other CNNs, LSTMs, CNN-LSTMs and other models. The research on the
credit-risk prediction of the listing formula has significant meaning.

Keywords: CNN; attentional mechanisms; LSTM; credit risk

1. Introduction

With the continuous development of the financial market, the number of listed compa-
nies is increasing, which is an essential thrust of the financial market. Still, opportunities
and risks coexist, some listed companies have credit-risk problems, and there are many
debt and loan defaults. Therefore, it becomes necessary to predict the credit risk of listed
companies and to minimize the impact of credit risk in listed companies to an extent. In
the field of financial risk management, the analysis of the credit risk of an enterprise has
always been a hot issue [1].

At present, the research on credit-risk prediction for listed companies is insufficient,
there is a lack of a default database, and the level of credit-risk prediction needs to be
improved. With the economic and financial globalization trend, some advanced interna-
tional experiences and models for managing credit risk have been gradually developed and
widely used [2]. These risk-management experiences play an essential role in improving
banks’ credit risk profile, enhancing the financial system’s competitiveness and ensuring
the financial market’s stable and prosperous development [3].

The traditional methods of credit-risk prediction for listed companies are the Z-score
model and Logit model; the Z-score model is based on multivariate statistical methods, and
the Logit model has dichotomous explanatory variables (i.e., default and non-default), uses
the coefficients of model variables obtained by estimating the sample and then determines
whether the company has a high credit risk by the calculated p-value. The KMV model is
the most popular model among credit-risk-prediction models.
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The default distance of the KMV model can represent the magnitude of credit risk
and can be used to approximate the probability of default of a firm using mathematical
inference. In addition, the continuous development of artificial intelligence technology
and big data has led more scholars to use machine-learning methods in assessing credit
risk [4], including GBDT, support vector machines, XGboost, MLP neural networks, LSTM
and integrated learning models. The explanatory variables of the model are dichotomous,
which may not be able to truly reflect the relationship between default and the risk of
listed companies. KMV requires a large amount of historical default data for processing [5].
The neural network can effectively solve the nonlinear problem in predicting credit risk;
however, the operation is complicated and requires a large number of samples.

First, our method is based on the importanceof the credit-risk prediction for listed
companies to the financial market to stabilize the financial market and make it healthy
and orderly. The development of our proposed research is based on the advantages of
the LSTM model in long-term time-series prediction as the basis of the model and then
combined with the benefits of the CNN network in feature extraction to reduce the amount
of computation and parameters of the LSTM model and improve the model performance.

Finally, to solve the problem of missing historical data that may occur in the long-
term time-series prediction of an LSTM model, the attention mechanism is introduced,
the calculation weight is reasonably allocated through independent learning, the model
is optimized, and the prediction accuracy and operation of the CNN-LSTM model are
improved. Finally, we propose the CNN-LSTM-AM model to solve the prediction of the
credit risk of listed companies [6].

This paper proposes a credit-risk-prediction model for listed companies based on
CNN-LSTM and an attention mechanism. The CNN is first applied to convolve the input
data to enhance the correlation between the input and output; then, the LSTM network is
used to predict the time-series data; the attention mechanism is added to the LSTM output;
and finally, the trained network is used to indicate the credit risk of the listed companies.
The experimental results show that the proposed method can effectively improve the
prediction accuracy.

The contribution points of this paper are as follows.

*  Compared with the traditional Z-score and Logit models, the improved CNN-LSTM
model used in this paper has a more vital information selection ability and time-series
data-learning ability and can make accurate predictions for time-series data. The at-
tention module can automatically judge and learn the importance of different features
of credit indicators of listed companies and the derived importance relationship to
assign weights, which significantly improves the prediction ability of the LSTM model
for long input series and effectively improves the prediction ability for the credit risk
of listed companies.

*  The model proposed in this paper can effectively solve the nonlinear problem of
predicting credit risk, has more applicability than the Z-score, Logit and KMV models
and does not require many samples compared with the latest neural network model.

* It can genuinely reflect the relationship between the default and credit risk of listed
companies, which makes commercial banks and investors better able to make reason-
able and timely responses to the credit-risk problems of companies.

In the rest of this paper, we present recent related work in Section 2. Section 3 offers our
proposed methods: an overview, convolutional neural networks, attentional mechanisms
and long short-term memory networks. Section 4 presents the experimental part, details
and comparative experiments. Section 5 concludes this work.

2. Related Work
2.1. Logit Model and the Z-Score
The logistic model is a statistical method of nonlinear classification—an extension of

the ordinary multiple linear regression model. The logistic model uses maximum likelihood
parameter estimation and does not require the data sample to be normally distributed [7].
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It solves the problem of discontinuous regression of the dependent variable, which is one
of the model’s highlights, especially when the dependent variable is categorical [8]. As the
logistic model uses a logistic probability distribution function, the traditional methods for
forecasting the credit risk of listed companies focus on using the historical financial data
of listed companies [9]; however, these models can only predict the future from the past,
which is a significant drawback of the model.

Domestic scholars have also analyzed and applied the Z-score and Logit models. Qiu
Yunlai empirically tested the Z-score model based on data from 46 listed companies in
China. The results show that the prediction accuracy of the Z-score model was higher after
the introduction of net cash flow [10].

He Zhanxiong and Tang Xiangjin argued that, to make the Z-score model better
predict [11] the market value of equity, the Z-score model should be improved to better
predict the credit risk of listed companies in China. Then, 20 listed companies were selected
for the Z-score model. The results showed that ST stocks had higher credit risk than blue
chip stocks.

Beaver created the earliest univariate forecasting model, which he believed could
determine a company’s financial condition by using only a single variable [12] regarding the
financial condition of a company. The Z-score model is a model that distinguishes between
insolvent and non-insolvent firms by assigning different weights to several financial ratios
that reflect the firm’s financial position [13]. The model assigns different weights to some
financial ratios, which can reflect the company’s financial status, and then calculates the
total risk value of each listed company, i.e., the Z value, after weighting [14]. By comparing
this value with the critical value, we can determine the degree of the financial crisis of listed
companies [15].

2.2. KMV Model

On the stock market using B-S stock option pricing to derive the probability of future
defaults of listed companies, the investors” knowledge of the stock’s future is included in
the stock market, and thus the model is sensitive and forward-looking, and the prediction
is more accurate and objective than the Logit model [16]. The KMV model was developed
by Kealhofer, McQuown and Vasick, a company specializing in credit risk analysis [17]. It
treats the company’s equity as a European call option, and when the market value of the
company'’s assets is higher than the debt at maturity, the debt is repaid; if the market value
of the company’s assets is less than its debt, the company chooses to default [18].

2.3. ANN

An artificial neural network (ANN ) is an abstraction of the neuronal network of
the human brain from the perspective of information processing to build a simple model
according to different connections to form various networks; it has been a hot research
topic in the field of artificial intelligence since the 1980 [19]. A neural network is a model
of operations consisting of interconnections between neurons—also known as nodes [4].
With continuous in-depth research on artificial neural networks, they have been used to
successfully solve practical problems that are difficult for modern computers in many
fields, such as intelligent robotics, automatic control, economics, biology and medicine [20].
Artificial neural networks now have a wide range of applications; in financial markets, they
can predict the market price and assess the risk.

Market price forecasting: The movement of market commodity prices is a compre-
hensive analysis of the various factors affecting supply and demand in the market [21].
Traditional methods of statistical economics have difficulty in making reasonable forecasts
of market price changes [22]. At the same time, artificial neural networks can handle
incomplete relevant data with obscure regularity or vague uncertainty; therefore, artifi-
cial neural networks have a massive advantage over traditional methods in making price
forecasts [23].



Electronics 2023, 12, 1643

40f18

Taking the market price determination mechanism as the starting point, the corre-
sponding neural network model is built based on the following factors: the loan interest
rate, per capita disposable income and urbanization level [24]. It is possible to make a
reasonable and scientific forecast of the price trend of commodities.

Risk assessment: The application of an artificial neural network for risk prediction can
be used to construct a credit-risk model suitable for the actual specific situation according
to the particular accurate risk sources, obtain the risk evaluation coefficient [25] and then
take reasonable measures to cope with the possible risks through comparative analysis,
which is of great significance to the stability of the financial industry [26].

3. Methodology
3.1. Overview of Our Network

The long short-term memory network (LSTM) is an excellent variant of RNN, which
can solve the gradient explosion problem in long-term sequence prediction. It is now
commonly used in time-series prediction. This article explains the projection of listed com-
panies’ credit risk and focuses on their credit indicators. Then, it performs risk prediction
so that the LSTM model can be used for prediction.

In addition, to improve the training time and speed of the LSTM model and reduce
the number of parameters, we introduce a convolutional neural network (CNN); before the
data enters the LSTM model, we use the CNN for feature extraction, select indicators that
are more relevant to the company’s credit-risk prediction, reduce the complexity of the data,
combine the advantages of the LSTM model and the CNN model to form a CNN-LSTM
model and, finally, introduce the attention mechanism. The attention mechanism can learn
independently, select more relevant feature vectors, optimize the model and improve the
prediction accuracy of the CNN-LSTM model—finally, combined into a CNN-LSTM-AM
model.

This paper uses a CNN-LSTM-AM model for credit-risk prediction for listed com-
panies. The model structure is shown in Figure 1. One of the features of CNN is that it
can extract local key features for feature processing. LSTM can use previous historical
information to deal with sequence problems, which has clear advantages over RNN in long
sequence prediction. Therefore, a new CNN-LSTM model is formed by combining CNN
and LSTM. To improve the accuracy and efficiency of this model, the attention mechanism
is further introduced into the model.

Inoput
¥

Pre — processing
v
CovlD

+

Relu
CNN module i

Maxpoll1lD
¥
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v
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!
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¥
Output

Figure 1. Overall flowchart of CNN-LSTM-AM model.
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The attention model (AM) has been widely used in deep learning tasks in recent
years [27]. When a large amount of information is input to a neural network, the impacts
of different knowledge of the input on the output are different [28], and allocating more
computational power to important input information can improve the computational speed
and efficiency of the neural network. Thus, we introduce the attention mechanism.

The structure is shown in Figure 2. The computation of the attention mechanism can
be divided into two steps. One is calculating the corresponding weight coefficients based
on the input information.

The second step is calculating the input information’s weighted average based on the
weight coefficients.

_ exp[s(x;, q)] 1)
Yiog exp(s(xi,q)]

i

t
£= Z a; X x; 2)
i=1

where g is the query vector and x; is the input vector; the degree of correlation with g is
the basis for the score of the s(x) score function; a; is the attention distribution; and ¢ is the
weighted average of the input values and the attention distribution.

For ease of reading, Table 1 is a summary table of symbols mentioned in the text.

Table 1. Summary table of the symbols used in the text.

Symbols Meaning
q the query vector
X; the input vector
a; the attention distribution
E the activation function
M; the input feature map
K the convolution kernel corresponding to the feature
b; the bias unit of the layer
down(x) downsampling
o the sigmoid function
W the weight of the neuron
b the deviation of the neuron

xl .......... [L‘Q see "L't

q ! It J
s(z, ¢ 8@ @) sz, g

&

Figure 2. The operation flow chart of the attention mechanism.
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3.2. CNN Model

A convolutional neural network (CNN) is a deep neural network that includes convo-
lutional processing. Its unique structure can reduce the risk of overfitting and also reduce
the memory occupied by the deep network, which is used to identify the similarity between
new features and the original data and can extract features.

CNN mainly consists of convolutions, pooling and full connections (FC). Convolutions
and pooling are responsible for feature extraction, while FNN is used for classification
recognition [29]. The structure is shown in Figure 3.

!

input N Conv — Poll — Conv —— FC —— FC | ...| output

|

Soft max

Figure 3. The flow chart of the one-dimensional CNN (convolutional neural network).

In the CNN model, the convolutional layer is the critical layer of the CNN, convolu-
tional kernels can extract the features as feature extractors, and then different weights are
set for convolutional computation. Usually, more than one convolutional kernel can be
developed to more fully extract the features.

Then, to reduce the complexity and parameters of the model and reduce most of the
computation, the pooling operation is used for downsampling—the method usually used
is to select the max-pooling layer (max-pooling)—and finally, in the fully-connected layer
(FC) is used to weight the sum of the computation results obtained earlier, resulting in the
final recognition result. The unique structure of the CNN in processing data reduces the
computational effort and makes the network simple and efficient [30].

The convolution layer is calculated as follows.

XE=f| ¥ XF KP4 bf 3)
iEM]‘

where X].L, XjL_l is the feature map of the Lth and L-1th layers, respectively; M; is the input

feature map; K is the convolution kernel corresponding to the feature; and b]-L is the bias
unit of the layer.

X]L = f{,B]L down(XiLfl) + bﬂ 4)

where down(x) is downsampling, and B¢

Lth layer.

, b} is the additive and multiplicative bias of the

3.3. LSTM Model

Long short-term memory (LSTM) is an extended model based on recurrent neural
networks (RNN) [31]. Still, the traditional RNN model cannot deal with the long-distance
dependence problem well and will produce issues, such as gradient disappearance and
gradient explosion. To solve this problem, Hochreiter and Schmidhuber proposed the
LSTM model in 1997, which can alleviate these problems to an extent. The gates work
together. The forgetting gate reduces the amount of memory for the input information, and
the output gate is responsible for updating the memory state and outputs the computational
results. The structure is shown in Figure 4.
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Figure 4. The operation flow chart of a long short-term memory network (LSTM).

In Figure 4, f; is the forgetting gate; i; is the input gate; o; is the output gate; X; is
the input at the current moment; C;_1, ;1 is the output at the previous moment and the
cell state; and C;,; is the output and cell status at the current moment. The LSTM uses a
unique gate mechanism to control the forgetting gates, input gates, output gates and cell
states. The unit state is used to handle the long-term dependencies of the memory units.
The following equation can express the relationship between the four.

it = o(Wihy—1 + Ujx; + b;) @)
fe = o (Wphi 1+ Upxt + by ) (©)
o = 0(Wohi_1 + Upxs + by) (7)
Ct = tanh(W.hy_q + Uexy + be) (8)
Ci=fixCra1+irxC )

Iy = o % tanh(Cy) (10)

In this equation, ¢ is the sigmoid function, W is the weight of the neuron, and b is the
deviation of the neuron.

The sigmoid function decides what information is to be removed from the cell state,
and this is performed by the sigmoid gate, which is called the forgetting gate [32]. LSTM
is a tremendous development for us to use RNN with strong information selection ability
and time series data-learning ability, which can greatly improve the accuracy of time series
data through the unique gate mechanism [33].

4. Experiment
4.1. Datasets

Our experimental data are mainly from the stock exchange of China, CSMAR, Morn-
ingStar database, KMV default database and China Stock Market and Accounting Research
Database. CSMAR is a research-oriented and accurate database in the field of economics
and finance, which was developed from the needs of academic research and the profes-
sional standards of famous international databases, such as CRSP, Compustat, TAQ and
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Thomson of the University of Chicago and combined with the actual national conditions of
China.

After more than 20 years of continuous improvement and accumulation, the CSMAR
database has covered the green economy, stocks, companies, China securities, futures, for-
eign exchanges, macro finance, industry and other significant areas of economic and finan-
cial research-oriented databases, including 200+ databases, 4000+ tables and 60,000+ fields,
which can be time, code and other indicators data for the charts in the database; can be
exported to Excel with CSV (comma separated values) and other data formats. The stock
exchange of China is an essential tool for investment and empirical research.

The MorningStar database is designed to provide investors with professional financial
information, fund and stock analysis, ratings and convenient, practical and functional
analysis application tools, such as Rating, Investment Style Box and Category Rating [34].
These tools are professional and easy to use and can help investors make informed invest-
ment decisions. The archived data is extracted from the Morningstar database, is easily
accessible and reproducible and provides a quick way to extract financial data. There are
approximately 500,000 investment products with raw data in the Morningstar database.
The Morningstar database is now widely used in the literature across multiple disciplines.
This paper uses all available data from the database of public companies.

To forecast the credit risk of listed companies, we propose a benchmark for assessing
the credit risk of SCF China SMEs through 18 indices [35], which are also the initial
independent variables of the CNN-LSTM-AM model. The 18 independent variables are
classified into five categories: liquidity, leverage, profitability, activity and non-financial.
Among them, the dependent variable is the credit risk status of the listed companies as
risky or risk-free. The dependent variable is assigned a value of 1 when the data sample of
listed companies shows non-risky but a value of 0 when the data sample release shows a
negative signal.

For these 18 independent variables, we define and describe them as shown in Table 2.

Table 2. Credit-risk factors and the classification of listed companies.

Factors Code  Variable Categories
Applicant factors X3 Current ratio Liquidity
Applicant factors X Quick ratio Liquidity
Applicant factors X3  Cashratio Liquidity
Applicant factors X4 Working capital turnover Liquidity
Applicant factors X5 Return on equity Leverage
Applicant factors Xg  Profit margin on sales Profitability
Applicant factors X7  Rate of Return on Total Assets Leverage
Applicant factors X3 Total Assets Growth Rate Activity

Counter party factors X9 Credit rating Non-finance
Counter party factors Xj0  Quick ratio Liquidity
Counter party factors x11  Turnover of total capital Liquidity
Counter party factors Xjp  Profit margin on sales Profitability
ltems’ characteristics factors ~ X3  Price rigidity, liquidation Non-finance
ltems’ characteristics factors X34  Account receivable collection period Leverage
Items’ characteristics factors X35  Accounts receivable turnover ratio Leverage
Operation condition factors X6  Industry trends Non-finance
Operation condition factors X17 Transaction time and transaction Non- finance
Operation condition factors Xjg  frequency Credit rating of SME Non-finance

4.2. Experimental Details

First, we used the CNN-LSTM-AM model with the dataset to calculate the results
and then compare the speed with the traditional Logistic and KMV models. Then, the
processing speed of complex cases is reached. At this point, the models compared are
Tree [36] and SVM models [37]. Then, the same results are computed through our model
to calculate the degree of accuracy and compare it with other models. We also test the
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accuracy of the CNN-LSTM-AM model in different datasets and compare it with other
traditional statistical models, KVM models and new neural-network-based models.

We also study the computational effort of the various models, created pictures and
then derive accuracy and error charts for the other models to compare the predictive power
of our models more visually. Finally, we research the AUC of different models. Furthermore,
we test the predictive power of our models in other data sets to thoroughly compare the
strengths and weaknesses of our models.

4.3. Experimental Results and Analysis

As shown in Figure 5, we conducted comparison experiments to compare the inference
speed of the CNN-LSTM-AM model with the traditional logistic and KMV models, and
the results show that our method exhibits faster inference speed in different datasets, and
the advantage of the CNN-LSTM-AM model becomes more apparent when the dataset
increases.

This is because, when the number of inference cases is small, most of the time overhead
is spent on data loading, while as the number of inference cases increases, most of the time
overhead is spent on inference. It can be seen that the inference speed of the CNN-LSTM-
AM model is significantly due to the other models. In contrast, with the increasing number
of inference cases, the equipment appears to heat up, and the time cost rises accordingly.
Therefore, our model is more economical than traditional logistic and KMV models.

- Logistic —— KMV
Ours
=
2 161
5
F 084
0.4
otg

200 400 600 800
inference number

Figure 5. The three models in the case of different reasoning quantities.

In Figure 6, we compare the speed of the different models tested in complex cases.
In finance, it is most important to deal with some problematic case situations, and, in
corporate credit evaluation, these data are critical. It can be seen from the figure that, in
dealing with complex cases, our method has clear advantages compared to the new neural
network model, which is an essential inspiration for future credit evaluation models.

Ours Tree
- SVM
>,
o
5 161
2
2
]
Tgl 0.8 1
3
0.4 _
g (1 - ' i . .
- 20 40 60 80

complex inference number

Figure 6. A line chart of the inference speed of three other models in the case of complex and different
inference quantities.
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We verified the accuracy of different models for predicting the credit risk of listed
companies and then presented it graphically to make it more intuitive. In Figure 7, the
shades of color are responsible for different degrees with different models” heat maps, and
higher values indicate higher correctness. Figure 7 shows that the CNN-LSTM-AM model
had higher accuracy than the KMV and SMV models [38].

Ours SMV KMV
>< I
@
o 0.95
2 0.8577
@)
O
g _ 0.90
©
=g 0.8012
2 5 -0.85
v Z
> B
o 08144 07511 0.80
(NN ]

Model Type

Figure 7. In the same data set, the prediction accuracy of three different models contrasted with data
of varying complexity.

In Figure 8, to verify the applicability of our model, we demonstrate the generalization
of different models on different datasets.These data sets are the stock exchange of China,
CSMAR, MorningStar database and KMV default database. The performance of the CNN-
LSTM-AM model in the four data sets is better than other models, showing a wide range of
applicability. This makes up for the problem of KVM in dealing with nonlinear data sets
and has made significant improvements and breakthroughs.

Dataset2 Dataset3 Dataset4

0.95 0.95 0.95
0.90 0.90 o BB 0.90

0.85 0.85 S 0.85

0.80 I 0.80 I 0.80 I E

0.75 " T 0.75 0.75

SVM KMV Tree ZPP  Ours SVM KMV Tree ZPP  Ours SVM KMV Tree ZPP  Ours

Datasetl

0.95

0.90

0.85

0.80

0.75°SVM KMV Tree ZPP Ours

Figure 8. Accuracy in different datasets.

In what follows, the training process Algorithm 1 of this paper is described in detail.
Compared with other neural-network models, our training process has removed many
weak phase factors in the CNN model. Therefore, compared with Tree, SVM, the training
process of the neural network model is more straightforward, and so the iteration speed is
faster, and the calculation time and accuracy are improved.

As can be seen from Figure 9, our model has clear advantages in the amount of calcu-
lation, mainly because we first perform convolution processing through CNN, which can
extract feature vectors well and simplify indicators. Then, we introduce the attention mech-
anism; the attention mechanism can match the weights more reasonably and effectively so
that the deep learning network can focus more energy on more efficient operations [39].
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Algorithm 1: Algorithmic representation of the training process in this paper.

Training set D = {(x(n),y(n))} Ny = 1, validation setV, learning rate¢,
regularization coefficientA, number of network layers L, number of
neuronsMy, I < I < L.

Random initialization W,b

while The error rate of the neurat network model on the vatidation set vs. no longer
decreases do
Randomly reorder the samples in the training set D
forn =1..Ndo
Select samples from the training set(x(n),y(n)) Feed-forward

calculation of net inputs(/) and activations a(!) for each layer until the
last layer Backpropagation calculates the error é(I) of each layer
Calculate the derivative of each layer parameter Update

end
end
200
"
180
&
y
p—
= 160 -
=
=
= 140 1
2
o]
© 120
100 ===
Ours 7PP KMV Tree

Figure 9. Comparison of the computational size of different models.

In Figure 10, to verify the prediction accuracy of different models in the CSMAR
dataset, we divided the CSMAR dataset into five groups for experiments. As seen in
the figure, our method is always more accurate than other models in the five grouping
experiments, and all of them have shown high predictive ability. It effectively predicts the
credit risk of listed companies in the CSMAR data set and has a more significant advantage
than other models.

. KMV Tree
95_ mm SVM . Qurs
S
= 90
&
=]
2 851
[&]
<

co
[a=)

~J
wn

3 4 5
Group number

Figure 10. Comparison of prediction accuracy of different models.
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In Figure 11, we conduct experiments on the CSMAR dataset, comparing our model
with the ZPP model for AUC. As the number of training continues to increase, the precision
of the model accuracy also increases, and our model’s prediction accuracy and increase
are always higher than that of the ZPP model [40]. Compared with the ZPP model, the
learning ability of the CNN-LSTM-AM model is more vital than that of the ZPP model.

001 9" T oo
0.8- 0.8
0.7 . . 07
o 0.6 / 0.6
2 0.5 0.5
0.4- 0.4
0.3 0.3
0.2- 0.2

T T T ! ! 0.1
1000 2000 3000 4000 5000

Figure 11. Comparison of the AUC of different models.

Errors in the forecasting model are essential to validating our public company risk
forecasting model. In Table 3, we selected the data of the CSMAR and MorningStar
databases to verify the prediction errors of different models. It can be seen from the table
that the prediction errors of our model in the two data sets are smaller than those of
other models.

Table 3. Error comparison of different data sets and models.

Model e1 e
Ours 2.38 3.34
Kmv 2.58 3.65
Svm 2.81 2.94
Tress 2.41 3.5

In Table 4, we first simplify the operation process by CNN convolutional processing
and use the CNN model to find the six indicators with the most significant correlation
with the credit risk of listed companies. Then, through the attention mechanism model, we
perform deep learning and assign the weight ratio by ourselves to improve the machine-
learning efficiency, which makes the LSTM operation process more accessible, and op-
erations target more critical influencing factors, thus, improving the operation efficiency.
Finally, by predicting these six indicators, we compare the prediction results of different
models for the feature parameters. The results show that our model has a significant
advantage in the prediction of these six indicators.
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Table 4. Prediction accuracy of different metrics.

Index Ours SVM KMV
Current ratio 0.5653 05023 0.4613
Quick ratio 0.4904 0.4756 0.4653
Cash ratio 0.4545 0.5864 0.5656
Credit rating 0.8623 0.8523 0.8321
Quick ratio 09864 0.9654 0.9451
Industry trends 0.8746 0.8586 0.8321

As shown in Figure 12, we compared the parameters of AM [41], CNN-LSTM, LSTM
and our model. The results show that the parameter cost of our model is significantly
smaller than other models, which benefits from the CNN network and attention mechanism
on LSTM model optimization.

150

125

100

75

50

25 1 .
N i

Ours CNN-LSTM LSTM

Parameters(M)

Figure 12. Comparison of the parameter quantities of different models.

As shown in Figure 13, we compared the computational load of different models to test
our model’s performance further. The results show the reasonable distribution of weight
and computational load in the feature processing and attention mechanism of the CNN
network of our model, compared with the other CNN [42], LSTM [43] and CNN-LSTM [44].

200
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Figure 13. Comparing the amount of computation of different models.
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In Figure 14, we compare the training time of the CNN, CNN-LSTM, LSTM and our
model, which is also one of the essential indicators to measure the model’s performance.
The results show that, in different amounts of data processed, the training time of our
model time, is better than for the other models.

2 141
2 1.2-
o
= 0.8
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Bt
0.4 +——%=—— —#— Ours -»- LSTM
0.2 - CNN-LSTM CNN

200 400 600 800
data number

Figure 14. Comparison of the training times of different models.

In Figure 15, to further test the performance of our model, we compared the inference
time of different models in complex data. The results show that our model has clear
advantages in the performance of more complex data sets [45].
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—e— CNN-LSTM CNN
2 141
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0.2 1

20 40 60 80
complex data number

Figure 15. Inference time comparison of different models.

In Figure 16, to verify the generalization of our model, we compared the prediction
accuracy of different models in four different data sets. These are the stock exchange of
China, CSMAR, MorningStar database and KMV default database. The results show that,
whether in linear or nonlinear data sets, in the prediction of our model, the accuracy is
higher than in other models, showing good generalization [46].
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Figure 16. Prediction accuracy of different models in different datasets.

Table 5 compares the accuracy, computation and parameter size of the models men-
tioned in the paper with our model. The table shows that our model has significant
advantages in these aspects.

Table 5. A comparison of different models.

Model Accuracy Flops Parameters (M)
Logistic [4] 0.7762 212 27.03
Tree [35] 0.914 140 140.47
KMV [38] 0.8577 205 11.69
ZPP [40] 0.8454 180 15.79
AM [41] 0.790 125.77 169.99
CNN [42] 0.897 150.66 177.17
LSTM [43] 0.931 142.43 99.86
CNN-LSTM [44] 0.964 109 56.44
SMV [47] 0.9044 113.4 122.86
Ours 0.9843 102 14.14

5. Conclusions and Discussion

First, a CNN model was used for feature processing to obtain more useful independent
variables among the 18 independent variables, which improved the operation speed and
accuracy of the model. Then, the output results entered the LSTM model, which can
perform long-term sequence prediction, learn independently without a large number
of samples and positively affect the credit-risk prediction for listed companies. Finally,
the attention mechanism was introduced in the CNN-LSTM model, and several listed
companies were locked through independent weight ratios. Several variables were most
closely related to credit risk to enhance the authenticity of the forecast.

However, our method currently has certain limitations. First, to improve the accuracy
of prediction, we used the CNN-LSTM-AM model, which is more complicated and has more
processes than the KMV and Logit models; thus, our model can deal with the same situation
at a slower speed. In the future, we can simplify the model and make the calculation
speed faster. Secondly, we used data from four datasets. Collecting these data requires a
large workload; however, the verification results are promising. After the verification is
completed, more data can be used to predict the credit risk of listed companies.
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This paper adopted a CNN-LSTM model based on the attention mechanism, which
has improved the accuracy of credit-risk prediction for listed companies compared with
traditional models and is a good application of deep machine learning in the financial
neighborhood. The CNN-LSTM-AM model proposed in this paper has a wide range of
credit-risk prediction, applies to both linear and nonlinear data sets and does not require a
large number of historical default records as the branching point, which makes it easier to
apply the scenario.

Its prediction accuracy has dramatically improved compared to traditional and new
machine-learning models. The error is small, the application range is wide, the operation
speed is fast, the AUC value is high, and it can better handle more complex data sets,
which can predict the default risk of listed companies well and effectively in advance.
The comparative study of credit-risk-prediction models of listed companies has important
practical significance, which is reflected in the following points. We maintain a relatively
stable investment environment for the Chinese stock market by focusing on the operations
of these listed companies by the regulators.

The comparative study of different credit-risk-prediction models can make the regula-
tors more timely and effective in finding problems that may exist in the operating conditions
of these listed companies in time to maintain the excellent and healthy development of
the stock market. Our work can provide investors with relatively objective investment
advice, which can reduce the influence of artificial factors, such as expert opinions, so that
investors can avoid misunderstandings and obtain fairly accurate investment advice.

Since most of the listed companies’ sources of liabilities are related to commercial
banks, whether the listed companies can repay on time and have high credit risk is also
directly related to the interests of the commercial banks themselves, and thus the com-
mercial banks themselves attach great importance to the credit risk of listed companies.
Therefore, the comparative study of credit-risk-prediction models by merchants also has
great significance for commercial banks.

The study can help commercial banks find the appropriate credit-risk-prediction model
to reduce the economic loss of commercial banks to a certain extent. The comparative
analysis of credit-risk-prediction models of listed companies can help predict the risk
of default or non-default of listed companies in advance to reduce the economic loss of
commercial banks to a certain extent, which is of great significance to the stability and
prosperity of the financial market.
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