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Abstract—News creation and consumption has been changing
since the advent of social media. An estimated 2.95 billion peo-
ple in 2019 used social media worldwide. The widespread of
the Coronavirus COVID-19 resulted with a tsunami of social
media. Most platforms were used to transmit relevant news,
guidelines and precautions to people. According to WHO, uncon-
trolled conspiracy theories and propaganda are spreading faster
than the COVID-19 pandemic itself, creating an infodemic and
thus causing psychological panic, misleading medical advises,
and economic disruption. Accordingly, discussions have been
initiated with the objective of moderating all COVID-19’s com-
munications, except those initiated from trusted sources such
as the WHO and authorized governmental entities. This article
presents a large-scale study based on data mined from Twitter.
Extensive analysis has been performed on approximately one
million COVID-19 related tweets collected over a period of two
months. Furthermore, the profiles of 288,000 users were analyzed
including unique users’ profiles, meta-data and tweets’ context.
The study noted various interesting conclusions including the
critical impact in term of reach level of the (1) exploitation
of the COVID-19 crisis to redirect readers to irrelevant top-
ics and (2) widespread of unauthentic medical precautions and
information. Further data analysis revealed the importance of
using social networks in a global pandemic crisis by relying on
credible users with variety of occupations, content developers and
influencers in specific fields. In this context, several insights and
findings have been provided while elaborating computing and
non-computing implications and research directions for poten-
tial solutions and social networks management strategies during
crisis periods.

Index Terms—Coronavirus, COVID-19, pandemic, infodemic,
misinformation, misleading information, social networks, social
networks management, defeating coronavirus, data analytics.

I. INTRODUCTION

HE WORLD wide spread of the COVID-19 infectious
disease resulted in a pandemic that has threatened mil-
lions of lives. Social media has been playing a major role
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in disseminating information about the virus and its impact
through a multitude of measures including the continuous
transmission of local and global updates, as well as issuing
warnings and guidelines for dealing with the pandemic and
its aftermath. According to Statista [1], an estimated 2.95 bil-
lion people in 2019 used social media world wide. The number
is projected to increase to 3.43 billion in 2023. One remark-
able statistic is around the continually changing demographic
of new consumers and the increase in social media penetra-
tion reach. The Pew Research Centre [2] reported in 2018 that
“most Americans continue to get news on social media, even
though they may have concerns about its accuracy.” Numerous
surveys have been undertaken to capture the online behavior
of news consumers worldwide, and the trends seem to be that
social media platforms are highly influential when it comes
to acquiring news stories, for the majority of people. In a
large-scale study conducted in 2019 by Ofcom [3], the U.K.
Government’s regulator for public communications services,
it was shown that “half of the adults in the U.K. now use
social media to keep up with the latest news.” Furthermore,
governments and major centers for disease control, including
the World Health Organization (WHO) and the Centers for
Disease Control and Prevention (CDC), are relying on social
networks as a mean for managing the evolving pandemic by
regularly disseminating guidance and updates and by providing
emergency responses.

The dark side of social media was exhibited in a tsunami of
fake and unreliable news that ranged from selling fake cures
to using the social media as a platform to launch cyberattacks
on critical information systems. This led the United Nations
to warn against a proliferation of false information about the
virus and the emergence of the COVID-19 infodemic, accord-
ing to WHO Director-General Tedros Adhanom Ghebreyesus
at the Munich Security Conference on Feb. 15, 2020 [4].
Moreover, various researchers and news outlets [5]-[12] tack-
led the rising infodemic issue and presented real-life case stud-
ies detailing actual examples that impeded people from acting
appropriately during the infodemic. For example, malicious
users have used social media platforms such as Facebook,
Twitter, Instagram, Youtube and WhatsApp in order to spread
panic and confusion through deliberate overabundance of mis-
leading information and rumors. A notable false claim that
5G damages the immune system and consequently causes the
COVID-19 outbreak went viral and resulted in vandalism of
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cell towers in Europe [13]. Other conspiracy theories spread
rumors regarding the source and cure for COVID-19 at a time
when people needed to focus during the outbreak on how to
do the right thing in order to control the disease and mit-
igate its impact (e.g., virus does not infect children, virus
dies in temperature above 27 degrees, a certain diet cures
and provides immunity from the virus, cure discovery, ...).
Cyberattacks also flourished during the outbreak [9]. Videos,
photos and posts in different languages exploited the COVID-
19 context in order to redirect the general public to shady
websites and inadvertently install spyware. Some cybersecu-
rity firms claimed that 3-8% of the newly registered COVID-19
related sites are suspicious, while others phishing messages
about potential cures lead to the installation of malware.

Consequently, organizations, governments and business
leaders exercised excessive pressure on social media platforms
in order to curtail the flood of fake news and viral misinforma-
tion. This became a priority in order to ensure that people in
lockdown received accurate and medically sound information.
Although social media outlets claimed to have control over
identifying and banning harmful content, it soon became
apparent that they themselves were not well prepared and
needed contingency plans in order to respond to COVID-19
infodemic. The main focus of the social network platform was
mainly on advertisement and offering personalized services to
both industries and people while analyzing human behavior
and preference. In fact, most platforms are now filtering and
banning users who are identified as sources of misinformation.
According to [9], the adopted machine learning and artificial
intelligence moderation tackling the identification of credible
content in social media resulted in several unfair disbanding
of user accounts and content due to the shortage of human
verification and review during the pandemic.

In this context, this article provides a large-scale quanti-
tative measurement of the critical impact of social networks
infodemic during the COVID-19 pandemic. Please note that
we refer to the term impact as the potential reach of tweets,
i.e., impact in term of reach level. The first objective is to
explore quantitatively using large dataset the potential reach of
this infodemic on billions of users on social media platforms.
The second objective is to technically identify the shortcom-
ings that led to the infodemic and provide some research
directions to limit the impact of its spread. We tackle the
evolving challenges using a large dataset that was extracted
from Twitter targeting COVID-19. The study uses a data ana-
lytics approach based on tweets meta-data, text and context, as
well as users meta-data and profiles. We explore extensively
one million COVID-19-related tweets that were collected over
a period of two months belonging to 288K users. The analy-
sis of the unique users’ profiles, meta-data and context of the
tweets allowed us to deduce various important findings and
insights while providing guidance for potential solutions. To
the best of our knowledge, except Li ef al. [14] who char-
acterized the propagation of situational information in social
media during COVID-19, no computing related work has yet
addressed analyzing experimentally either the reach level or
the positive/negative impacts of social networks in propagat-
ing COVID pandemic. Accordingly, this article contributes by
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highlighting, based on empirical analysis, several findings and
directions to a research field to become of great importance
in the near future.

We provide in the sequel a summary of our findings not-
ing the following terms usages: a Tweet refers to a unique
tweet excluding the retweets, Interactions refer to the total
number of retweets and favorites per unique tweet, and Reach
refers to total number of followers of the user who initiated
the unique tweet and reflects the number of tweeters that
may potentially see and interact with it. The initial results
indicate that around 16.1% of the tweets (i.e., 160K Tweets,
2.1M Interactions and 5.6B Reach) are exploiting COVID-19
contexts for advertisement, redirecting users to out of scope
topics or even maliciously misleading the community. A fur-
ther lexicon-based analysis on the context and users’ meta-data
confirms that only 3.5% of the unique users initiating the
tweets have a medical profile while 2.8% are virus special-
ists. Accordingly, at least 93.7% of the COVID-related tweets
(i.e., 800K Tweets, 17M Interactions and 30B reach) may
be transmitting misleading or unverified medical information.
Conversely, and in order to highlight the importance of non-
medical users in spreading important medical information,
a deeper analysis was performed to identify unique users
with key specialties. Results reaffirmed our initial findings
and showed that users with context-relevant occupations such
as doctor, writer, reporter, journalist, editor and governor do
not even constitute 1% of the total reach count (i.e., 300M
out of 37B). Accordingly, these insights illustrated the need
to identify relevant influencers in specific contexts and to
seek their help in order to disseminate verified and reliable
information.

The contributions of this work are threefold:

¢ Providing quantitative measurements analyzing the poten-
tial reach level of social network infodemic during
the COVID pandemic. To the best of our knowledge,
no computing related work has yet addressed analyz-
ing experimentally either the reach level or the posi-
tive/negative impacts of social networks in propagating
COVID pandemic.

e A lexicon-based data analytics approach for social
networks users and content using natural language pro-
cessing techniques. Insights into user profiles and tweet
contexts are inferred in order to (1) detect misleading
information that are spread using tweets that exploit
COVID-19 and (2) measure the credibility and relia-
bility of the disseminated COVID-19-related tweets by
classifying the tweeters based on users’ specialties and
occupations.

¢ Elaboration of both computing and non-computing find-
ings, implications, social networks management strategies
and research directions addressing the infodemic-related
problems supported by thorough literature review for a
field to become of great importance in the near future.

This article is organized as follows. In Section II, we
describe the research methodology while in Section III we
analyze the impact of misleading twitter contexts. Section IV
provides empirical analysis of the impact of COVID-19 related
posts per user specialty and occupation. Section V details our



MOURAD et al.: CRITICAL IMPACT OF SOCIAL NETWORKS INFODEMIC ON DEFEATING CORONAVIRUS COVID-19 PANDEMIC 2147

—_

Tweets and Users Datasets

Collection and Preparation}

 —

—

Building Lexicons
Tiweet B User Profile Anslysis)

A 4
— 8
Lexicon-Based Analysis using NLF

o ]

T

Cradibility Measurment

—

Ensiched Combined Datasets y Y

~—

-
o] TR = sSpecialist?
shedical? sSpecialist

Occupation
(Twreats, Interactions, Reach)

Fig. 1. Methodology Overview.

research findings and directions. In Section VI, a thorough lit-
erature review related to the addressed problems is presented
while Section VII concludes with comments.

II. METHODOLOGY AND DATA PROCESSING

The adopted lexicon-based data analytics methodology for
social networks users and content, illustrated in Figure 1, is
based on natural language processing techniques (NLP). It
starts by choosing the pertinent topic and selecting the top used
hashtags. A search query that forms the basis of the data col-
lection scripts was next built and the keywords were selected.
The system systematically fetched approximately a million
tweets from Twitter along with their corresponding users’
profiles. A descriptive analysis report was then generated by
aggregating the collected records. In order to gain deeper
insight into the collected data, we developed five different lexi-
con relationships. The lexicon properties allowed the system to
analyze the content and consequently build the targeted aggre-
gations. Natural Language Processing (NLP) techniques were
used in order to classify the tweets and the users based on
the above analysis. Finally, the results were aggregated and
inferences were made based on users’ occupations.

In the sequel, we provide an ordered and detailed descrip-
tion of the methodology presented in Figure 1 including the
proposed approaches and elaborated solutions within each of
the system modules:

e A crawler Python script was implemented using a
tweepy [15] for collecting one million public tweets that
include the “corona” or “covid” terms. To classify hash-
tags whether they are covid-related or non-covid related
ones, a list of the top used hashtags within the context

of COVID pandemic was created (the Covid Hashtags
Lexicon), regardless of the keywords that were used to
collect the tweets that are “covid” and “corona.” Once
the data is fetched, a list of unique users who initiated
the tweets was extracted and Twitter REST API [16]
access tokens were used in order to fetch the public
profiles and perform the aggregations and analysis.

A set of lexicons was built based on a special list of
keywords to classify tweets into corona or non-corona
related ones and infer insights from tweets and user pro-
file datasets. In this regard, the lexicons were used as a
base for the NLP entity extractor to classify each tweet
based on its content regardless of the hashtags. Similarly,
they were also used to classify users that have medical and
speciality backgrounds. The following are the five built
lexicons: Corona Top Used Hashtags Lexicon, Corona
Social Media Context Lexicon for Tweets, Occupation
Lexicon for Grouping Users Based on their Biographic
Information, Medical Occupation Lexicon for Users and
Virus Specialty Occupation Lexicon for Users. We built
the NLP model using our manually created lexicons and
dictionaries since we could not find previously created
dictionaries about COVID at the time of the study. In order
to build the COVID related lexicons (hashtags and con-
text), we fetched the top used keywords and hashtags on
twitter and manually built a list of keywords and expres-
sions for each lexicon. However, for the “Occupation”
lexicon, we used a previously collected list of keywords
(extracted from Google Cloud! and Amazon AWS? NLP
modules) to classify user profiles based on the text simi-
larities and occurrences. Also, we built the “Medical and
Virus Specialists’ lexicons by performing manual search
and filtering thousands of twitter user profiles to collect
user occupational titles and job descriptions about the
mentioned themes. In the sequel, we present more details
about the component of each lexicon:

COVID Hashtags Lexicon: contains a list of most of the
used hashtags about COVID on Twitter.

COVID Context Lexicon: contains a dictionary of key-
words, expressions and abbreviations that are being used
during the COVID pandemic (i.e., stay at home, masks,
virus, covid china, etc.).

Occupation Lexicon: contains a list of keywords and
expressions about the most common job titles, descrip-
tions and classes (i.e., engineer, writer, journalist,
economist, doctor, musician, consultant, etc.).

Medical Context Lexicon: contains a dictionary of key-
words, expressions and abbreviations that are directly
related to the medical family (i.e., doctor, clinic, psy-
chiatrist, etc.).

Virus Specialty Lexicon: contains a dictionary of key-
words, expressions and abbreviations that are directly
related to the viruses and biological clinical occupations
(i.e., virus specialist, bacteriologist, vaccines, immunol-
ogy, etc.).

1 https://cloud.google.com/natural-language
2https://aws.amazon.com/comprehend/
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o The lexicon-based processing scripts were next built in
order to extract entities from tweets as well as from the
user biography fields. Accordingly, we inferred credibility
measurement using NLP analysis. The distributed scripts
simultaneously processed tweets and user records in order
to tag record with a final value (i.e., isCorona, isMedical-
Profile, isSpecialtyProfile, isCoronaHashtag, and the list
of detected occupations).

e The dataset was next decorated for advanced filtering
and analysis queries by merging the aggregated data into
one enriched dataset, which was augmented with the
following attributes: Unique Tweet ID, Hashtag Counts
per Tweet, Favorite Counts per Tweet, Retweet Counts
per Tweet, Mention Counts per Tweet, Interactions
(favorite and retweet) Counts per Tweet, Total Reach
Count (number of followers per user per unique
tweet), Unique User ID, Claimed Locations per User,
Occupations per User (extracted from the user profile
biography field), isCorona-Related (a boolean expres-
sion), isMedicalProfile-Related (a Boolean expression)
and isSpecialtyProfile-Related (a boolean expression).

¢ An occupation classification was next performed in order
to better understand the effect of the tweets that were ini-
tiated by users with different roles and specialities. Within
this context, we counted each user’s unique tweets per
occupation group (e.g., journalists), calculated the total
Interactions per tweet, and calculated the total Reach
counts caused by the mentioned group of users.

e An Analysis of the correlation across users/groups that
have medical profiles as well as a specialization in
the study of viruses or infectious diseases was per-
formed. Both profile types share similar entities and
keywords, and thus we attempted to highlight and stud-
ied the impact of users with a virus specialization profiles
rather than those with a general medical background by
sub-categorizing users with medical profiles.

ITII. IMPACT ANALYSIS OF TWEETS EXPLOITING
COVID-19 CONTEXT

In this section, we present the main findings and discuss
the insights and the results of the analysis based on the
predefined framework approach and KPIs. As we processed
around 109.3K hashtags from the one million random unique
tweets, it was important to classify each hashtag according
to its direct relationship to the COVID family of hashtags.
For instance, regardless of the context of the tweet, a hash-
tag that matches or partially contains #COVID or #CORONA
is classified as CORONA since it is explicitly related to the
Corona virus, while other hashtags like #China, #U.S. or #Italy
are classified as NON-CORONA since they are not directly
related to the Corona virus. Figure 2 shows the comparison
between the occurrences of the two classes (CORONA and
NON-CORONA) in the tweets. It can be noted that 53.5%
of the tweets (582.9K Tweets) represent tweets that contains
CORONA hashtags and might/not be talking about COVID,
while 46.5% (506.2K Tweets) represent tweets that do not con-
tain CORONA hashtags but might be talking about COVID in
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Fig. 2. CORONA vs NON-CORONA Related Hashtags.
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general. It should be noted that since some tweets contain
hashtags from both classes, the total number of the classified
classes does not reflect the number of unique tweets but rather
the count of tweets. This explains the fact that the number of
tweets per each class does not add up to one million (same
applies to Figure 4).

Figure 3 displays the top used hashtags from the 109.3K
ones sorted by the total count of occurrences in all tweets.
The TreeMap visualization chart has three dimensions to dis-
play. The position (from left to right), the box size (bigger to
smaller), and the color opacity(100% to 1%). All dimensions
are displayed based on the number of the total occurrences
of each hashtag in the entire tweets dataset. It is worth men-
tioning that the displayed hashtags have different dialogs and
formats. For example, Covidl19, COVID19, and covidl9 were
counted as separate hashtags in order to measure the differ-
ent usage for further text analysis. Moreover, other medical
terms not included in our search such as Sars-cov2 may also
be relevant depending on the context and type of needed
analysis [17].

Figure 4 shows the total Interactions and Reach counts of
each class of hashtags (CORONA and NON-CORONA) using a
stacked column chart. It is interesting to notice that the number
of Interactions and Reach level covered by the COVID hash-
tags on just a small set of users compared to the actual twitter
size. The number of Interactions reflects the total Interactions
(i.e., retweets and favorites) of all the unique tweets where
the classified hashtags were used. The total Reach displays
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the possible Reach counts of the mentioned unique tweets
based on their users’ followers count. Again, both Reach and
Interactions summations of the two classes do not sum up
to the total Reach and Interactions specified in the header.
We notice that the total number of Reach counts of the two
classes is 36.6B out of 36.7B (a difference of 86,000,000 pos-
sible Reach), which indicates that more than 80% of the users
received the Unique Tweets.

Furthermore, an lexicon-based classification of the contexts
was performed in order to understand the meaning of the
tweets. The lexicon is built from COVID related dictionary for
identifying the tweets diverting from the context to different
topics. Figure 5 shows that 16.1% of the tweets (i.e., 160.1K
Unique Tweets) were not related to the COVID situation at
all, while 83.9% (839.2K Unique Tweets) were related based
on their content. Some of the non-related ones were using the
trend hashtags to advertise for products and other topics, and
others were malicious intended to mislead the trend into dif-
ferent subjects. Figure 6 shows the total Interaction and Reach
counts of each tweet in each classified category. In addition
to the details mentioned in the description of Figure 5, it is
important to highlight the large effect of the 16.1% tweets in
terms of Interactions and Reach counts, which recorded around
2M and 5B respectively. It is very important to mention that
those counts are subject to increase with time, hence enlarg-
ing the misleading ratios. In this context, additional research
need to take place in order to identify the final destination of
these tweets in order to take the needed actions for immediate
remediation.

IV. IMPACT ANALYSIS OF COVID-19 RELATED TWEETS
INITIATED PER USER OCCUPATION/SPECIALTY

Additional experiments were performed by considering the
83% COVID related tweets in order to distinguish the iden-
tity of the tweeters initiating the unique tweets with COVID-19
context. The results of the lexicon-based classification allowed
us to study the profile of the 288K tweeters and identify
510 occupations belonging to the COVID tweet initiators.
In this regard, we extracted very important insights about
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Fig. 5. Tweets Within and Diverting Out of COVID Context.
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Fig. 7. Interactions and Reach Counts of the 3.5% COVID Tweets Initiated
by Medical Experts.

the credibility of tweets’ initiators who might be eligible for
broadcasting relevant messages in such a critical period.
Among the 83.9% of tweets, we first filtered the 839.2K
Unique Tweets into Medical Profile and Non-Medical Profile
categories based on the biographic information of each tweeter
having at least one COVID context related tweet. Figure 7 aims
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Fig. 8. Interactions and Reach Counts of the 2.8% COVID Tweets Initiated
by Virus Specialists.

at showing the participation of users that have medical back-
grounds in the overall conversations in order to measure their
effect based on their corresponding Interactions and Reach
counts. It is clear that only 29.1K Tweets (i.e., 3.5% of the
COVID related tweets) were initiated by tweeters that have
medical profiles, while the other 96.4% of the tweets were
initiated by tweeters that do not have medical profiles or exper-
tise. Likewise, Figure 8 measures the different Interaction and
Reach counts for the tweeters having virus specialty back-
grounds. It also shows that only 2.8% of the COVID related
tweets were initiated by specialists, while the remaining 97.2%
were initiated by other tweeters’ profiles. Usually, a specialty
profile could be inherited from a medical profile, but not the
opposite. We can depict from both Figures 7 and 8 that the
total Interactions and Reach counts of tweets initiated by non-
specialists tweeters are around 18M and 31B respectively,
which reflect 38.6 and 303 times more than the tweets initiated
by specialists in the field respectively. This might be very criti-
cal since it reflects the extent of the unintentional or intentional
mislead ratios who may lead to potentially spreading unveri-
fied and non-credible medical information and guidelines for
defeating COVID-19.

The above implications should neither overshadow nor dom-
inate the need for credible professional tweeters who should
contribute to the information that will raise awareness and
defeat the virus. Governors, mayors, editors, writers and jour-
nalists are obvious examples of tweeters who should be on the
list of occupations other than medically related who should be
encouraged to interact and engage in such critical times. The
list of credible tweeters could be expanded to include pub-
lic figures such as actors and artists. Figure 9 presents three
wordles (word clouds) that rearrange these occupations into a
visual pattern broken down per Tweet, Reach and Interactions
counts. The font size per occupation reflects its frequency
while Figure 10 shows the top 18 occupations for the COVID
tweeters’ occupations initiating related unique tweets broken
down per Tweet, Interactions and Reach. The main objective
is to assess the impact of each group of tweeters and study
their impact and influence rate in terms of Interactions and
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Reach. Clearly, both figures illustrate visually and numerically
that the correlation between the number of Tweet, Interactions
and Reach counts is not linear. In other words, the total
Reach count of tweets initiated by the group of tweeters hav-
ing Arts profiles and backgrounds are much higher than the
total Reach of tweets initiated by the group of users having
Doctor profiles and backgrounds, regardless of the number
of uniquely initiated tweets by both groups. Furthermore,
the correlation between the Tweet and Interactions counts is
also not linear but logical. For instance, relevant occupations
such as writers and journalists achieve high Interactions level,
while non-related ones such as engineers and retired are get-
ting low counts. Moreover, numerical results illustrate that
context-related occupations such as doctors, writers, reporters,
journalists, editors and governors do not even constitute 1%
of the total Reach counts, i.e., a total of around 300M out of
30B Reach counts. To further highlight the problem, these 1%
tweeters are supposed to be the only ones allowed to interact
with people during such a critical situation. In this regard, two
main implications can be reached from the presented results.
First, accurate techniques are needed in order to verify the
authenticity of the reported occupations based on historical
and real-time means. Second, detection approaches need to be
elaborated for identifying influencers relevant within specific
contexts and situations.

V. IMPLICATIONS & FUTURE RESEARCH DIRECTIONS

In this section, we provide various computing and non-
computing implications, recommendations, limitations of our
approach and future research directions in relation to the
aforementioned raised problems as inferred empirically and
quantitatively:

e An immediate ban should be placed on all the users,
posts and tweets exploiting the COVID-19 context in
order to mislead users and disseminate fake news. In
this regard, various researchers tackled detecting spams
and misleading information in social networks based on
users’ meta-data, texts and contexts [18]-[33]. However,
these approaches did not consider critical and crisis
times where high accuracy and time efficiency fac-
tors have major impact on overall solutions. According
to [9], major social network platforms have confirmed
that applying current Al techniques without human inter-
ventions may lead to unfairness by wrongly banning
valid accounts and interactions. Consequently, additional
research efforts have to investigate efficient and accu-
rate human-less techniques and methodologies for better
understanding the origin of misinformation while identi-
fying both disruptive contexts and users.

¢ Although information broadcasts are not initiated by med-
ical experts or officials, they may be at times essential
and useful. Accordingly, allowing only communications
by specific categories may be counterproductive as it
could block legitimate and helpful information. In this
regard, several approaches have addressed reputation and
credibility based on user-centered and content-based anal-
ysis [34]-[46]. However, to the best of our knowledge,
none of these approaches have classified and managed
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posts and accounts based on their verified roles, occupa-
tions and specialities. Consequently, mechanisms should
be proposed in order to efficiently and accurately allow
postings based on the aforementioned criteria, while at
the same time considering credibility, historical engage-
ment, insights and influence rate in related contexts and
events. Moreover, there is a need at this time to develop
systems that have efficient and highly accurate trust
and credibility preserving models to be opportunistically
adopted during crisis periods.

¢ Results show that the Reach level of professional COVID-
19 context-relevant roles and occupations (e.g., doctors,
editors, governors) is very low (i.e., only 1% of total
Reach). Accordingly, extensive effort should be put to
elaborate methodologies and recommendation systems
for efficiently recognizing credible and convincing

influencers in specific events/locations/communities (e.g.,
based on profile, insights, historical engagement) for
spreading the relevant and cited information provided by
trusted scientists and experts at large scale, in the right
place and to the right people. In this context, researchers
may benefit from the rich literature that targets identify-
ing influencers based on selected events in order to build
relevant approaches [47]-[54].

Current raised infodemic shed the light on the urgent need
to elaborate methodologies and techniques to be embed-
ded in the social network platforms for systematically
adopting emergency and crisis mode management strate-
gies and responding to the situation dangers. This also
includes developing code of conduct, standards and reg-
ulations to abide by during crisis periods, which may
differ from the policies applied within regular terms.
Although few approaches studied the role and reaction of
social network platforms in response to previous natural
disasters [55], [56], the research field still lacks solid
and sustainable methodologies to deal with epidemic and
pandemic contexts, and prior, during and post crisis.
Infodemic made it difficult for people to find reliable
resources for information. Accordingly, the UN is step-
ping up their communications efforts through global
cooperation and viral acts of humanity. Although some
are promoting the Chinese model of censored conta-
gion, the solution is for health authorities, governments
and social network stakeholders to formulate regular
responses to the infodemic using a strategy of active
engagement and communication with those who are
spreading inaccurate stories in order to gain a deeper
understanding of how infodemic spread. Governments
should set-up official units mandated to combat the spread
of inaccurate and unsubstantiated news. For example, the
U.K. established a rapid response unit within the Cabinet
Office. The Unit will work with social media firms in
order to filter fake news and harmful content.

The most powerful solution to tackle this, or any future
infodemic, lies with the consumers themselves. Taking
personal responsibility of the role that each person plays
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when they receive, read, edit, comment and then forward
a piece of information that originates on a social media
platform is, arguably, the most impactful intervention to
debunk the myths and falsehoods that are generated on
an hourly basis. Targeted campaigns must be launched
to educate anyone whose date of birth precedes the year
2000 to educate them on the social responsibility that
they bear whenever they partake in perpetuating stories
on Twitter or any other platform.

Finally, we provide in the sequel the limitations of our
approach mainly related to the adopted methodology and
assumptions, which may be also considered as future direc-
tions for further research and studies:

e Having to build manually most of the COVID dictio-
naries and lexicons may result in some assumptions
without enough experimental analysis supporting them.
Accordingly, more thorough analysis and effort are still
needed to elaborate comprehensive lexicons and ontolo-
gies related to COVID. Moreover, using only NLP
ready models like Google Cloud or Amazon AWS NLP
modules is not enough when assessing small para-
graphs and sentences like tweets. Furthermore, extract-
ing entities by combining all tweets together may also
affect the results in our case since we are dealing
with unique profiles and single classification of tweets.
Accordingly, a combination of ontology-based analysis
and user clustering techniques to identify trustable users
is needed to reach highly accurate solutions as indicated
in [57].

o Extracting user occupations from their unverified profiles
may affect the analysis results in case of false claims.
In our approach, classifying users or profiles as doctors,
scientists or artists are based on their claimed biogra-
phy information without additional review for assuring
the real occupation. For instance, users might be wrongly
claiming to be doctors even if they are not related to the
field at all.

e Assuming that all non-medical profiles are potential
sources of misinformation may not be valid in many sit-
uations. However, we did benefit from this assumption
and limitation to elaborate on important future direc-
tions for building efficient and accurate methodologies
for identifying relevant influencers in specific fields to
help disseminating the needed information. Moreover, a
deeper analysis for medical profiles is needed to distin-
guish between specialties. Performing a deeper analysis
on the meaning and sentiment of the COVID-related
tweet contexts is also needed to infer relevant results
about the directions and objective of the tweets. In this
regard, relevant contexts, lexicons and ontologies need to
be built and verified.

VI. LITERATURE REVIEW

In this section, we provide a literature review in relation
to the aforementioned implications and proposed research
directions, and which may form a solid ground for potential
solutions.
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A. Spam and Misleading Posts Detection

Detecting spammers on social networks most often relies on
analyzing the content of messages [9], [29], [31]-[33], [57].
However, most of the approaches extend their tech-
niques by exploiting users’ profile and their relations [30].
Sedhai and Sun [18] proposed a semi-supervised technique
for spam detection, in which they proposed multiple detec-
tors that investigate tweets’ contents to classify maliciousness.
Similarly, Alghamdi et al. [19] exploited a set of OSNs
object and URL features for the same purpose. Such fea-
tures include information related to user’s profile, and URL
related features including hosts and domains. Similarly to the
previous approach, Lee and Kim [26] deployed a real-time
malicious URL detector by exploiting URL redundancy driven
by the limitation posed on the attackers’ resources. Guille and
Favre [25] proposed another approach that takes advantage
of the URL used by the users in their tweets to spot mali-
cious intents. A multi-feature analysis like unique mentions,
trends, hyperlinks, and tweets ratio has been employed by
Amleshwaram et al. [20] to distinguish spam accounts in
a supervised manner. Moreover, Benevenuto et al. in [21]
aimed to classify users between promoters, spammer and legit-
imated from their videos. By manually selecting different users
and learning their behaviors, authors were able to employ
a supervised machine learning technique capable of classi-
fying malicious users with a relatively small margin error.
Chen et al. [22] described spamming strategies techniques of
more than 570 million tweets. Shen and Liu [28] deployed
another approach that depends on the tweets contents to
extract users’ behaviors and supply them to a supervised clas-
sifier. However, supervised and semi-supervised techniques
cannot classify data by discovering features on their own,
which requires manual classification in the initial stages. Such
involvement requires the intervention of human in which by
its nature prone to errors, thus reducing the accuracy of the
results. In case of online social networks, classification of
diverse and large amount of data has been proven difficult.

B. User-Centered & Content-Based Reputation & Credibility
Analysis

Despite the work on detecting spammers in social networks,
other approaches took advantage of the abundance number of
information for ranking users based on their influence rate.
Such techniques stem from the need to rank the relevance
of the users and their tweets, and thus two main categories of
solutions exist to address the issue in dispute. The first set
of approaches focused on the content to assign reputation using
machine learning techniques [47], [58], [59], while the second
set relied on the user and its relation described as nodes in a
graph model [35], [48], [58]. Moreover, there are other solu-
tions that depend on both methods to achieve better accuracy.
In the following, we overview the main approaches belonging
to these categories.

Jain et al. [34] took advantage of the capabilities of
graph theories and related algorithms to calculate a score
for each user based on their centralities. Such scores
are later used to identify universal leaders’ opinions.
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Riyantoa and Jonathan [35] provided an in-depth analysis on
how social distancing and environment can affect trust and
trustworthiness between users. Mohammadinejad et al. [38]
presented a framework that takes advantage of the consen-
sus opinion within social network relations to infer scores
such as user’s personality to derive the most influential users
in the network. Zhang et al. [41] benefited from the rela-
tions through social network messages and contact frequency
to learn the user’s behavior, thus providing a credibility
score that describes the risk levels of users’ interactive mes-
sages. Wang and Chen [39] provided an empirical analysis on
the information credibility and provided a credibility assess-
ment framework. They also emphasized the value of users’
credibility in relation to the credibility of the information.
Tsikerdekis and Zeadally [40] drew the attention towards
recent adversaries related to social network including iden-
tity deception and multiple account creation, and employed a
behavioral framework to detect such actions.

Ahmad and Rizvi [46] presented a survey on differ-
ent approaches used for the detection of rumors on social
networks. Curiskis et al. [42] provided a comparison of dif-
ferent document clustering techniques that are mostly used on
OSNs and supplied by multiple features. Moreover, they also
provided several evaluation measures to assess their accuracy.
Curiskis et al. [42] focused on the content in different lan-
guages such case “Arabic” in order to produce a framework
that is able to distinguish fake news by allotting a score for
each content through sentiment analysis with the help of dif-
ferent classification algorithms. Alrubaian et al. [44] proposed
a system with multiple components that work in conjunction
to deduce the credibility of users and their related tweets to
restrain the spread of fake and malicious news.

C. Influence Ranking in Social Networks

Users’ influence rating and ranking have become one
of the most important topics when analyzing social
networks, especially in microblogs like Twitter. Authors
in [52], [53], [59]-[62] explored that user meta data like fol-
lower count, tweets count, following count and tweets meta
data like retweet count and favorite count are enough to cal-
culate the user influence ratio. On the other hand, authors
in [63] analyzed the relationships between users in order to
rank them by their influence relationships. Reference [64]
analyzed the user’s social activity during a specific event.
Anger and Kittl [65] determined a grounded approach to mea-
sure the individual’s influence or potential social networking
ratio (SNP) using users and tweets metadata to find the top 10
Twitter users in Austria. Bakshy er al. [66] calculated the
user influence rate per event using diffusion trees and cascad-
ing methods by selecting only events that have URLs. Then,
they applied diffusion algorithms on the shared URLs to mea-
sure the reach of the initial tweets. Anjaria and Guddeti [67]
used NLTK sentiment analysis and Incremental Learning
algorithms to predict the presidential elections in the U.S.
Moreover, Schenk and Sicker [68] categorized influencers into
four influence groups using a bagging classification algorithm
by studying users static and dynamic influence features and
comparing them over time.
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In [69], Mei er al. approached an entropy weighting
algorithm based on eight data points per each user to find
their influence ratios. They added the features of new fol-
lowers and new mentions to measure users’ popularity ratios
in order to sort a list of the top hundred users in Australia
by their influence rates. Riquelme et al. [47] proposed two
linear threshold centrality based approaches to measure the
rank of the users and the propagation rate of their contents
in the network. Similarly, Li et al. [48] presented an eigen-
vector centrality based approach to measure the influence
rate. Lahuerta-Otero and Cordero-Gutidrrez [49] presented
a brief analysis of the behavior of special kind of tweeter
users, and evaluated their influence ratio through different
data mining techniques. Through their analysis, they were
able to spot different techniques to increase users’ influence.
Sharma et al. [50] proposed a novel approach to elect influen-
tial users by calculating the influence rate through their tweet
and trend scores. Huynh et al. [54] focused on the relation
between the tag used in the tweets to calculate the influence
rate and the speed of their propagation.

VII. CONCLUSION

This article investigated the COVID-19 infodemic negative
impact on the major efforts to defeat the pandemic through
a novel large-scale Twitter-based study, which provided quan-
titative assessment using real-life experiments reflecting the
actual environments. The empirical analysis of 1 million
COVID-19-related tweets belonging to 288K unique users
illustrated the severe impact of misleading people and spread-
ing unreliable information. Inferred insights showed that
(1) the potential reachability of the 16.1% none relevant tweets
that might or might not be misled users by redirecting them to
out of scope and/or malicious content is 5.6 billion, and (2) a
minimum of 93.7% of the remaining within-context 83.9%
tweets (i.e., with around 17M Interactions and 30B Reach
counts) were initiated by users with non-reliable medical
and/or relevant specialty profiles, and consequently might be
disseminating misleading non-credible medical information.
Moreover, different insights highlighted the low reachability
(i.e., 1% of the total Reach counts, which is equivalent 300M
out of 30B) of the unique users with key context-relevant
specialties and occupations such as doctor, writer, reporter,
journalist, editor and governor. As previously explored, the
number of tweets initiated by users claimed to be “Doctors”
having credible medical profiles is really low. On the other
hand, those tweets have the highest interaction rate among
all other tweets but at the same time a very low level of
reach or impact compared to other occupational groups “Arts”
or “Journalists.” That by default reflects their influence rates
and reputation levels that were highlighted to be addressed
in future directions. The results shed the light on the impor-
tance of identifying non-medical key influencers for assisting
in spreading legitimate information relevant in such situations.
Finally, this article elaborated on few computing and non-
computing implications as well as future research directions
to highlight the potential solutions and future work in such a
promising field.
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