CRITICAL SPEED FOR QUENCHING

W. EDWARD OLMSTEAD AND CATHERINE A. ROBERTS

A one-dimensional heat equation with a nonlinear, concentrated quenching source that
moves with constant speed through a diffusive medium is examined. Bounds are established
for a critical speed above which quenching will not occur. When quenching does occur,
bounds are given for the quenching time. For the special case of a power law nonlinearity,
the growth rate near quenching is derived. The analysis is conducted in the context of a
nonlinear Volterra integral equation that is equivalent to the initial-boundary value problem.

1. Introduction

In quenching problems the solution remains bounded while the first-order time
derivative becomes unbounded in finite time. We examine a quenching problem
for the heat equation in an infinite one-dimensional strip. The nonlinear, concen-
trated quenching source term moves with constant speed through the diffusive
medium. In the case of a stationary source, it is known that, under appropriate
conditions, quenching will occur [2, 3, 4, 5, 7, 9]. The main issue of interest
here is to establish that there is a critical speed above which quenching will not
take place. A related problem that deals with the critical speed to avoid blowup
in a reactive-diffusive medium has recently been examined in [6].

A stationary quenching source, which is concentrated at a fixed position,
will continuously supply heat in an attempt to raise the local temperature to
a prescribed level. Under appropriate conditions, this energy supply will be
adequate to attain the prescribed temperature level in a finite time, thereby
achieving the quenched state. By allowing the source to move, it is perpetually
exposed to new surroundings that are relatively cool. Thus, if the source moves
at a sufficiently high speed, it may not be able to supply enough energy at any
fixed site to achieve quenching.
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To gain some insight into this phenomenon, we introduce a one-dimensional
model for the temperature of a diffusive medium with a concentrated quenching
source that moves at a constant speed. We consider the temperature v(x, ) in
an infinite slab that satisfies

9 2
a—l:(x,t)—a—);(x,t) = S(x—xo)f[l —v(xo,to)], —o0o<x<oo, t>0,
(1.1)
subject to the boundary conditions
v(x,t) — 0 asx — +oo, t >0, (1.2)
and the initial condition
v(x,0) =vp(x), —00<x <o00. (1.3)

The initial data is assumed to be sufficiently smooth with vg(x) — 0 as x — £oo
and
O<wvy(x)<1-4§, 0<d<l. (1.4)

The quenching source in (1.1) is concentrated by the delta function at x = xo,
where
Xo =ct, (1.5)

with ¢ > 0 being the constant speed of translation.
Consistent with the notion of quenching, the nonlinearity f(1—v) is assumed
to have the properties

fd=v)=0, f,(d=v)>0, fru(I—-v)>0, for0<v<l,
1.6
fd=v) — 400 asv—1". (.0

In view of (1.1), (1.2), (1.3), (1.4), (1.5), and (1.6), it is clear from the
maximum principle that the quenching temperature v = 1 can only be attained
at x = xo. Thus, we say that a quenching state is achieved if

_  ov R
v(xo,1) — 17, E(xo,t)—>+oo, ast — 1 < 00, (1.7)

where 7 is called the quenching time.

To analyze whether or not (1.7) occurs, as well as the influence that the
speed ¢ has on that occurrence, we will convert (1.1), (1.2), and (1.3) into an
equivalent Volterra integral equation for v(xg, t). Using the Green’s function
associated with the one-dimensional heat operator for —oo < x < o0, it follows
that (1.1), (1.2), and (1.3) is satisfied by

1 p—(x—x0)*/4(1—5) | J 0 s
) =V ) + - a1 - ) ) 2 ) .
= [ TR A 2 0
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where | o
(x—£)?
Vix,t) = W/_ooe =8/ 9o (£) dE. (1.9)

Since our interest is in the behavior of the temperature at x = xo = ct,
we define
u(t) = v(xo, 1) = vlet, 1). (1.10)

Upon evaluating (1.8) and (1.9) at x = x, it follows that u(¢) is determined by
the nonlinear Volterra equation,

(= /A)(t—s)
u) =Tu =h)+ [ S flu@]as,
0 2[m(r—s)]

where
h(t) =V (xo,1) = V(ct,1). (1.12)

In the analysis to follow, we will show that for sufficiently small values of c,
the solution of (1.11) quenches in the sense that

u(t)— 17, u'(t) — +oo, ast—> 1 < oo. (1.13)

We will also be able to show that for sufficiently large values of ¢, the solution
of (1.11) exists with u(¢) < 1 for all # > 0. From this, we can deduce an upper
bound on the critical speed ¢ above which quenching does not occur.

2. Analysis of the integral equation

We consider the existence and nonexistence of a continuously differentiable
solution of the nonlinear Volterra equation (1.11). Nonexistence is associated
with the occurrence of quenching as defined by (1.13). Our approach to (1.11)
will employ techniques similar to those for blowup problems developed in [8].
Our analysis employs contraction mapping arguments to establish the existence
of a unique solution 0 < u < 1 to (1.11) for 0 < < ¢*. This provides a lower
bound t* < f on the quenching time. It will be shown that if c is sufficiently large,
then t* = oo and hence quenching does not occur. Using certain differential
inequalities derived from (1.11), we will be able to establish the nonexistence
of a solution for all r > t** provided that c is sufficiently small.
For the existence of a solution to (1.11) we have the following theorem.

THEOREM 2.1. There exists a unique solution of (1.11) that is continuously
differentiable and satisfies 0 <u(t) <M < 1, 0 <t < t*, where

*1/2 — —

¢ fll—=M] ¢
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with M determined by

M—(1-8) 1

- . (2.2)
faA-M) Su(1=M)

Proof. From the properties of /(¢), f(1 —u) and the kernel in (1.11), it is clear
that whenever there is a solution bounded above by unity, then it must be positive.
Thus, we begin by examining (1.11) for the space of continuous functions u(t)
that satisfy

O<u(®)) <M<1l, 0<t<t*. 2.3)

First we must show that the integral operator 7', defined in (1.11), maps
u(t) to the same space. Clearly, Tu(¢) is continuous and from the properties of
f (1 —u) it follows that

Tu(t) <max[h(D)]+ fA-M)I(1), 0=<t<1", (2.4)

t o= (c?/4)s 1 ct!/?
I1(t) = ——ds = —erf . 2.5
® f02(7rs)1/2 s cer( 2 ) (2.5)

Since V (x,t) satisfies (1.1), (1.2), and (1.3) with f = 0, it follows from the
maximum principle that V(x,¢) < vo(x). Then (1.4) and (1.12) provide that
h(t) < 1—4. Thus, from (2.4), we achieve the desired mapping with the re-
quirement that

where

%172

1 ct
1—8—|—f(1—M);erf< )§M. (2.6)

To establish conditions for T to be a contraction, we use the sup norm for
0 <t < t* to obtain

o~ (E/H(t—s)
|70~ 7| = | / Sl () =11 las

2wt - 2.7)
ct*1/2
< fu(l—M);erf< )Hul(t)—uz(t)H-
For the contraction, we require that
1 ct*1/?
Zerf( 5 )fu(l—M)<1. (2.8)

To satisfy (2.6) and (2.8) for the largest possible ¢*, the optimal choice of M is
determined by
M—-(1-3) 1

fa-m — ful=M)

(2.9)
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Thus, if there exists a t* < 0o such that
1 ct*1/? M —(1-3)
—erf = )
c 2 f(1—M)
then (1.11) has a unique continuous solution u(t) < 1 for 0 < ¢t < ¢*. In this
case, t* represents the lower bound on any possible quenching time 7 < co.

If (2.6) and (2.8) are both satisfied with * = oo, then (1.11) has a unique

continuous solution u(¢) < 1 for all # > 0. Clearly, this can always be fulfilled
for ¢ sufficiently large, such as

* f(l — M)
M- (1-9)
The implication of (2.11) is that there is a critical speed ¢ such that there is
no quenching if ¢ > ¢. Moreover, (2.11) provides that

¢ <c*. 2.12)

(2.10)

c>c = £,.(1—M). @2.11)

To demonstrate that the continuous solution of (1.11) established by contrac-
tion mapping is also continuously differentiable for 0 < ¢ < t*, we consider the
derivative of (1.11),

(/D1

1 o= /H)(—s) | o1 d
_ —u(s)|u'(s)ds.
2[n(t—s)]l/2fu[ Wk

(2.13)

With the knowledge that a continuous u(¢) exists for 0 < ¢ < t*, then (2.13)

can be viewed as a linear Volterra equation for u’(r). Then the Neumann series

generated by repeated iterations of (2.13) will provide a representation of u’(z)

that is continuous for 0 < ¢ < t*. This establishes Theorem 2.1. O

The solution of (1.11) quenches when (1.13) is satisfied. We want to establish
that, under appropriate conditions, it is sufficient to have u(t) — last — f < 0o
for quenching to occur. This follows from the following theorem.

THEOREM 2.2. Let (1.11) have a continuously differentiable solution u(t) for
0<t<f whereu(t) — last — . IFh )+~ 1 Q)/2) FI1—h(0)] >

Ofor0 <t <t thenu'(t) > ooast —f.

Proof. Under the conditions of the theorem, it is clear from (2.13) that

W(@)>0, 0<t<ft. (2.14)
It then follows from (2.13) that
) ) e (/M1 t )
W'(t) > h (t)+2(T)1/2{f[1—h(0)]+/0 fu[l—u(s)]u (s)ds}
(2.15)
(/i
=0 (1) +——7f[1—u®)].

2mt)/2
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Since h'(¢) is bounded and f[1 —u] — oo as u — 17, then it is clear from
(2.15) that u/(f) — oo whenever u(t) — 1-, or as t+ — 7. This establishes
Theorem 2.2. O

To show that quenching does occur for sufficiently small ¢, we examine (1.11)
for conditions under which there does not exist a continuous solution u(z) < 1
for ¢ > +**. This result is given by the following theorem.

THEOREM 2.3. Whenever there exists a t** such that

1 e’ L gy .
—erf =Kk = , ho= inf h(1), (2.16)
c 2 ho f[l—l"] 0<t<oo

then (1.11) cannot have a continuous solution u(t) < 1 for t > t**.

Proof. Under the assumption that (1.11) has a continuous solution 0 < u(¢) < 1
for 0 <t < **, we utilize the property that the kernel is decreasing in ¢ to obtain
the inequality

u(t) =Tu(t) >h()+J (), 0=<t<t*, (2.17)
where
o= (/A —s) »
J (1) E/o Wf[l—u(s)]ds, 0<t=<t™. (2.18)

Differentiation of (2.18) and using (2.17) yields the differential inequality

o= (/AT —1) [ |
J ()= ———— = f[1—u@)
2

(2.19)

e (/M=) [ | .

> ————=f|1=ho—=J@®)]|, 0=t<t™.

2w+ —n]'"?
Integration of (2.19) yields

J (%) dJ 7 e—(62/4)s 1 Ct**l/z

/ _ > / ——ds = —erf . (2.20)
0 fll=ho—=J1 " Jo 2(ms)!/? c 2

Nonexistence occurs if J(r**) = 1 —h(t**), since this implies that u(:**) > 1.
Consequently, the smallest value of #** that implies a contradiction of (2.20) is
given by

12 1
1 e d
Serf (S = | Y 2.21)
c 2 ho SI1—r]
Whenever (2.21) is satisfied by t** < oo, then there is nonexistence of a solution

to (1.11) for all ¢+ > #**. In this case, ** represents an upper bound on the
quenching time 7. This establishes Theorem 2.3. (]
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A consequence of Theorem 2.3 is that quenching always occurs for a suffi-
ciently slow speed. We can establish bounds on this critical speed for quench-
ing. Furthermore, when quenching does occur, we can establish bounds on the
quenching time. These results are given by the following theorem.

THEOREM 2.4. There exists a critical speed ¢, below which quenching occurs.
Bounds on the critical speed ¢ are given by

kl<é< fu(1=M), (2.22)

where M is determined by (2.2). Moreover, when quenching occurs, the quench-
ing time t has the bounds

*

<t <t*, (2.23)

where t* is given by (2.10) and t** by (2.21).

Proof. To show that quenching is always achieved for some sufficiently slow
speed, consider the asymptotic behavior of (2.21) for ¢ small. It follows that

** =mk?+0(c?), asc—0. (2.24)

It is clear that (2.24) will always be fulfilled by some t** < oo, which implies

nonexistence and hence quenching.

Furthermore, it is seen that if ck < 1, then (2.21) can be satisfied by some
< 00, which implies quenching. Consequently, the critical speed ¢ above

which there is no quenching has the lower bound ¢ > « ~!. The upper bound on

the critical speed follows from the existence of a solution to (1.11) for all # > 0.

In Theorem 2.1, that bound is given by (2.12). Thus, (2.22) follows.

When quenching does occur, the quenching time is limited below by the
existence of a solution u(¢) < 1. From Theorem 2.1, this implies that 7 > *
where t* is given by (2.10). The nonexistence result of Theorem 2.3 assures
that quenching has occurred. Hence, 7 < t** as given by (2.21). This establishes
Theorem 2.4. ]

t**

3. Growth rates near quenching

It is of interest to determine the asymptotic behavior of the solution to (1.11) as
quenching is approached. In [10], we have presented a methodology in which
the asymptotic analysis of integrals is used to find the leading order growth
rate of the solution to a broad class of nonlinear Volterra equations. To apply
the methodology of [10] here, it is convenient to use the differentiated form of
(1.11). We express (2.13) in the form

t
u/(t)zg(t)—i—/ k(t—s) fu[1l—u(s)]u'(s)ds, >0, 3.1
0
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where

(/D (—s)
1/2°

2[m(t—s)]
g =" O +k@®) f[1-hO)]. 33)

k(t —s) = t>s, (3.2)

The methodology of [10] is a formal scheme. For an assumed behavior of the
solution as ¢ — 7, the scheme will verify that an asymptotic balance to leading
order is obtained from (3.1).

The methodology of [10] is applicable to kernels that have algebraic singu-
larities as s — t. From (3.2),

1
k(l—S)Nko(t—S)ZW, ass —> 1. 3.4)

In [10], a variety of nonlinearities are treated. Here, we confine our attention to
one case of particular interest in applications, namely the power law

fll—ul=a(l—uw) P, a>0, g>0. (3.5)

We assume that the speed c is sufficiently small to ensure that quenching
does occur, so that

u(t) — 17, u'@t) — 00, ast—>1 < oo. (3.6)

While the methodology of [10] does determine the leading order behavior of
u'(t) in (3.1), it does not determine an explicit value for the quenching time 7.

The approach of [10] is to shift the singularity at 7 to a point at infinity
through the change of variables

n=0F-0"=m. m=0)"  wm=u®. 3.7)
This converts (3.1) to
(n+n0)*w'(p) = g[?— (n+no)_l]
n
+aﬂ/0 k{(n—d)[(n+no)(0+no)]7l}<I>(G)d0, n >0,
3.8)

where
D) = fu[l—wm]w (). (3.9

We analyze (3.8) asymptotically in the limit  — oo since the quenching
described by (3.6) corresponds to

wn) — 17, n*w'(n) — oo, asn —> oo. (3.10)
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For a kernel that behaves like (3.4), it is shown in [10] that it can be replaced
by its asymptotic behavior in the analysis as n — oco. Thus, (3.8) yields the
asymptotic equation

7w’ () ~g(f)+nQ™), asn—> oo, (3.11)
where " 12
1 bt +
00y = §<m> / (m—no)l/zcb(nr)dr. (3.12)
n 0 [r(1-1)]
It follows from (3.12) that
o) ~ %/ K(t)F(nt)dr, asn— oo, (3.13)
0
where
H(l—
K(1)= (—7)1/2 F(nr) = (n7 +n0) @ (7). (3.14)
[7(1-1)]

To obtain the asymptotic behavior of Q(n) as n — oo, the integral in (3.13)
is converted to one along a vertical path in the complex plane by application of
the Parseval formula for Mellin transforms. This yields

1 y+ioo
Q) ~ 4—m./ M[K(v); 1 —z|M[F(n7); z]dz, (3.15)

y—i00
where the Mellin transform is defined as
o0
Mq(r); 2] E/ ly(v)dr. (3.16)
0
In (3.15), the vertical path of integration in the complex z-plane lies within the

common strip of analyticity for the two Mellin transforms. Further simplification
of (3.15) follows from noting that

M[F(nr)iz] =n"*M[F(1):z] (3.17)
and
1 'L'Z_l F(I—Z)
M|K(t);1—-z|= dt = . 3.18
o fo{n(l_n]l” "TTGR G

Then (3.11) takes the form

20/ () ~ (i) [, e T2 .
T g([)+4m/y_,-oo TG e asn = oo
(3.19)
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In order to proceed with the asymptotic analysis of (3.19), we must examine
the properties of M[F;z]. These properties are governed by the asymptotic
behavior of F'(n) as n — oo, where

Fp = (n4n0)"? fu[1=w(p]w' (). (3.20)

Now examine the particular case of the power law nonlinearity given by (3.5).
For this case,

FOp =aB(n+no) [1=w] "~ w'ap. 3.21)

To obtain the leading order behavior of the solution for this case, we assume
an algebraic form

wim~1—An~!, A>0,0<l<1, as n — oo. (3.22)

We will determine unique values of A and [/ so that (3.19) is formally satisfied
to leading order.
From (3.21) and (3.22), it follows that

F(n) ~aBIA PpPI=12 g —> o0. (3.23)

Given (3.23), it follows (see [1]) that M[F’; z] has a simple pole at z = 1/2 — BI.
Thus, as z —> 1/2— Bl

aflA—P
72— (1/2—-81)"

In view of (3.24), we can now determine the asymptotic behavior of the
integral in (3.19) for the case of the power law nonlinearity. The asymptotic
behavior is found by displacing the vertical integration path to the right. Thus,

the simple pole implied by (3.24) is encountered before the one arising from
I'(1 —z) at z = 1. Then (3.19) becomes

aBlAPT (/248D 1 oip
ara+pny

MIF;z] ~ (3.24)

Aln'~t ~ g(7)+ , asn —> oo. (3.25)

Since [ < 1, an asymptotic balance to leading order in (3.25) requires matching
the two algebraically growing terms. This match yields

1/(B+1)
1 A= [w} . (3.26)

= 26+ 1) 2r(1+p1)

Thus, the asymptotic behavior assumed in (3.22) is justified with / and A pro-
vided in (3.26). Using (3.8) to recover the original variables, it follows that

u(t)y ~1=A@lF—1) /PP s 4, (3.27)
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4. Conclusions

We have analyzed the initial-boundary problem (1.1), (1.2), (1.3), (1.4), (1.5),
and (1.6), which models a concentrated source quenching moving through a
diffusive medium, by converting it to an equivalent Volterra equation (1.11). Our
analysis has shown that if the source moves sufficiently slowly, then quenching
must occur. Moreover, if the source term moves faster than a critical speed
¢, then quenching does not occur. Bounds on the critical speed follow from
Theorem 2.4 as

U dr !
[ A m} <¢< ful=M). 4.1

Here, M < 1 is determined from (2.9) and A from (2.16).
When quenching does occur, as defined by (1.7), bounds on the quenching
time 7 follow from Theorem 2.4 with (2.10) and (2.21) as

e [l == 3o [ L))
Slart|— | cp< et 2 42)
c2 fo(1—M) c2 no f(1—7)

The asymptotic behavior of the temperature at the concentrated source point
X0 = ct, as quenching is approached, has been considered for the special case
in which the nonlinearity has the form

f[l—v(xo,t)]=oe[1—v(xo,t)]_ﬂ, a>0, B>0. (4.3)

Using formal asymptotic methods, it was verified that
v(xo,ct) ~ 1= A(F—1) 2PV ast — 14, (4.4)

where A is given in (3.26).
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