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Abstract. A cross-correlation-based method is proposed to quantitatively measure transverse flow velocity using
optical resolution photoacoustic (PA) microscopy enhanced with a digital micromirror device (DMD). The DMD is
used to alternately deliver two spatially separated laser beams to the target. Through cross-correlation between the
slow-time PA profiles measured from the two beams, the speed and direction of transverse flow are simultaneously
derived from the magnitude and sign of the time shift, respectively. Transverse flows in the range of 0.50 to
6.84 mm∕s are accurately measured using an aqueous suspension of 10-μm-diameter microspheres, and the
root-mean-squared measurement accuracy is quantified to be 0.22 mm∕s. The flowmeasurements are independent
of the particle size for flows in the velocity range of 0.55 to 6.49 mm∕s, which was demonstrated experimentally
using three different sizes of microspheres (diameters: 3, 6, and 10 μm). The measured flow velocity follows an
expected parabolic distribution along the depth direction perpendicular to the flow. Both maximum and minimum
measurable velocities are investigated for varied distances between the two beams and varied total time for one
measurement. This technique shows an accuracy of 0.35 mm∕s at 0.3-mm depth in scattering chicken breast, mak-
ing it promising for measuring flow in biological tissue.© 2013 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/

1.JBO.18.9.096004]
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1 Introduction

Noninvasive and accurate blood flow measurement provides

important physiological information for medical diagnosis.1–3

Many imaging modalities4–8 have been implemented to measure

blood flow. Photoacoustic microscopy (PAM)9,10 has been

widely used in various applications, including functional brain

imaging,11 gene expression,12 and early cancer detection.13 PAM

has also shown promising results in flow measurement.14–17

These previous investigations were based on photoacoustic

Doppler (PAD) shift,14 time-domain photoacoustic (PA) auto-

correlation,15 or frequency-domain PAD bandwidth broaden-

ing.16,17 The PAD shift is introduced when a static ultrasonic

transducer receives PA signals generated by moving particles.

The shift can be converted to flow velocity using the

Doppler theory. This method has several advantages, such as

illumination angle independence, high signal-to-noise ratio

(SNR), and weak background noise. However, Doppler flowme-

try becomes less accurate when the detection axis becomes

nearly perpendicular to the flow direction. Therefore, it cannot

accurately measure microvascular flow velocity at a shallow

depth where the transverse flow component dominates. Time-

domain PA autocorrelation can also be used for flow velocity

measurement. When a moving particle traverses the illumination

area, the flow velocity is determined by the time duration of the

resultant PA signal and can be extracted by analyzing the slope

of the normalized autocorrelation function. In the frequency

domain, flow velocity is represented by the broadening effect

of the PAD bandwidth. However, the measured flow velocity

from these methods depends on the particle size, and a calibra-

tion is required.17

Recently, Brunker and Beard18 combined the Doppler shift

with the cross-correlation method for flow velocity measure-

ment. In their method, since the laser beam pair could not be

spatially resolved, the time shift was measured by cross corre-

lating a pair of PA A-lines. Consequently, the measurement was

likely to be affected by time jitter in the system synchronization

and by spurious absorbers as suggested by the authors. In addi-

tion, this system operated in the acoustic resolution PA mode.

Although the penetration depth could be greatly enhanced, it

would be challenging to measure flow with red blood cells

(RBCs) in blood vessels in vivo.

In this article, we propose a method to measure transverse

flow velocity by using cross-correlation. The proposed method

overcomes the limitations of previous approaches. We shall

demonstrate that our proposed method is able to deliver a

pair of spatially resolved laser beams to the target so that the

transverse flow speed and the direction can be directly retrieved

by cross correlating a pair of slow-time PA profiles (to be

defined below). In addition, our method can detect depth-depen-

dent flow velocity, and the measurement is not affected by the

particle size. Moreover, we investigated both maximum and

minimum measurable velocities. Finally, the feasibility of this

method in a biological environment was proven by a phantom

experiment.
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2 Method

2.1 Principles

The principle of cross-correlation-based flow velocity measure-

ment is depicted in Fig. 1. Two parallel laser beams, separated in

space by a distance L, alternately illuminate the measurement

region of a blood vessel. The time interval between two con-

secutive laser pulses is tp. The flow is assumed to be laminar

and linear. An in-plane streamline with a velocity v is drawn

as a green arrow in Fig. 1(a). The points of intersection between

the two beams and the streamline are denoted as Av and Bv.

Both points lie within the acoustic focus of the ultrasonic trans-

ducer. Radiofrequency PA A-lines, referred to as “fast-time-

resolved” PA signals, are acquired from each beam alternately

at half of the pulse repetition rate of the laser [Figs. 1(b) and

1(c)]. A series of fast-time-resolved signals is time gated accord-

ing to the depths of Av and Bv. PA amplitudes of all A-lines at

these depths are extracted by taking the maximum amplitude

projection (MAP) of the A-lines. Subsequently, a series of

PA amplitudes from A-line sequences acquired from both points

is converted to two envelopes, referred to as “slow-time” PA

profiles. When the same group of particles traverses Av and

Bv, the slow-time PA profiles from Av and Bv appear with iden-

tical shapes and with a time shift Δt [Fig. 1(d)]. The time shift is

computed with the cross-correlation of the slow-time PA profiles

from Av and Bv. The flow velocity is calculated by

v ¼
L

sin θðΔtþ tpÞ
; (1)

where θ is the angle of the particle flow direction with respect to

the detection (z) axis. In addition, the flow direction can be

determined from the sign of Δt. Therefore, both flow speed

and direction are measured by the cross-correlation method.

Moreover, flow velocity at any selected depth can be measured.

2.2 Experimental Setup

Two requirements are imposed by the proposed method. First,

the voxel size should be small enough that the PA signal fluc-

tuation induced by the variations of the particle density within

the voxel is greater than the noise. Second, two spatially sepa-

rated laser beams must be delivered at a high-repetition rate, in

order to enable measuring a fast flow velocity. We integrated a

digital micromirror device (DMD) (.7XGA DDR Discovery™

4100, Texas Instruments, Dallas, Texas) with an optical

resolution photoacoustic microscopy (OR-PAM) system to

satisfy these two requirements (Fig. 2). A diode-pumped

solid-state laser (INNOSLAB, Edgewave, Würselen, Germany,

λ ¼ 532 nm) with a repetition rate of 10 kHz (tp ¼ 0.1 ms) was

used as the illumination source. This laser had maximum output

pulse energy of 300 μJ, and the pulse duration was 10 ns. After

spatial filtering and collimation, the expanded laser beam was

incident on the DMD. Patterns generated by micromirrors on

Fig. 1 Principle of flowmeasurement by PAM based on cross correlation. (a) Two laser beams (blue and red arrows) illuminate the measurement area of
a blood vessel alternately. The axes of the two beams are separated by distance L. Sequential A-lines are acquired at (b) Av and (c) Bv at an interval time
of 2tp. (d) The slow-time photoacoustic (PA) profiles from Av and Bv are shifted in time by Δt.
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the DMD were imaged into the target. A 50-MHz ultra-

sound transducer (V214-BB-RM, Olympus, Center Valley,

Pennsylvania) with a 4.4-mm radius of curvature acoustic

lens carved in its delay line, was used in our system. This

transducer was placed confocally with the objective lens.

Fast-time-resolved PA signals (A-lines) were amplified and

then acquired by a 12-bit digitizer (ATS9350, AlazarTech,

Pointe-Claire, Quebec, Canada). The entire system was

synchronized by a multifunction data acquisition card (PCI-

6251, National Instruments, Austin, Texas).

The DMD consists of an array of 1024 × 768 micromirrors

with a pitch distance of 13.68 μm. To realize the “ON” or “OFF”

state, each micromirror can be latched in either the þ12 or

−12 deg position from the DMD surface normal. The entire

device, therefore, functions as a binary-amplitude spatial light

modulator. As the most widely adopted spatial light modulator,

DMD has advantages in operation speed, stability,19 and reliabil-

ity.20 Two binary patterns were encoded on the DMD in our

experiments. For the first pattern, a 96 × 96 micromirror square

was turned “ON,” whereas the rest of micromirrors stayed

“OFF.” The second pattern had the identical square pattern

but was spatially shifted along the flow direction by a set

distance. For most experiments presented in this article, this

distance was chosen to be 2.63 mm. When alternately

imaged into the target, these two patterns formed two laser

beams. Each beam had a diameter db ¼ 5 μm, and the separa-

tion between these beams was L ¼ 10 μm. The DMD was

synchronized with the laser at a rate of 10 kHz, resulting in

an A-line repetition rate of 5 kHz (interval time 0.2 ms) from

each beam.

We measured the flow of microspheres in a straight

capillary tubing (60985-700, inner diameter ¼ 300 μm, VWR,

Radnor, Pennsylvania). Three sizes of microspheres [17137-15

(diameter dp ¼ 3 μm, concentration ¼ 1.68 × 109∕ml), 15714-

5 (dp ¼ 6 μm, concentration ¼ 2.1 × 108∕ml), and 24294-2

(dp ¼ 10 μm, concentration ¼ 4.55 × 107∕ml), Polysciences,

Warrington, Pennsylvania] were separately suspended in

water. The suspensions were pumped into the tubing through

a syringe, and the flow speed was controlled by a syringe pump

(BSP-99M, Braintree Scientific, Braintree, Massachusetts). For

each measurement, Ntotal pulses were used for each laser beam

to acquire a series of PA A-lines at a 5 kHz rate for a given

detection time ttotal ¼ 2Ntotaltp. For a selected fast-time window,

we applied MAP to all measured A-lines to detect the slow-time

PA profile, then correlated the two slow-time PA profiles and

averaged the multiple correlation results to determine the

flow velocity.

3 Experimental Results

In the first experiment, we used 10-μm-diameter microspheres

to measure the flow velocity (Fig. 3). The red line with the

legend of “Ideal” in this figure and in the following figures rep-

resents measured flow velocities equal to the preset values. The

flow velocity was varied from −6.84 to þ6.84 mm∕s, which
covers the normal physiological flow velocity range in arterioles

with diameters <80 μm.21 The tubing was adjusted to be

perpendicular to the detection axis of the ultrasound transducer

(θ ¼ 90 deg) and to be in the same plane as the two laser beams.

For each measurement, we observed an expected positive or

negative time shift from the raw data (insets in Fig. 3). The aver-

age velocity and standard error at each data point were computed

from 10 measurements. The measured velocities agreed well

with the preset average flow speeds in both directions. We

used the root-mean-square error of prediction (RMSEP) to

describe the measurement accuracy,22

RMSEPðvÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

e2s þ e2r

q

; (2)

where systematic error es and random error er are defined as

es ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

n − 1

X

n

i¼1

ðvmi − vpiÞ
2

s

(3)

and

er ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

n

X

n

i¼1

σ2i

s

: (4)

Here, vpi, vmi, and σi are the preset average velocity, mea-

sured average velocity, and measured standard error of the i’th

velocity out of a total of n velocities, respectively. For this

experiment, the RMSEP of the measured flow velocity was

quantified to be 0.22 mm∕s, with the systematic error and ran-

dom error being 0.10 and 0.19 mm∕s, respectively.
In addition, we investigated the flow velocity with different

particle sizes (Fig. 4). Experimental results evidently illustrate

that the measured flow velocity is independent of the

particle size [Fig. 4(a)] within the preset range jvj ¼
0.55−6.49 mm∕s. A detailed examination of the raw data

Fig. 2 Schematic overview of the setup, not to scale. AMP, signal amplifiers and filters; DAQ, data acquisition; DMD, digital micromirror device; IP,
intermediate image plane; L1–L3, lenses (focal lengths f 1 − f 3); M1 and M2, mirrors; OL, objective lens; UT, ultrasound transducer.
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[Figs. 4(b)–4(d)] reveals that measured slow-time PA profiles

were modulated with different intensities and time durations,

which resulted both from different particle sizes and from the

relative positions between the particles and the laser beams.

For the autocorrelation method, since the flow velocity is calcu-

lated based on the time-domain narrowing effect (or on band-

width broadening in the frequency domain) of individual

profiles, it is necessary to calibrate for the particle size. On

the contrary, we circumvented this calibration process by ana-

lyzing the time delay between two sequential slow-time PA

profiles. Consequently, all three sets of raw data produced a

consistent result, and the flow velocity was not subjected to

experimental changes in particle sizes.

The size-independent flow measurement makes the proposed

method attractive for measuring blood flow. The nonspherical

shape of RBCs or RBC clusters would alter the shape of the

slow-time PA profiles. Using previous methods, this change

would increase the measurement errors. On the other hand,

using the proposed method, flow velocity information is

extracted from the time delay between the two slow-time PA

profiles. Because the two laser beams are only 5 to 15 μm

away from each other, RBCs or RBC clusters are likely to main-

tain their orientation when they traverse these two laser beams.

Thus, the two slow-time PA profiles will still have identical

shapes, and the flow speed can be accurately calculated.

With the assumption of laminar flow, the transverse flow

velocity should follow a parabolic curve in the depth direction.

In our experiment, each PA A-line was time gated with a 10-ns

window, which divided the entire tubing diameter uniformly

into 20 streamlines of 15-μm thick each. Then the flow velocity

was analyzed for each layer. Two measured depth profiles for

different preset average transverse flow velocities are shown

with parabolic fits in Fig. 5. Measured peak velocities of

these two profiles are 2.25 and 4.67 mm∕s. As expected, the

Fig. 3 Measured transverse flow velocities using 10-μm-diameter microspheres. Inset figures show raw slow-time PA profiles fromAv (blue) and Bv (red)
in Fig. 1 at two selected flow velocities v ¼ þ6.14 mm∕s and v ¼ −6.14 mm∕s. Error bars: standard errors.

Fig. 4 (a) Flow velocities measured using three sizes of microspheres. (b)–(d) The slow-time PA profiles from Av (blue solid line) and Bv (red dashed line)
in Fig. 1 with the same flow speed [dashed box in (a)] for (b) 3 μm, (c) 6 μm, and (d) 10-μm-diameter microspheres. The calculated average time shift
between the blue and red slow-time PA profiles is the same regardless of individual profile shapes.
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flow velocity peaks at the center of the tubing and falls approx-

imately parabolically to the wall.

Using the proposed method, we further investigated the

maximum and minimum measurable flow velocities of 10-

μm-diameter microspheres. For the measurement of maximum

flow velocity, the experimental results illustrated that the mea-

sured values were linear with the preset flow velocities until pla-

teaus develop appreciably [Fig. 6(a)]. In theory, the maximum

measurable velocity was reached when a flowing particle was

detected only once by each laser beam. Thus, the maximum

measurable velocity in our experimental setup at θ ¼ 90 deg

can be computed by Eq. (1) as

jvmaxj ¼
L

tp
: (5)

Equation (5) shows that at a constant laser repetition rate,

jvmaxj solely depends on the distance L. For L ¼ 5, 10, and

15 μm, the theoretical jvmaxj values are 50.00, 100.00, and

150.00 mm∕s, respectively. In comparison, the maximum rela-

tive errors of the measurements occurred at preset velocities

of 26.73, 50.47, and 56.41 mm∕s in the range of jvj ¼ 0.46 −

62.34 mm∕s [Fig. 6(b)]. This discrepancy comes from the dis-

crete nature of the time shift measurement, which produces the

plateaus before the theoretical jvmaxj values. Based on Eq. (1)

(θ ¼ 90 deg in our experimental setup), we could not accu-

rately measure velocities between L∕ðΔtþ tpÞ and L∕

ðΔtþ 3tpÞ. The velocity difference Δν is expressed as

jΔνj ¼
L

Δtþ tp
−

L

Δtþ 3tp
¼

2Ltp

ðΔtþ tpÞðΔtþ 3tpÞ
: (6)

The mean velocity ν within this velocity range is

ν ¼

�

L

Δtþ tp
þ

L

Δtþ 3tp

�

∕2 ¼
LðΔtþ 2tpÞ

ðΔtþ tpÞðΔtþ 3tpÞ
:

(7)

Thus, the maximum relative error is given by

�

�

�

�

Δv

v̄

�

�

�

�

¼
2tp

Δtþ 2tp
: (8)

Equation (8) shows that when Δt had small discrete values,

the cross-correlation process had low accuracy, resulting in the

plateaus in Fig. 6(a). In order to maintain acceptable velocity

accuracy, we chose a two-point shift between the two slow-

time PA profiles to calculate jvmaxj, which has a relative

error <33%. The resulting jvmaxj values were 10.00 mm∕s for
L ¼ 5 μm, 20.00 mm∕s for L ¼ 10 μm, and 30.00 mm∕s
for L ¼ 15 μm.

It is noted that a short distance between the two beams (L)

and a long detection time (ttotal) are conducive to slow flow

measurement. Fundamentally, the minimum measurable veloc-

ity jvminj is limited by particle diffusion caused by Brownian

motion. Particles could move out of the laser illumination

area in a laminar flow during the traveling time, which

would decorrelate the slow-time PA profiles from Av and Bv.

Based on the Brownian motion theory,23 the average displace-

ment of particles r̄ with diameter dp can be calculated by

r̄2

2t
¼

kBT

πηdp
; (9)

where t ¼ L∕jvj, kB is Boltzmann’s constant, η is the viscosity

of the liquid, and T is the absolute temperature. Given a

Gaussian beam with 5-μm diameter, a 1-μm shift in space intro-

duces only a small change of PA signals, and the two slow-time

PA profiles are still correlated. Correspondingly, we can detect

flow with a velocity as low as jvminj ¼ 1.44 μm∕s for 10-μm-

diameter particles for a distance L ¼ 5 μm.

In addition, particles can drift in the depth direction due to

gravity, drag, or convective motion due to laser-induced temper-

ature distribution. Such depth drift could lead to de-correlation

between slow-time PA profiles for a chosen fast-time gate. The

Fig. 5 Measured flow velocities with parabolic fits in the depth direc-
tion, using 10-μm-diameter microspheres. The peak flow velocities are
2.25 mm∕s (blue dot) and 4.67 mm∕s (dark square).

Fig. 6 Quantification of the maximummeasurable velocities for 10-μm-
diameter microspheres. (a) Log-log plot of the measured flow velocities
for three different distances. (b) Semi-log plot of the relative errors of the
measured velocities.
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following example is given to estimate the minimummeasurable

flow velocity. Particles with 10-μm diameter are suspended in

water. Let us assume a 5% mismatch between the mass densities

of the particle and the surrounding liquid due to either the

material or thermal expansion of the particle. Such a level of

mismatch is typical for RBCs in phosphate-buffered saline espe-

cially in the presence of a substantial temperature fluctuation.

The particles mainly experience the Stokes force, buoyance,

and the gravity force. In equilibrium, these particles carry a

flow speed of 2.72 μm∕s in the depth direction. Assuming the

particle starts drifting from a depth in the center of a 10-ns win-

dow, it would take 2.76 s for the particle to drift out of the time

window. Correspondingly, jvminj would be ∼1.80 μm∕s for a

distance L ¼ 5 μm.

Before this limit would be reached, however, other experi-

mental factors might intervene in the measurement. Flow veloc-

ity, especially in biological systems, changes over time. Hence,

there is a good reason to keep the detection time as short as pos-

sible. In our experiments, at a slow velocity, it was possible that

the particle had not traversed the laser beam during the entire

measurement; as a result, only a fraction of the slow-time PA

profile of the particle was captured. Consequently, the cross-cor-

relation result was exacerbated due to reduced correlation

between the two measured slow-time PA profiles. Thus, we

required that the full profile of the particle be captured by

both laser beams to maintain an accurate cross-correlation result,

which defined jvminj. Correspondingly, jvminj was determined

by the distance L, beam diameter db, particle size dp, total

time for one measurement (ttotal), and the noise-induced corre-

lation peak shift ΔNn, using

jvminj ¼
db þ Lþ dp

½2ðNtotal þ ΔNnÞ þ 1�tp
: (10)

The typical SNR in our experiments ranged from 15 to 20,

and our results showed that this produced only a negligible ΔNn

in the measurement; therefore, jvminj was primarily determined

by the distance parameter and ttotal.

We first set the distance to three different numbers (L ¼ 5,

10, and 15 μm) to examine jvminj [Fig. 7(a)]. We measured

flows in the range of jvj ¼ 0.06 − 0.46 mm∕s at these distances.

The calculated jvminj for these distances were 0.20, 0.25, and

0.30 mm∕s, respectively, for a fixed time ttotal ¼ 100 ms.

Above the calculated jvminj, the measured results were in

close agreement with the preset values. However, when the pre-

set flow velocities were smaller than the calculated jvminj, the
measured velocities stayed roughly equal to the calculated

jvminj.
We also studied the relation between ttotal and jvminj at a fixed

distance L ¼ 5 μm [Fig. 7(b)]. Measurements in the range of

jvj ¼ 0.06 − 1:34 mm∕s were made using ttotal ¼ 25, 50, and

100 ms. The calculated jvminj for these times were 0.80,

0.40, and 0.20 mm∕s, respectively. Similar to Fig. 7(a), the mea-

sured flow velocity reached a constant value approximately

equal to the calculated jvminj, showing good agreement with

the theoretical values.

Finally, we demonstrated the feasibility of our proposed

method in a biological environment. A piece of chicken tissue

250- to 300-μm thick was placed underneath the tubing as

a scattering and absorbing medium. We set the distance

L ¼ 10 μm for the experiment and used 10-μm-diameter micro-

spheres as the target. As shown in Fig. 8, the measured flow

velocities were in conformity with preset values in the entire

range. From Eqs. (2)–(4), the measurement accuracy was

Fig. 7 Quantification of the minimummeasurable flow velocity jvminj for 10-μm-diameter microspheres. (a) Measured flow velocities for three different
distances at slow preset flow velocity range jvj ¼ 0.06–0.46 mm∕s for a fixed time ttotal ¼ 100 ms. (b) Measured flow velocities using three different
ttotal at a fixed distance L ¼ 5 μm.

Fig. 8 Measured average flow velocities jvj ¼ 1.13–13.20 mm∕s with
underlaid chicken tissue. Error bars: standard errors.
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calculated to be 0.35 mm∕s, with a systematic error of

0.29 mm∕s and a random error of 0.19 mm∕s.

4 Conclusion

In summary, we presented a cross-correlation-based method for

transverse flow velocity measurement using DMD-based OR-

PAM. The DMD was implemented to deliver two spatially sep-

arated laser beams to the target. The time shift between the two

measured slow-time PA profiles was computed using cross-

correlation. Both the flow speed and the direction can be deter-

mined simultaneously from the magnitude and the sign of the

time shift, respectively. The proposed method was experimen-

tally verified using microspheres of different sizes. Using a

flowing aqueous suspension of 10-μm-diameter microspheres,

we demonstrated that the proposed method was able to measure

flow velocities in the range for microvasculature. In addition,

the measured flow speed was independent of the particle size

in the flow velocity range of jvj ¼ 0.55 − 6.49 mm∕s, and it

followed an expected parabolic curve in the radial direction

of the tubing.

Moreover, we investigated the maximum and minimum

measurable velocities in detail. At a constant laser repetition

rate, the theoretical maximum measurable velocity depended

only on the distance between the two beams, although the meas-

urement accuracy degraded with increasing flow velocity. The

minimum measurable velocity was theoretically limited by

Brownian motion. Above the Brownian motion velocity, if a

full particle profile was captured by both laser beams, the meas-

urement accuracy was determined by two parameters: the dis-

tance between the two beams and the total detection time. A

short distance and long total detection time were preferred to

minimize the slowest measurable velocity. Finally, we demon-

strated the feasibility of the proposed method in a phantom flow

experiment using chicken tissue.
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