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Abstract—Recommender systems have been widely deployed in
many real-world applications, but usually suffer from the long-
standing user cold-start problem. As a promising way, Cross-
Domain Recommendation (CDR) has attracted a surge of inter-
est, which aims to transfer the user preferences observed in the
source domain to make recommendations in the target domain.
Previous CDR approaches mostly achieve the goal by following
the Embedding and Mapping (EMCDR) idea which attempts to
learn a mapping function to transfer the pre-trained user repre-
sentations (embeddings) from the source domain into the target
domain. However, they pre-train the user/item representations
independently for each domain, ignoring to consider both domain
interactions simultaneously. Therefore, the biased pre-trained
representations inevitably involve the domain-specific informa-
tion which may lead to negative impact to transfer information
across domains. In this work, we consider a key point of the
CDR task: what information needs to be shared across domains?
To achieve the above idea, this paper utilizes the information
bottleneck (IB) principle, and proposes a novel approach termed
as CDRIB to enforce the representations encoding the domain-
shared information. To derive the unbiased representations, we
devise two IB regularizers to model the cross-domain/in-domain
user-item interactions simultaneously and thereby CDRIB could
consider both domain interactions jointly for de-biasing. With
an additional contrastive information regularizer, CDRIB can
also capture cross-domain user-user correlations. In this way,
those regularizers encourage the representations to encode the
domain-shared information, which has the capability to make
recommendations in both domains directly. To the best of
our knowledge, this paper is the first work to capture the
domain-shared information for cold-start users via variational
information bottleneck. Empirical experiments illustrate that
CDRIB outperforms the state-of-the-art approaches on four real-
world cross-domain datasets, demonstrating the effectiveness of
adopting the information bottleneck for CDR.

Index Terms—Cross-Domain Recommendation; User Cold-
Start Recommendation; Information Bottleneck

I. INTRODUCTION

To alleviate information overload on the web, Recommender
Systems (RS) have been widely deployed for personalized
information filtering in many real-world applications such as
Amazon (E-commerce) and Youtube (online video). As the
cornerstone of RS, collaborative filtering (CF) achieves great
success in understanding user preferences [1, 2], which learns
user/item representations based on the observed user-item
interactions. However, these CF-based methods usually suffer
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Fig. 1: (a): An example of preferences in Film and Book do-
main. (b): The pipeline framework in EMCDR-based methods
by pre-training/mapping embeddings. (c): The joint framework
in our CDRIB by jointly learning cross-domain embeddings.
The overlapping users bridge both domains in CDR, while our
task is to make recommendations for the cold-start users.

from the long-standing user cold-start problem [3], i.e., new
coming users have non-observed interactions to learn effective
representations for the recommendation.

To mitigate the user cold-start problem, cross-domain rec-
ommendation (CDR) [4] has attracted much attention in recent
years. Generally, CDR aims to improve recommendation qual-
ity for the target domain by leveraging the user-item interac-
tion information collected from other relative source domains.
In this task, CDR requires a number of users existing in both
domains (i.e., overlapping users) to bridge the source and
target domain. Those users only existed in the source domain
(i.e., non-overlapping users) can be seen as the cold-start
users in the target domain. To deal with the challenging user
cold-start problem, recent CDR approaches mostly follow the
Embedding and Mapping idea (EMCDR [5]). Fig. 1(b) gives
the illustration of the EMCDR-based methods. Specifically,
EMCDR first generates user/item representations with CF-
based models for each domain separately, and then trains a
mapping function to align the overlapping user representations
between the source domain and the target domain. Afterward,
given a non-overlapping (cold-start) user representation from
the source domain, it can predict the user representation in
the target domain by the trained mapping function, and then
recommend items in the target domain.

Despite their success, most EMCDR-based approaches [5,
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6, 7, 8, 9] pre-train user/item representations independently
which could be easily biased on each domain, limiting the
transferring effectiveness of the mapping function. As shown
in Fig. 1(a), there exist several kinds of user preference
in two domains: Film and Book. On the one hand, the
information shared across domains (such as Story Topic
and Category in both domains) usually provides valuable
clues for CDR. For example, a user preferring film with the
romantic category may also prefer the same category when
buying books. On the other hand, other domain-specific infor-
mation (such as Cinematography in Film and Writing
Style in Book domain) may provide useless clues, even
causing the negative transfer problem [10]. For instance, the
preference for 3D film may be useless to recommend books
for the users. Unfortunately, the pre-trained representations
inevitably encode the domain-specific information.

We argue that it can be beneficial to jointly learn user/item
representations by considering both domain interactions, fur-
ther focusing on the domain-shared information and limiting
the domain-specific information. To this end, we introduce the
employed technique, information bottleneck (IB) [11, 12] from
information theory, to generate effective user/item representa-
tions for CDR. Generally, IB principle aims at deriving “good”
representations, in terms of a fundamental tradeoff between
having a concise representation with its own information and
one with general predictive power [13]. In our task, we encour-
age the representations debiased from their source domain, and
remain predictive in the target domain, which also introduces
a tradeoff according to the IB principle. With the variational
inference to solve the intractable mutual information in IB, we
could derive effective representations which focus on encoding
the domain-shared information to make recommendations in
both domains directly.

To implement the above idea, we propose a novel varia-
tional approach for Cross-Domain Recommendation to cold-
start users via variational Information Bottleneck termed as
CDRIB (As shown in Fig. 1(c) and Fig. 2). Specifically,
we first devise a variational bipartite graph encoder (VBGE)
to generate user/item representations in each domain as a
fundamental encoder. To model the user-item interactions in
both domains jointly and debias the user/item representa-
tions from their source domain, we devise two information
bottleneck regularizers for the cross-domain and in-domain
user-item interactions respectively. The former information
bottleneck regularizer learns user/item representations with
the cross-domain user-item interactions (i.e., the interactions
of overlapping users observed in domain X and Y ), while
the latter information bottleneck regularizer learns user/item
representations with the in-domain user-item interactions. By
optimizing the IB regularizers, CDRIB encourages user/item
representations to encode domain-shared information and limit
domain-specific information, and naturally has the capability
to make cross-domain recommendations to cold-start users.
Additionally, to exploit the user-user correlations across do-
mains, we design a contrastive information regularizer over
the overlapping users and thus the user representations are

TABLE I: A list of commonly used notations.

Notation Description

UX , UY The user set.

VX , VY The item set.

Ux, Uy The non-overlapping (cold-start) user set.

Uo The overlapping user set across domains.

AX , AY The binary adjacent matrix for user-item interaction.

ZXu , ZYu User representations.

ZXv , ZYv Item representations.

Zxou , Zyou Overlapping user representations.

Zxu , Zyu Non-overlapping (cold-start) user representations.

X, Y The user-item interaction information.

Xu, Yu The user information (users’ features and structure).

Xv , Yv The item information (items’ features and structure).

Lo2X , Lo2Y Cross-domain information bottleneck regularizer.

Lx2X , Ly2Y In-domain information bottleneck regularizer.

Lcon Contrastive information regularizer.

further aligned to enhance the domain-shared information.
In summary, the contributions of this paper are as follows:
• This paper introduces a fresh perspective to solve CDR by

learning user/item representations of two domains jointly
to capture the domain-shared information.

• This paper devises a novel approach, CDRIB, which
contains two information bottleneck regularizers to build
user-item interactions across domains and a contrastive
information regularizer to align user representations over-
lapped in different domains.

• Empirical experiments demonstrate that our CDRIB out-
performs the state-of-the-art approaches on 4 real-world
cross-domain datasets with a raising of 34.38% averagely
in terms of MRR. Besides, we also conduct extensive
ablation studies and detailed analyses to verify the ef-
fectiveness of our method. Our codes and datasets are
available for further comparison1.

II. PRELIMINARIES

A. Problem Formulation

This work considers a general CDR scenario where there
exist two domains X , Y with users and items. Let DX =
(UX ,VX , EX) and DY = (UY ,VY , EY ) denote the domain
data, where U , V and E are user set, item set and edge set in
each domain respectively. Particularly, the user set UX and
UY contain an overlapping user subset Uo = UX

⋂
UY .

Then, the user sets can be formulated as UX = {Ux,Uo} and
UY = {Uy,Uo}, where Ux and Uy are the non-overlapping
user set in each domain. For simplicity, we further introduce
two binary matrices to store the user-item interactions, i.e.,
AX = {0, 1}|UX |×|VX | and AY = {0, 1}|UY |×|VY |, where the

1https://github.com/cjx96/CDRIB

https://github.com/cjx96/CDRIB
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Fig. 2: The overview of CDRIB, which contains VBGEs to generate user/item representations, and two kinds of regularizers
to build cross-domain correlations. The green colored grids denote the item representations. The yellow and blue colored grids
denote the overlapping and non-overlapping user representations. The used notations are detailed in TABLE I.

element Aij in each domain denotes whether the user ui ∈ U
and item vj ∈ V have an interaction in the edge set E .

Given the observed interaction data of both domains, CDR
aims to make recommendations in the target domain for non-
overlapping (cold-start) users who are only observed in the
source domain. Formally, given a non-overlapping (cold-start)
user ui ∈ Ux from source domain X , we would like to
recommend item vj ∈ VY from target domain Y (vice versa
in the case of users from Uy and items from VX ).

B. Information Bottleneck Principle

The information bottleneck was first proposed by Tishby
et al. [11, 12], which aims at learning effective representations
with a tradeoff between having a concise representation and
one with general predictive power [13]. Formally, the standard
information bottleneck has the following objective function:

LIB := βI(Z;X)− I(Z;Y). (1)

Here the I(·; ·) denotes the mutual information of two random
variables. The goal is to learn an optimal representation Z that
is maximally expressive about Y while minimally relies on
X, where the β > 0 is a Lagrangian multiplier to control the
trade-off. Intuitively, minimizing the above objective function
can be interpreted as: (1) Minimizing the first term I(Z;X)
aims to penalize the information between Z and X. That is to
say, the latent variable Z will somewhat “forget” information
of X. (2) Maximizing the last term I(Z;Y) encourages Z to
be predictive of Y.

Actually, the IB principle forces the representation Z to
capture the relevant factors and compress X by diminishing
the irrelevant parts which do not contribute to the prediction
of Y [14]. That is to say, IB encourages Z to act as a minimal
sufficient statistic [15] (i.e., domain-shared information in

our CDR task). In practice, directly optimizing the mutual
information is intractable, thereby the variational approxima-
tion [16] is widely used to construct a lower bound to optimize
the information bottleneck objective function [13, 17].

III. METHODOLOGY

This section introduces the components of our model
CDRIB. Fig. 2 sketches the overview of CDRIB, including
a variational bipartite graph encoder (VBGE) and two kinds
of cross-domain information regularizers. We start from the
embedding layer, which provides initialized user/item repre-
sentations for the following components. Then, VBGE builds
the user-item interactions as a bipartite graph, and generates
user/item latent variables (a.k.a. representations) with varia-
tional inference for each domain. Afterward, two kinds of
regularizers are proposed to constrain cross-domain correlation
to enforce the representation encoding the domain-shared
information. The information bottleneck regularizer builds
the cross-domain and in-domain user-item interactions, while
the contrastive information regularizer captures cross-domain
user-user correlations. Finally, we give details of tractable
objective functions to optimize the overall model.

A. Embedding Layer

The embedding layer provides initialized representations
for users and items in each domain. Specifically, it contains
four parameter matrices as embeddings, including UX ∈
R|UX |×F and V X ∈ R|VX |×F for user/item in domain X ,
and UY ∈ R|UY |×F and V Y ∈ R|VY |×F for those in domain
Y respectively, where F is the representation dimension.

B. Variational Bipartite Graph Encoder

To generate user/item representations, this section proposes
the variational bipartite graph encoder (VBGE). Different from



general homogeneous graphs [18], the user-item interactions
can be regarded as a heterogeneous bipartite graph [19, 20],
where any two user nodes are connected with the even-
number-hop (e.g., 2-hop, 4-hop, etc). Nevertheless, traditional
graph encoders [21, 22, 23] mostly aggregate node information
from its direct (1-hop) neighbors, which does not explicitly
aggregate user/item node from its homogeneous neighbors.
Inspired by BiGI [24], our VBGE exploits a two-step learning
procedure, which first obtains interim representation with
homogeneous even-number-hop neighbors, and then generates
latent variables (a.k.a, representations) with the variational in-
ference framework [25]. In this way, user/item representations
could aggregate information from its homogeneous neighbors.

For simplicity, the following section takes the learning
procedure of user representations as an example (Fig. 3 gives
an illustration). In order to connect users with their even-
number-hop user neighbors, the first step of VBGE generates
user interim representations to aggregate homogeneous infor-
mation. For instance, taking the users of domain X as input,
their interim representations ÛX can be generated as follows:

ÛX = δ
(
Norm

(
(AX)>

)
UXWX

u

)
, (2)

where Norm(·) means the row-normalized function, δ(·) is
the LeakyReLU function2, and WX

u is a parameter matrix.
Note that (AX)> ∈ R|VX |×|UX | is the transposed adjacent
matrix, reflecting the directed connections from user nodes
to item nodes. In this way, the interim representation ÛX ∈
R|VX |×F is generated from user neighbors, only aggregating
the homogeneous information of users.

Based on the interim representations, the second step of
VBGE further aggregates interim representation to generate
latent variables for the cross-domain information regularizer
(in Section III-C). Specifically, the user latent variables ZXu
can be obtained as follows:

µXu = δ
([
δ(Norm(AX)ÛXŴX

u,µ)⊕UX
]
WX

u,µ

)
,

σXu = ϕ
([
δ(Norm(AX)ÛXŴX

u,σ)⊕UX]WX
u,σ

)
,

ZXu ∼N
(
µXu , [diag(σXu )]2

)
,

(3)

where ⊕ is the concatenation operation, ϕ(·) is the Soft-
plus function, and ŴX

u,µ,W
X
u,µ, Ŵ

X
u,σ,W

X
u,σ are parameter

matrices. Note that AX ∈ R|UX |×|VX | reflects the directed
connections from item nodes to user nodes. It is also worth
noting that µXu and σXu are mean and standard deviation of
multivariate Gaussian distribution N (·, ·), which is used to
sample the latent variables ZXu ∈ R|UX |×F . For implementa-
tion, we adopt the widely used reparameterization trick [25]
to sample the user representation zXui as:

zXui = µ
X
ui+σ

X
ui � ε, ε ∼ N

(
0, diag(I)

)
, (4)

2Though recent studies [26, 27] empirically demonstrate that the nonlinear
factors in GNNs may have negative effect to the recommendation task, we
still find that the activation function works in our experiments. The similar
phenomenon also appears in Eq. (3).
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Fig. 3: The learning procedure of our VBGE to generate user
representations ZXu . ÛX denotes the interim representations.
The blue and green circles denote user and item nodes. The
purple dotted lines denote Eq.(2). The yellow, red and pink
dotted lines denote Eq.(3).

where µXui and σXui are mean and standard deviation vector of
user ui in domain X , ε is a normal Gaussian random variable,
and � denotes element-wise product operation. In this way,
the generated user latent variables ZXu only aggregate their
interim representations ÛX , naturally aggregating the user
homogeneous information from even-number-hop neighbors.

Building upon Eq.(2), Eq.(3) and Eq.(4), we obtain user
latent variables ZXu in domain X . The item latent variables
ZXv can also be obtained in similar learning processes. Mean-
while, the same learning process also holds for domain Y
with separate VBGEs. The overall generated user/item latent
variables for domain X/Y can be summarized as ZXu , ZXv ,
ZYu and ZYv , respectively.

C. Cross-Domain Information Regularizer

In this section, we introduce two kinds of regularizer to
capture correlations across domains, aiming to learn unbiased
representations with domain-shared information. Specifically,
the information bottleneck regularizer aims to capture the
correlation between users and items across domains, while the
contrastive information regularizer aims to capture overlapping
user-user correlation across domains.

Before going on, we claim X,Xu,Xv as the observed in-
teraction information, user information, and item information
in domain X , respectively. Here the interaction information
denotes all the observed user-item behaviors. The user infor-
mation term summarizes both the input users’ features and
their homogeneous structure (e.g., 2-hop user-user interaction),
and the item information is defined similarly. Based on two
groups of users (e.g., domain X contains overlapping user set
Uo and non-overlapping user set Ux), we divide the user rep-
resentations ZXu ∈ R|UX |×F into two groups: Zxou ∈ R|Uo|×F
and Zxu ∈ R|Ux|×F respectively. For domain Y , we also claim
similar symbols, and here we omit the detail for readability.
Please refer to Table I for the detail.

1) Information Bottleneck Regularizer: To encourage the
user/item representations to encode the domain-shared infor-
mation, we adopt two information bottleneck regularizers:
the cross-domain information bottleneck regularizer aims at
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item representations. The X,Y are detailed in Section III-C.

modeling the cross-domain user-item interactions, while the
in-domain information bottleneck regularizer aims at capturing
the in-domain user-item interactions. In this way, our method
learns representations with domain-shared information rather
than domain-specific pre-trained representations, and thereby
has the capability to make recommendations in both domains.

a) Cross-Domain Information Bottleneck Regularizer:
In order to build cross-domain user-item interactions, the
representations of the source domain should encode relevant
information for direct prediction in the target domain. For
instance, given users in domain X and items in domain Y ,
we hope that the user representations ZXu are capable to
predict interactions among items ZYv in domain Y . Following
this idea, we design the information bottleneck regularizer
Lo2Y to impose the constraint (as shown in Fig. 4(a)) on the
overlapping users Zxou :

Lo2Y =β1I(Z
xo
u ;Xu)− I(Zxou ;Y)

+ β2I(Z
Y
v ;Yv)− I(ZYv ;Y).

(5)

Here β1, β2 are tradeoff factors for domain X and Y , and
Xu, Yv , Y denote the user information in domain X , item
information in domain Y , and the interaction information
in domain Y . For simplicity, we postulate the independence
between Zxou and ZYv , and then adopt the mutual information
chain rule as:

I(Zxou ;Y) + I(ZYv ;Y) =I(Zxou ;Y|ZYv ) + I(ZYv ;Y)

=I(Zxou ,ZYv ;Y).
(6)

Finally, we can rewrite the Eq.(5) as follows:

Lo2Y = β1I(Z
xo
u ;Xu) + β2I(Z

Y
v ;Yv)︸ ︷︷ ︸

Minimality

− I(Zxou ,ZYv ;Y)︸ ︷︷ ︸
Reconstruction

.
(7)

Note that the minimality term penalizes the user/item infor-
mation from their source domains, and the reconstruction
term encourages representations to be predictive to recon-
struct interactions in target domain Y . In other words, the
regularizer encourages the user/item representations to encode
the domain-shared information, and meanwhile limiting the
domain-specific information. This regularizer formulation also

holds in the case of users from Y and items from X , and
finally leads to two regularizers Lo2Y and Lo2X for bi-
directional CDR. For the tractable objective function of Eq.(7),
please refer to Section III-D1.

b) In-Domain Information Bottleneck Regularizer: To
ensure the capability for making recommendations in each
domain, we learn user/item representations with the unified
information bottleneck manner. Generally, we hope that the
learned users ZXu and items ZXv “forget” certain redundant
information (with Xu and Xv), but remain the capability
to reconstruct user-item interactions in their own domain.
Following this idea, we design the in-domain information
bottleneck regularizer Lx2X to impose the constraint (as
shown in Fig. 4(b)) on non-overlapping users Zxu :

Lx2X = β1I(Z
x
u ;X

u) + β1I(Z
X
v ;Xv)︸ ︷︷ ︸

Minimality

− I(Zxu ,ZXv ;X)︸ ︷︷ ︸
Reconstruction

.
(8)

Here β1 is the tradeoff factor for domain X . The minimality
term compresses the user/item representations with limited
redundant information [13], and the reconstruction term en-
courages representations to remain predictive to reconstruct
interactions in their own domain. This regularizer formulation
also holds for domain Y , and finally leads to two regularizers
Lx2X and Ly2Y . For the tractable objective function of Eq.(8),
please refer to Section III-D1.

2) Contrastive Information Regularizer: To further encour-
age the cross-domain user-user correlation, we devise the
contrastive information regularizer. Specifically, we refine the
representations of overlapping users by measuring the mutual
information between the representations Zxou from domain X
and the Zyou from domain Y . In this way, the user represen-
tations are enforced to capture the domain-shared information
from both domains, thus deriving general representations for
CDR. Thus, the regularizer can be formulated as:
Lcon = − I(Zxou ;Zyou )︸ ︷︷ ︸

Contrastive

= −I(Zxou ;Zyou ) + [H(Zxou |X)−H(Zxou |Zyou ,X)]

= −I(Zxou ;Zyou ) + I(Zxou ;Zyou |X)

= −I(Zxou ;Zyou ;X)

= −I(Zxou ;X)− I(Zyou ;X) + I(Zxou ,Zyou ;X),

(9)

where H(·) means the information entropy. For simplicity,
we make the assumption that q(Zxou |X) = q(Zxou |Zyou ,X),
and then adopt the mutual information chain rule. As shown
in Eq.(9), we can see two benefits in minimizing the Lcon:
(1) Minimizing the front two terms encourage that the latent
variables Zxou and Zyou are informative to predict in domain
X; (2) Minimizing the last term penalizes the amount of
jointly information [28] between Zxou ,Zyou and the interaction
information X. In other words, this regularizer enforces user
representations from each domain to encode domain-shared
information. For tractable objective function of Eq.(9), please
refer to Section III-D2.

D. Tractable Objective Function
Actually, direct optimization of mutual information is in-

tractable since it involves intractable integrals [13, 17, 28].



To optimize the proposed information regularizers, we derive
their tractable objective functions with variational approxima-
tion [16] for computation. The overall objective function of
CDRIB is presented at the end of this section.

1) Optimizing the Information Bottleneck Regularizer: To
optimize information bottleneck regularizers in Eq.(7) and
Eq.(8), we successively introduce the variational lower bound
for the minimality terms and the reconstruction terms.

To optimize the minimality term, we measure it by the
Kullback-Leibler (KL) divergence [29] with variational ap-
proximation posterior distributions [25]. Since all minimality
terms have similar forms, we take term I(Zxou ;Xu) in Eq.(7)
as an example:

I(Zxou ;Xu) =DKL
(
pθ(Z

xo
u |Xu)||p(Zxou )

)
. (10)

As most variational models adopted [25, 30, 31], we assume
the prior distribution p(Zxou ) as normal Gaussian distribu-
tion N

(
0, diag(I)

)
. To approximate true posterior distribution

pθ(Z
xo
u |Xu), similar with VGAE [32], we also adopt neural

graph encoder to generate the variational approximation pos-
terior distribution qφXu (Z

xo
u |Xu). Here we achieve the neural

graph encoder by the proposed VBGE for users of domain
X with parameter φXu , since our VBGE generates Zxou by
aggregating homogeneous user information Xu. Hence, we
minimize the minimality term by minimizing its approxima-
tion upper bound [33] as the objective function:

I(Zxou ;Xu) ≤ DKL
(
qφXu (Zxou |Xu)||p(Zxou )

)
=DKL

(
N
(
µxou , [diag(σxou )]2

)
||N
(
0, diag(I)

))
.

(11)

Note that the objective function also holds for minimality term
I(ZYv ;Yv) in Eq. (7), and I(Zxu ;X

u), I(ZXv ;Xv) in Eq. (8).
To optimize all reconstruction terms, as discussed

by Truong et al. [2], we also adopt variational approximation
posterior distribution to render. The key idea is to reconstruct
observed interactions with learned latent variables. For sim-
plicity, we take I(Zxou ,ZYv ;Y) in Eq.(7) as an example:

I(Zxou ,ZYv ;Y) = Epθ(Zxou |Xu)pθ(ZYv |Yv)[log p(A
Y |Zxou ,ZYv )].

(12)

where AY is the true user-item interaction matrix in domain
Y . Similarly, we adopt two graph neural networks, VBGE
qφXu and qφYv , to depict their approximated distributions for
pθ(Z

xo
u |Xu) and pθ(ZYv |Yv). Then, we define a score func-

tion s(·) to measure the plausibility of user-item interactions.
Hence, we maximize the reconstruction term by maximizing
the following lower bound:

I(Zxou ,ZYv ;Y) ≥ Eq
φXu

(Zxou |Xu)q
φYv

(ZYv |Yv)[log p(A
Y |Zxou ,ZYv )]

=
∑

(ui,vj)∈EY
log
(
s(zxoui ,z

y
vj )
)
+
∑

(ui,ṽj)/∈EY
log
(
1− s(zxoui ,z

y
ṽj
)
)
,

(13)

where (ui, vj)/(ui, ṽj) is the positive/negative user-item inter-
action pair. zxoui , zyvj and zyṽj corresponds to the latent variables
generated by VBGEs. Here we implement the score function
by the inner production followed by a sigmoid function, for its

simplicity and effectiveness. Note that the objective function
also holds for reconstruction term I(Zxu ,Z

X
v ;X) in Eq. (8).

2) Optimizing the Contrastive Information Regularizer: To
optimize the contrastive term of this regularizer, we follow
the intuition from infomax [14, 34] that utilizes neural net-
works to measure the contrastive mutual information [24, 35,
36]. Specifically, we define a discriminator D to measure the
similarity of overlapping user latent variables from different
domains, which discriminates zxoui from domain X and zyoui
from domain Y with a similarity score. Hence, the lower
bound of the contrastive term is as follows:

I(Zxou ;Zyou ) = Epθ(Zxou |Xu)pθ(Z
yo
u |Yu)[logD(Z

xo
u ,Zyou )]

≥Eq
φXu

(Zxou |Xu)q
φYu

(Z
yo
u |Yu)[logD(Z

xo
u ,Zyou )]

=
∑

ui,ũi∈Uo,ũi 6=ui

[
log
(
D(zxoui ,z

yo
ui )
)
+log

(
1−D(zxoui ,z

yo
ũi
)
)]
.

(14)

where the zyoũi is a negative variable sampled from Zyou . Here
we implement the discriminator D with a three-layer MLP
followed by a sigmoid function, which can be denoted as:

D(zxoui ,z
yo
ui ) = sigmoid

(
MLP(zxoui ⊕ z

yo
ui )
)
, (15)

where ⊕ denotes the vector concatenation operation. In this
way, similar latent variables will enjoy higher similarity scores.

3) Optimizing the Overall Model: Based on the tractable
objectives Eq. (11), Eq. (13) and Eq. (14), we can optimize
the overall model in end-to-end framework. In summary, we
build the user-item interactions (e.g., Eq. (7) and Eq. (8)) and
the user-user correlations (e.g., Eq. (9)) across domains, and
conclude final objective function as:

L =Lx2X + Lo2Y + Lo2X + Ly2Y + Lcon
=β1

(
I(ZXu ;Xu) + I(ZXv ;Xv)

)
+ β2

(
I(ZYu ;Yu) + I(ZYv ;Yv)

)
− I(Zxou ,ZYv ;Y)− I(Zxu ,ZXv ;X)

− I(Zyou ,ZXv ;X)− I(Zyu,ZYv ;Y)

− I(Zxou ,Zyou )

(16)

where the β = {β1, β2} are hypeparameters used to pe-
nalize the learned representations biased in their training
information. All minimality terms, reconstruction terms in the
information bottleneck regularizers, and the contrastive term
in the contrastive information regularizer can be tractably
optimized by Eq. (11), Eq. (13) and Eq. (14), respectively.
Therefore, our method can be optimized with the mini-batch
manner, and keeps efficiency time complexity mostly similar
with other graph neural network methods [21, 22, 32] as
O((|EX |+ |EY |)F 2).

IV. EXPERIMENTS

A. Datasets

Following previous works, we adopt their selected cross-
domain recommendation datasets [6, 7, 10, 37, 38, 39], and
the preprocessing settings [6, 7] to build our CDR scenarios.
Specifically, we conduct experiments on the large scale public



TABLE II: Statistics of four CDR scenarios. (#Overlap denotes the number of overlapping users in the training set, #Cold-start
denotes the number of cold-start users in the validation and test set.)

Scenarios |U| |V| Training #Overlap Validation Test #Cold-start Density

Music 50,841 43,858 674,233 15,081 19,837 19,670 1,893 0.32%
Movie 87,875 38,643 1,127,424 28,589 28,876 1,885 0.34%

Phone 27,519 9,481 148,271 16,337 6,417 6,322 2,049 0.61%
Elec 107,984 40,460 821,301 15,199 15,053 2,042 0.19%

Cloth 41,829 17,943 187,880 7,857 3,156 3,085 990 0.25%
Sport 27,328 12,655 163,291 3,589 3,546 981 0.49%

Game 25,025 12,319 155,036 1,737 1,381 1,304 226 0.51%
Video 19,457 8,751 156,091 1,435 1,458 217 0.93%

Amazon [40] datasets3. The Amazon datasets consist of 24
disjoint item domains. Four pairs of domains: Music-Movie,
Phone-Elec, Cloth-Sport, and Game-Video, are selected to
evaluate CDR models for the bi-directional CDR scenarios.
Note that our goal is to recommend items in the target
domain for those (cold-start) users only observed in the
source domain. Therefore, in the data preprocessing, we filter
out the items that have fewer than 10 interactions and the
users that have fewer than 5 interactions in their domains as
previous works [7], making the users/items access to learning
representative embeddings from their source domain. We also
randomly select about 20% overlapping users as cold-start
users for test and validation (e.g., the 10% from Music to
recommend in Movie and the residual 10% from Movie
to recommend in Music) and the remaining users are used
for training. The concrete statistics of CDR scenarios are
summarized in Table II.

B. Experiments setting

1) Evaluation Protocol: Following previous works [6, 7],
we adopt the widely used leave-one-out evaluation method
to verify the effectiveness of methods. For instance, given
a ground truth interaction (ui, vj) in domain Y , we first
randomly select 999 items ṽj from item set VY as negative
samples. Then, we calculate 1000 records (1 positive and
999 negative samples) by the learned representation zXui from
domain X and zYvj /z

Y
ṽj

from domain Y . Next, we rank the
record list and adopt three widely used recommendation met-
rics: MRR (mean reciprocal rank [41]), NDCG@{5,10} (Nor-
malized Discounted Cumulative Gain [42]) and HR@{1,5,10}
(Hit Rate) to show the top-k recommendation performance.

2) Compared Methods: To verify the effectiveness of cross-
domain recommendation to cold-start users, we compare
CDRIB with the following state-of-the-art baselines which can
be divided into two branches.

Single-domain recommendation: In this branch, we merge
all interactions of both domains as a single domain, and
then apply the following widely-used CF-based methods: (1)
CML [43] learns the user and item representations under the
metric learning idea, which exploits L2 distance and supposes
that a user representation has a smaller distance to the inter-
acted items than the items not interacted yet. (2) BPRMF [44]

3http://jmcauley.ucsd.edu/data/amazon/index 2014.html

is a well-known method in recommender systems, which
further adopts the inner dot semantic metric to measure the
relevance between users and items. (3) NGCF [22] is a typical
graph neural network based approach to learn user and item
representations which stacks three-layer GCNs [21] to explore
high-order connectivity information between users and items.
(4) VBGE is a degenerate version of CDRIB, which replaces
all regularizers with VGAE [32] loss function to evaluate our
variational bipartite graph encoder for recommendation.

Cross-domain recommendation: Cross-domain baselines
learn different user/item representations for each domain sep-
arately. We first adopt several typical cross-domain models
without considering the user cold-start problem as baselines:
(1) CoNet [10] first models interactions of two domains
with two separate feed-forward networks, and then transfer
knowledge with a cross-connection network between the two
base networks. (2) STAR [45] devises an encoder topology
structure, and introduces a shared base network for all do-
mains to transfer knowledge. (3) PPGN [37] learns user/item
representations by two separate GCNs with a shared user
embedding layer. Then, we employ current state-of-the-art
EMCDR-based methods that aim at the user cold-start rec-
ommendation, as strong baselines: (4) EMCDR [5] is the
first work that presents a pipeline paradigm for CDR to cold-
start users. Considering the impact of the pre-trained user/item
representations to the EMCDR performance, we adopt three
different pre-training approaches, including ‘CML’, ‘BPRMF’
and ‘NGCF’, to initialize the user/item representations in
EMCDR, termed as ‘EMCDR(CML)’, ‘EMCDR(BPRMF)’
and ‘EMCDR(NGCF)’, respectively. (5) SSCDR [6] is an
expanded EMCDR-based method, which first pre-trains rep-
resentations via the ‘CML’ approach, and then learns the
cross-domain mapping function via multi-hop neighboring
information of overlapping users. (6) TMCDR [7] is also an
expanded EMCDR-based method, which utilizes the learned
representations of ‘BPRMF’ and trains a meta cross-domain
mapping function following the meta-learning framework [46].
(7) SA-VAE [8] is a variational EMCDR-based method, which
first utilizes VAE framework [25] to produce user latent vari-
ables for each domain, and then trains the mapping function
for prediction. Since all of these methods (1-6) conduct CDR
from source to target domain in one direction, we run two
times to achieve bi-directional CDR. Note that we do not

http://jmcauley.ucsd.edu/data/amazon/index_2014.html


TABLE III: Experimental results (%) on the bi-directional Music-Movie CDR scenario. The best performance is bold-faced
and the runner-up is underlined in terms of the corresponding metric.

Methods
Music-domain recommendation Movie-domain recommendation

MRR NDCG HR MRR NDCG HR

@5 @10 @1 @5 @10 @5 @10 @1 @5 @10

CML 4.19±0.09 3.50±0.11 4.53±0.14 1.50±0.04 5.50±0.17 8.70±0.27 3.89±0.04 2.91±0.04 3.95±0.03 1.22±0.02 4.62±0.05 7.87±0.11
BPRMF 4.51±0.03 3.73±0.04 4.72±0.04 1.79±0.07 5.63±0.13 8.74±0.13 4.55±0.05 3.58±0.07 4.72±0.08 1.66±0.03 5.55±0.12 9.12±0.15
NGCF 4.04±0.04 3.18±0.06 4.15±0.09 1.33±0.04 5.03±0.08 8.86±0.10 4.08±0.08 3.02±0.06 4.53±0.10 0.92±0.06 5.24±0.10 9.92±0.16

CoNet 4.63±0.04 3.94±0.05 5.11±0.07 1.90±0.01 6.04±0.08 9.27±0.15 4.17±0.08 3.00±0.08 4.34±0.09 1.07±0.06 5.00±0.10 9.17±0.15
STAR 3.91±0.12 3.12±0.12 4.07±0.13 1.43±0.09 4.78±0.15 7.71±0.20 3.91±0.18 2.73±0.18 4.00±0.23 0.89±0.12 4.62±0.25 8.60±0.04
PPGN 4.18±0.04 3.39±0.06 4.55±0.07 1.47±0.05 5.32±0.11 8.91±0.16 4.31±0.03 3.19±0.02 4.65±0.04 1.08±0.02 5.44±0.07 10.00±0.10

EMCDR(CML) 3.80±0.01 3.06±0.01 3.97±0.02 1.34±0.01 4.78±0.01 7.62±0.04 4.73±0.05 3.68±0.05 4.97±0.06 1.56±0.03 5.81±0.08 9.82±0.10
EMCDR(BPRMF) 4.23±0.10 3.46±0.11 4.55±0.12 1.55±0.03 5.41±0.19 8.79±0.18 4.49±0.07 3.31±0.09 4.79±0.08 1.18±0.04 5.50±0.14 10.10±0.12
EMCDR(NGCF) 4.36±0.08 3.63±0.04 4.70±0.08 1.67±0.10 5.61±0.09 8.95±0.12 5.49±0.12 4.55±0.08 6.06±0.14 1.90±0.16 7.25±0.14 11.89±0.10

SSCDR 1.95±0.01 1.36±0.01 1.82±0.01 0.56±0.01 2.15±0.02 3.59±0.04 2.74±0.01 1.99±0.01 2.72±0.01 0.83±0.02 3.19±0.03 5.47±0.03
TMCDR 4.78±0.04 4.12±0.06 5.15±0.05 1.97±0.01 6.27±0.12 9.48±0.08 5.29±0.05 4.45±0.08 6.00±0.04 1.71±0.08 7.19±0.09 10.22±0.15
SA-VAE 4.23±0.04 3.44±0.04 4.48±0.06 1.53±0.02 5.34±0.07 8.57±0.15 5.25±0.09 4.13±0.10 5.66±0.11 1.58±0.05 6.73±0.16 11.51±0.18

VBGE 4.30±0.06 3.55±0.07 4.60±0.09 1.62±0.04 5.53±0.16 9.23±0.17 4.33±0.13 3.25±0.12 4.80±0.17 1.22±0.03 5.35±0.24 10.07±0.39
CDRIB 7.01±0.05* 6.01±0.06* 7.68±0.09* 2.91±0.01* 9.08±0.15* 14.29±0.23* 6.90±0.11* 5.77±0.10* 7.63±0.18* 2.51±0.07 9.07±0.14* 14.86±0.42*

* indicates that the improvements are statistically significant for p < 0.05 judged with the runner-up result in each case by
paired t-test.

TABLE IV: Experimental results (%) on the bi-directional Phone-Elec CDR scenario.

Methods
Phone-domain recommendation Elec-domain recommendation

MRR NDCG HR MRR NDCG HR

@5 @10 @1 @5 @10 @5 @10 @1 @5 @10

CML 5.83±0.10 5.14±0.11 6.41±0.13 2.55±0.05 7.62±0.13 11.56±0.23 6.24±0.13 5.54±0.17 6.85±0.12 2.75±0.15 8.34±0.23 12.44±0.10
BPRMF 7.10±0.11 6.71±0.11 7.65±0.07 4.17±0.19 9.05±0.08 11.98±0.22 6.79±0.20 6.23±0.19 7.46±0.23 3.42±0.18 8.95±0.23 12.78±0.33
NGCF 6.48±0.04 5.82±0.08 7.47±0.12 2.48±0.10 9.11±0.19 13.62±0.20 8.04±0.07 7.41±0.08 9.09±0.11 3.77±0.04 11.01±0.17 16.24±0.21

CoNet 7.18±0.18 6.64±0.18 7.68±0.20 4.45±0.15 8.63±0.22 11.86±0.30 6.61±0.12 5.97±0.11 7.19±0.14 3.26±0.10 8.52±0.13 12.33±0.25
STAR 4.96±0.22 4.22±0.20 5.41±0.21 1.87±0.19 6.48±0.23 10.22±0.22 6.67±0.30 5.86±0.32 7.42±0.34 2.73±0.25 8.92±0.41 13.76±0.47
PPGN 6.51±0.09 6.04±0.08 7.39±0.16 2.62±0.14 9.49±0.16 13.60±0.23 8.07±0.03 7.39±0.06 9.16±0.05 3.78±0.03 10.87±0.10 16.38±0.13

EMCDR(CML) 5.69±0.01 5.06±0.03 6.32±0.02 2.13±0.02 7.96±0.04 11.89±0.05 7.28±0.01 6.61±0.01 8.17±0.01 3.29±0.01 9.93±0.02 14.75±0.03
EMCDR(BPRMF) 6.41±0.01 5.74±0.01 7.27±0.01 2.58±0.02 8.85±0.02 13.57±0.03 8.38±0.01 7.70±0.01 9.45±0.02 3.86±0.01 11.42±0.01 16.86±0.06
EMCDR(NGCF) 6.93±0.04 6.35±0.02 7.73±0.03 3.11±0.06 9.54±0.03 13.84±0.07 8.77±0.02 8.10±0.02 9.78±0.02 4.26±0.02 11.76±0.03 17.01±0.03

SSCDR 3.33±0.01 2.63±0.01 3.33±0.01 1.27±0.01 3.97±0.02 6.14±0.03 4.94±0.01 4.21±0.01 5.50±0.01 2.19±0.02 6.28±0.02 10.34±0.03
TMCDR 6.74±0.06 5.99±0.07 7.56±0.09 2.78±0.01 9.10±0.18 13.95±0.22 8.23±0.03 7.58±0.03 9.24±0.05 3.78±0.03 11.23±0.04 16.38±0.08
SA-VAE 6.85±0.15 6.14±0.15 7.66±0.18 2.63±0.07 9.65±0.19 14.35±0.29 8.46±0.10 7.74±0.12 9.49±0.13 3.80±0.08 11.59±0.17 17.21±0.19

VBGE 6.70±0.14 6.02±0.16 7.88±0.18 2.54±0.20 9.49±0.26 14.25±0.43 8.22±0.29 7.91±0.40 9.44±0.34 3.94±0.21 11.90±0.33 16.58±0.36
CDRIB 9.05±0.13* 8.19±0.15* 10.29±0.14* 4.00±0.12 12.35±0.21* 18.87±0.30* 10.79±0.23* 10.04±0.28* 12.15±0.29* 5.32±0.13* 14.64±0.39* 21.21±0.44*

TABLE V: Experimental results (%) on the bi-directional Cloth-Sport CDR scenario.

Methods
Cloth-domain recommendation Sport-domain recommendation

MRR NDCG HR MRR NDCG HR

@5 @10 @1 @5 @10 @5 @10 @1 @5 @10

CML 3.73±0.16 3.19±0.19 3.92±0.14 1.64±0.18 4.69±0.21 6.97±0.11 3.26±0.14 2.65±0.15 3.29±0.16 1.44±0.13 3.82±0.17 5.82±0.20
BPRMF 3.02±0.18 2.33±0.17 3.26±0.15 1.02±0.15 3.80±0.20 6.75±0.13 3.11±0.11 2.50±0.15 3.16±0.15 1.24±0.08 3.72±0.27 5.75±0.26
NGCF 3.24±0.08 2.50±0.08 3.48±0.13 1.01±0.06 4.02±0.12 7.07±0.30 3.42±0.06 2.75±0.04 3.63±0.07 1.17±0.06 4.43±0.10 7.22±0.11

CoNet 3.41±0.06 2.66±0.11 3.44±0.13 1.32±0.05 4.00±0.10 6.42±0.22 3.44±0.09 2.67±0.13 3.51±0.14 1.39±0.11 4.10±0.13 6.46±0.17
STAR 3.89±0.13 3.33±0.11 4.15±0.16 1.39±0.10 5.20±0.17 7.76±0.27 3.00±0.16 2.30±0.18 3.19±0.18 0.80±0.16 3.73±0.22 6.49±0.22
PPGN 3.34±0.09 2.58±0.10 3.57±0.04 1.14±0.10 4.05±0.16 7.10±0.12 3.30±0.10 2.54±0.08 3.58±0.11 1.14±0.08 4.52±0.10 7.36±0.20

EMCDR(CML) 2.70±0.02 1.96±0.01 2.72±0.01 0.91±0.01 3.04±0.02 5.42±0.06 2.91±0.02 2.18±0.03 2.99±0.04 0.92±0.02 3.46±0.02 6.02±0.06
EMCDR(BPRMF) 4.30±0.01 3.87±0.01 4.48±0.03 2.20±0.02 5.41±0.03 7.29±0.10 3.45±0.01 2.69±0.02 3.71±0.04 1.19±0.04 4.24±0.07 7.44±0.13
EMCDR(NGCF) 4.89±0.06 4.08±0.06 5.17±0.08 2.68±0.04 5.55±0.10 7.91±0.15 4.07±0.09 3.24±0.10 4.03±0.12 1.46±0.09 4.94±0.15 7.41±0.16

SSCDR 2.96±0.01 2.27±0.01 3.06±0.04 0.91±0.02 3.64±0.03 6.12±0.05 3.46±0.01 2.66±0.01 3.75±0.02 1.33±0.01 4.18±0.02 7.27±0.02
TMCDR 4.84±0.10 4.28±0.08 5.05±0.12 2.62±0.07 5.77±0.06 8.11±0.16 3.68±0.03 3.14±0.03 3.84±0.04 1.64±0.02 4.60±0.06 7.18±0.07
SA-VAE 4.43±0.11 3.98±0.13 4.59±0.08 2.55±0.07 5.34±0.17 7.21±0.05 3.26±0.03 2.71±0.03 3.72±0.02 1.17±0.04 4.29±0.04 7.51±0.02

VBGE 3.56±0.07 2.76±0.05 3.98±0.07 1.27±0.08 4.72±0.16 7.54±0.11 3.68±0.10 2.84±0.14 4.02±0.12 1.21±0.09 4.76±0.23 7.87±0.22
CDRIB 6.29±0.29* 5.55±0.23* 6.81±0.28* 2.82±0.32 8.30±0.19* 12.19±0.29* 5.59±0.12* 4.89±0.10* 6.22±0.09* 2.08±0.09 7.90±0.14* 12.04±0.20*



TABLE VI: Experimental results (%) on the bi-directional Game-Video CDR scenario.

Methods
Game-domain recommendation Video-domain recommendation

MRR NDCG HR MRR NDCG HR

@5 @10 @1 @5 @10 @5 @10 @1 @5 @10

CML 1.70±0.08 1.10±0.08 1.44±0.09 0.43±0.08 1.74±0.09 2.82±0.18 1.46±0.14 0.71±0.10 1.30±0.08 0.13±0.17 1.25±0.13 3.07±0.10
BPRMF 2.09±0.11 1.25±0.15 1.89±0.19 0.65±0.07 1.81±0.28 3.77±0.40 2.44±0.26 1.83±0.30 2.36±0.34 0.83±0.28 2.86±0.49 4.46±0.56
NGCF 2.94±0.07 2.07±0.02 2.73±0.09 1.07±0.03 3.14±0.16 5.14±0.22 3.72±0.05 2.86±0.03 3.87±0.10 1.57±0.06 4.25±0.18 7.41±0.18

CoNet 2.07±0.16 1.54±0.15 1.93±0.17 0.79±0.16 2.39±0.14 3.69±0.22 2.47±0.18 1.65±0.21 2.12±0.23 0.69±0.10 2.58±0.29 4.04±0.38
STAR 2.17±0.09 1.61±0.04 2.17±0.16 0.57±0.03 2.53±0.12 4.27±0.40 2.62±0.10 1.87±0.01 2.62±0.11 0.72±0.08 3.00±0.14 5.30±0.18
PPGN 2.77±0.06 1.90±0.09 2.84±0.10 0.92±0.08 3.07±0.14 5.98±0.32 3.90±0.11 3.04±0.07 4.06±0.16 1.44±0.07 4.53±0.09 7.68±0.32

EMCDR(CML) 2.12±0.01 1.35±0.03 1.82±0.04 0.50±0.03 2.17±0.07 3.62±0.09 3.15±0.01 2.57±0.01 3.23±0.02 1.04±0.02 4.25±0.04 6.34±0.05
EMCDR(BPRMF) 2.42±0.10 1.56±0.14 2.24±0.08 0.65±0.03 2.53±0.30 4.63±0.13 4.15±0.06 3.29±0.04 4.29±0.05 1.74±0.07 4.81±0.10 7.94±0.32
EMCDR(NGCF) 2.47±0.18 1.86±0.15 2.44±0.14 0.50±0.05 3.26±0.20 5.07±0.17 3.98±0.01 3.21±0.02 4.29±0.02 1.53±0.06 5.09±0.08 8.43±0.04

SSCDR 1.98±0.03 1.27±0.01 1.59±0.03 0.36±0.01 1.96±0.03 3.48±0.06 2.55±0.03 1.86±0.02 2.61±0.02 0.62±0.03 3.14±0.06 5.51±0.08
TMCDR 2.52±0.05 1.97±0.02 2.58±0.07 0.57±0.04 3.40±0.05 5.36±0.09 3.97±0.07 3.15±0.07 4.41±0.08 1.46±0.07 4.95±0.05 8.85±0.11
SA-VAE 2.78±0.04 1.83±0.02 2.78±0.06 1.11±0.03 3.53±0.05 5.84±0.13 3.71±0.04 2.66±0.05 3.71±0.06 1.15±0.03 4.20±0.11 7.46±0.13

VBGE 2.99±0.10 2.18±0.14 2.78±0.16 0.99±0.08 3.45±0.31 5.60±0.21 3.79±0.09 2.95±0.12 3.93±0.14 1.72±0.04 4.39±0.17 7.48±0.32
CDRIB 4.50±0.14* 3.61±0.13* 4.58±0.13* 1.68±0.11 5.44±0.25* 8.51±0.30* 5.65±0.19* 4.65±0.19* 6.49±0.14* 1.85±0.34 7.41±0.31* 13.17±0.29*

compare our method with other methods [47, 48] that exploit
additional side information for fair comparisons.

3) Parameter Settings: In our experiments, except the SS-
CDR implemented by ourselves, we use official implementa-
tions of other baselines. For all the methods, we adopt the
same value for the common hyperparameters, including: the
embedding dimension F to 128, the batch size to 1024. For the
specific hyperparameters in the baselines, we use the values re-
ported in their original literature. Besides, for all the EMCDR
variants, we employ the same MLP architecture as suggested in
EMCDR (i.e., embedding dimension [F → 2×F → F ]). For
our model CDRIB, we tune the Lagrangian multiplier β1 and
β2 in {0.5, 1.0, 1.5, 2.0}, the dropout rate in {0.1, 0.2, 0.3,
0.4}, the L2 regularizer weight in {0.001, 0.0005, 0.0001},
the slope of LeakyReLU is fixed as 0.1, the learning rate in
{0.01, 0.005, 0.001}, and the number of graph encoder layer
in {1,2,3,4}. As suggested by NGCF [22] and LightGCN [26],
we concatenate the graph encoder output of each layer as
the final output of the graph encoder. We use Adam [49]
optimizer for our model while for baselines, we keep the
original optimizers reported in their literature. For all these
methods, we run each experiment with a random seed for five
times and select the best result according to the highest MRR
performance on the validation set, tuned by grid search.

C. Performance Comparisons

Table III-VI report the mean and standard deviation results
of MRR, NDCG and HR on the four CDR scenarios. From
them we have several observations:

1) Comparison with Single-Domain Models: For single-
domain methods, we have the following observations: (1)
Graph-neural-network-based model NGCF and VBGE consis-
tently outperform CML and BPRMF in the term of HR@10.
This observation validates that capturing the multi-hop neigh-
boring information is to some extent helpful for learning
user and item representations. (2) Our VBGE outperforms
NGCF in many cases, which indicates that capturing the
homogeneous information is beneficial to learn representations

in the bipartite graph. (3) The EMCDR-based cross-domain
methods show satisfied improvement than their single-domain
counterparts. This is mainly because those single-domain
methods fail to consider the difference between domains,
making it hard to recognize the transferring information for the
cold-start users. This observation demonstrates that modeling
the difference between domains and capturing the valuable
transferring information is necessary for CDR.

2) Comparison with Cross-Domain Models: For cross-
domain methods, we have the following observations: (1)
CoNet, STAR and PPGN show comparable results with single-
domain methods. The reason might be that those methods
focus on transferring information to enhance the overlapping
user recommendations, and easily generate biased represen-
tations for cold-start users. (2) For EMCDR-based methods,
EMCDR(CML), EMCDR(BPRMF) and EMCDR(NGCF) al-
ways show better performance than its single-domain coun-
terparts CML, BPRMF and NGCF, respectively. It verifies
that the EMCDR-based paradigm is a promising way to make
recommendations for cold-start users. (3) EMCDR(NGCF)
reaches superior performance to EMCDR(BPRMF) and EM-
CDR(CML), which demonstrates that the initialized represen-
tations could significantly affect the recommendation quality
under the EMCDR-based paradigm. (4) According to the
Phone-domain results (in Table IV) and the Game-domain
results (in Table VI), the improvement of EMCDR-based
methods are very limited and even worse than its single-
domain counterparts in some cases, which indicates that a
simple function may be not enough to describe the complex
mapping relation of cross-domain user representations. (5)
To promote the mapping function capability, TMCDR addi-
tionally introduces the meta-learning techniques and SA-VAE
applies the variational inference framework to further attain
better recommendation performance than EMCDR. However,
SSCDR also aims to enhance the mapping function of EM-
CDR(CML) by considering user/item multi-hop neighboring
information. In our experiments, SSCDR shows worse results
than EMCDR(CML) except the Cloth-Sport CDR scenario,



we assume the reason to the fact that SSCDR can be sensitive
to the initialized pre-trained representations. (6) Comparing
with all EMCDR-based baselines, our CDRIB achieves large
improvements on all CDR scenarios with all metrics, which
demonstrates that learning a mapping function on the bi-
ased representations can be hard to achieve optimal results.
In contrast, our CDRIB captures the difference of domains
and utilizes the IB and contrastive regularizers to encourage
representations to focus on domain-shared information and
compress the domain-specific information. In this way, the
generated cold-start user representations are unbiased on each
single domain and can predict in the target domain directly.

D. Ablation Study

To investigate the effectiveness of our model components,
we conduct two variants of CDRIB (the results are shown
in Table VII). Specifically, the w/o Con variant is a degen-
erate version of CDRIB without the contrastive regularizer,
and the w/o In-IB&Con variant is that without both the in-
domain bottleneck regularizer and the contrastive regularizer.
Note that we remain the cross-domain IB regularizer in each
variant to maintain the capability of making cross-domain
recommendations. From Table VII, we can observe that: (1)
Comparing the w/o In-IB&Con with cross-domain baselines,
w/o In-IB&Con can gain superior performance over them,
which indicates that our joint learning paradigm to capture the
domain-shared information is more powerful than the pipeline
paradigm of EMCDR. (2) The w/o Con variant consistently
outperforms than w/o In-IB&Con, which demonstrates the
in-domain IB regularizer can further encourage those non-
overlapping (cold-start) user representations to encode the
domain-shared information, which could enhance our model
generalization for CDR to cold-start users. (3) Additionally,
our CDRIB yields satisfactory improvements than w/o Con,
where we suppose the reason that the contrastive regularizer
can explicitly align the overlapping user representations, which
could enhance the user-level cross-domain correlations.

E. Discussions of the Overlapping User Proportion

To investigate the robustness of our model regarding the
number of overlapping users that bridge different domains,
we conduct experiments with different available proportions
of the overlapping users. Table VIII reports the CDRIB and
SA-VAE recommendation performances of the target domain
in the corresponding cross-domain scenario (e.g., the target
Music domain with source domain Movie) in terms of 20%,
40%, 60%, 80% and 100% ratio of overlapping users for
training. From Table VIII, we have the following observations:
(1) With the increase of the overlapping user training ratio,
the recommendation performance steadily improves, which
demonstrates that training overlapping users is effective to
enhance the correlation across domains. (2) Our model shows
robust performance to make recommendations for cold-start
users than the strongest baseline, SA-VAE. Furthermore, even
in the 20% ratio setting, our CDRIB is still better than other
baselines shown in Table III-VI. The phenomenon reveals that

TABLE VII: Performance comparison (%) of different vari-
ants. #w/o Con denotes the variant without the contrastive
regularizer, #w/o In-IB&Con denotes the variant without both
in-domain information bottleneck and contrastive regularizers.

Scenarios Metrics Model Variants
#w/o In-IB&Con #w/o Con CDRIB

Music
MRR 5.89 6.59 7.01

NDCG@10 6.58 7.21 7.68
HR@10 12.37 13.68 14.29

Movie
MRR 5.56 6.42 6.90

NDCG@10 6.17 7.04 7.63
HR@10 12.67 13.88 14.86

Phone
MRR 6.20 7.98 9.05

NDCG@10 6.98 9.00 10.29
HR@10 13.48 16.87 18.87

Elec
MRR 9.44 10.32 10.79

NDCG@10 10.49 11.51 12.15
HR@10 18.49 19.92 21.21

Cloth
MRR 4.28 5.26 6.29

NDCG@10 4.69 5.77 6.81
HR@10 9.89 11.15 12.19

Sport
MRR 3.88 4.78 5.59

NDCG@10 4.20 5.32 6.22
HR@10 9.09 10.69 12.04

Game
MRR 3.63 4.18 4.50

NDCG@10 3.78 4.12 4.58
HR@10 7.27 8.05 8.51

Video
MRR 4.15 4.78 5.65

NDCG@10 4.36 5.18 6.49
HR@10 9.33 10.77 13.17

our CDRIB is capable of effectively capturing the domain-
shared information even in the case that there are only a few
overlapping users in the training procedure.

F. Discussions of the Cold-Start User Interaction Number

To investigate the effectiveness of our model for the target
cold-start (non-overlapping) users regarding the number of
observed interactions in their source domain, we further con-
duct experiments on groups with different amounts of source
interactions. As shown in Table IX, we select five user groups
in terms of the interaction number in the source domain,
and report the target domain results for each CDR scenario
(e.g., we report the average performance in the target Movie
domain of those users with 5-10 interactions available in
source Music domain). From Table IX, we have the following
observations: (1) In many cases, with the increasing number
of observed interactions, the performances of CDRIB and
SA-VAE are gradually improving. (2) Interestingly, for all
domains, we observe the performance fluctuations with the
number of the source interactions increase in some cases.
We assume the reason might be that more interactions in
the source domain may not always contribute more valuable
clues to capture the domain-shared information. Taking the
romantic movie recommendation as an example, observed
romantic music interactions may provide valuable clues to
recommend romantic movies, but observed rock music may
not be helpful for the romantic movie recommendation. (3)
Our model shows more effective recommendation performance
in all user groups than SA-VAE. Besides, even in the worst



TABLE VIII: The robustness of models regarding the over-
lapping user proportion. #Ratio denotes the proportion of the
training overlapping users in observed overlapping user set.

Scenarios #Ratio CDRIB SA-VAE

MRR NDCG@10 HR@10 MRR NDCG@10 HR@10

Movie → Music

20 % 6.13 6.52 12.71 2.98 2.94 5.60
40 % 6.34 6.99 13.07 3.36 3.42 6.33
60 % 6.55 7.17 13.42 3.96 3.89 7.53
80 % 6.87 7.45 14.01 4.13 4.09 7.82
100 % 7.01 7.68 14.29 4.23 4.48 8.57

Elec → Phone

20 % 7.99 9.09 17.02 6.24 7.03 13.04
40 % 8.08 9.20 17.10 6.51 7.23 13.57
60 % 8.40 9.57 17.76 6.63 7.47 13.82
80 % 8.82 9.89 18.55 6.77 7.52 14.01
100 % 9.05 10.29 18.87 6.85 7.66 14.35

Sport → Cloth

20 % 3.65 3.98 7.71 2.49 2.75 6.82
40 % 4.45 4.12 8.21 3.13 3.55 7.28
60 % 5.26 4.80 9.53 3.60 3.67 7.69
80 % 6.05 6.25 11.26 3.92 4.64 7.77
100 % 6.29 6.81 12.19 4.43 4.59 7.21

Video → Game

20 % 3.33 3.29 6.21 2.29 2.25 4.31
40 % 3.45 3.43 7.13 2.44 2.35 4.57
60 % 3.94 3.84 7.90 2.55 2.80 5.34
80 % 4.22 4.24 8.14 2.80 2.82 5.83
100 % 4.50 4.58 8.51 2.78 2.78 5.84

user group for each CDR scenario, our CDRIB are shown
better performance than other baselines in Table III-VI. This
observation also demonstrates that our CDRIB is effective to
make cold-start recommendations even in the case that the
users contain few observed interactions in the source domain.

G. Hyperparameter Analysis

We analyze the effect of two important hyperparameters:
the Lagrangian multiplier and the layer number of VBGE:
(1) Fig. 5 shows the effect of the Lagrangian multiplier. For
simplicity, we set the same weight β for both the β1 and β2
in Eq.(16), and select from 0.5 to 2.0 with the step length 0.5.
According to Fig. 5 with Table II, we observe that the best β
is associated with the scenario interaction scale, and β tends
to have a relatively smaller value for the scenarios with more
interactions, such as the Music-Movie scenario and the Phone-
Elec scenario. The reason might be that the more interaction
scenario contains more complex interaction patterns, and thus
requires a smaller Lagrangian multiplier value to preserve the
capability of user/item representations. (2) Fig. 6 shows the
impact of the layer number of VBGE. Based on them, we find
that aggregating the neighborhood information is significantly
helpful to enhance the recommendation results of the cold-start
users. Nevertheless, the 4-layer variant results are lower than
the 3-layer variant in many cases. We attribute the reason to
the over-smoothing issue [50] in graph neural networks [51].

V. RELATED WORK

A. Cross-Domain Recommendation

Generally, cross-domain [52, 53] recommendation leverages
observed interactions from a relative source domain to im-
prove the recommendation performance in the target domain.
According to the aiming group of users, recent efforts of CDR
can be roughly divided into the following two categories.

TABLE IX: The effectiveness of models regarding the number
of observed interactions in source domain. #Inter denotes the
training number of user interactions from their source domain.

Scenarios #Inter CDRIB SA-VAE

MRR NDCG@10 HR@10 MRR NDCG@10 HR@10

Music → Movie

5-10 6.18 6.68 12.83 5.10 5.22 10.92
11-20 6.68 7.20 13.83 5.37 5.64 10.77
21-30 7.70 8.48 16.48 6.88 6.31 13.89
31-40 7.57 8.57 16.54 5.08 5.96 11.03
41-50 6.83 7.74 16.42 6.26 6.11 13.79

Phone → Elec

5-10 10.95 12.44 21.75 8.74 9.94 17.81
11-20 10.52 11.78 20.85 8.44 9.58 17.02
21-30 9.16 9.83 17.06 6.56 6.99 12.08
31-40 9.43 10.03 17.96 5.50 5.46 9.15
41-50 15.97 16.81 25.33 8.21 8.24 11.42

Cloth → Sport

5-10 5.26 5.80 11.05 3.58 3.87 7.75
11-20 6.05 7.06 14.13 2.92 3.05 6.33
21-30 6.99 7.03 14.13 3.21 3.70 7.54
31-40 6.65 7.01 11.11 3.04 3.85 6.88
41-50 7.33 10.67 13.09 3.15 3.33 7.14

Game → Video

5-10 4.95 5.29 11.32 3.61 3.74 7.47
11-20 8.28 9.01 16.98 4.82 4.76 8.78
21-30 11.38 12.40 21.10 3.24 2.93 4.72
31-40 7.45 10.40 23.91 3.57 4.01 9.28
41-50 13.06 17.43 36.36 4.69 4.46 6.59

1) Cross-Domain Recommendation to Overlapping Users:
To alleviate the data sparsity issue, recent studies [10, 54, 55]
extend CF-based methods to learn better user representa-
tions with interactions from different domains. Concretely,
CMF [54] and CDCF [55] leverage the source domain inter-
actions as additional features for overlapping users to achieve
performance improvement in the target domain. DARec [56]
transfers knowledge across domains by relying on adversarial
domain adaptive technique. CoNet [10] and DDTCDR [57]
are two feed-forward neural network methods, which first
use two base networks to model different domains and then
transfer the learned overlapping user representations across
two base networks. PPGN [37] and Bi-TGCF [38] are two
graph neural network approaches, which stack several GCN
layers to jointly model the interactions from two domains to
learn more robust representations. Besides, the multi-domain
methods such as STAR [45] and MMoE [58] could also be
adapted in this branch, they utilize shared encoders to transfer
information for in-domain recommendation. Aside from this
group of researches, our paper leverages the overlapping users
to bridge different domains, and makes recommendations for
cold-start users in the target domains, having completely
different purposes from this group of researchers.

2) Cross-Domain Recommendation to Cold-Start Users: To
mitigate the cold-start issue, several works [5, 6, 48] explore
correlations between the source domain and the target domain
in different aspects. For example, CBMF [59] devises a cluster-
level cross-domain matrix to learn the correlation between
user clusters and item clusters, and CATN [47] proposes an
end-to-end framework to capture the aspect-level correlation
between user reviews and item descriptions across domains.
Recently, EMCDR [5] develops an effective Embedding-and-
Mapping paradigm to capture the correlation between user



Fig. 5: Effect of the Lagrangian multiplier.

representations, which first pre-trains user/item representations
in the source domain and then directly learns a mapping func-
tion to transfer user representations into the target domain for
cold-start users. Following this paradigm, SSCDR [6] exploits
multi-hop information of users to improve the robustness of
the mapping function, and DCDIR [48] further introduces
meta-path [18] information of item knowledge graph [60, 61]
to fuse the external knowledge. Recent TMCDR [7] and
PTUPCDR [39] follow the MAML [62] framework to learn
a meta network to substitute the mapping function for the
better recommendation, which can still be regarded as a
particular form of the embedding-and-mapping paradigm. Be-
sides, motivated by the success of VAE [25] framework in
collaborative filtering, CDVAE [9], AlignVAE [63] and SA-
VAE [8] are proposed based on Bayesian-VAE to learn the
mapping function. Compared with these aforementioned meth-
ods, our CDRIB has important design differences as follows:
(1) We devise a variational graph encoder, capturing the global
structural information of the user-item interaction graph. (2)
These works mostly employ biased user/item representations
of each domain, while we leverage the IB principle to learn
domain-shared representations.

B. Information Bottleneck

Information bottleneck is a basic concept of information
theory [11], which has been employed in many fields such
as computer vision [31] and neural language processing [64].
Specifically, VIB [13] first adopts IB to deep neural net-
works with variational inference framework [16], and shows
more robustness and expressiveness of learned representations.
Besides, β-VAE [30] further demonstrates that IB can also
be used to learn disentanglement representations [65, 66].
Recently, several works [15, 17] have proposed to extend
IB for graph data, such as GIB [15] which utilizes IB to
regularize the structural information in the node classification
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Fig. 6: Impact of VBGE layer number.

task, CVIB [17] which devises a counterfactual [67] objective
with IB for the recommendation, and L0-SIGN [68] exploits
IB to identify useful interaction for graph classification task.
Although those methods successfully apply IB for many tasks,
but they are not designed for CDR, which is challenging and
remains an unexplored problem.

VI. CONCLUSION

In this paper, we propose a novel approach CDRIB for CDR
to cold-start users via variational information bottleneck. To
the best of our knowledge, this paper is the first work to
capture the domain-shared information for cold-start users.
CDRIB first devises the variational bipartite graph encoder
to generate user/item representations, and then proposes two
information bottleneck regularizers to build user-item corre-
lations across domains. With an additional contrastive in-
formation regularizer to model user-user correlations across
domains, our CDRIB could capture the domain-shared infor-
mation for user/items and limit domain-specific information.
Extensive experiments demonstrate that CDRIB outperforms
current state-of-the-art methods on four CDR scenarios, indi-
cating that capturing the domain-shared information is bene-
ficial for CDR to cold-start users. Besides, detailed analyses
demonstrate the effectiveness of model components and the
robustness of CDRIB in various CDR scenarios. In the future,
we would further investigate information bottleneck for the
multi-domain recommendation and other CDR scenarios.
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