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Cross-language evidence for three factors
in speech perception

JANET F. WERKER and JOHN S. LOGAN
Dalhousie University, Halifax, Nova Scotia, Canada

A continuing controversy concerns whether speech perception can be best explained by single­
factor psychoacoustic models, single-factor specialized linguistic models, or dual-factor models
including both phonetic and psychoacoustic processes. However, our recent cross-language speech
perception research has provided data suggesting that a three-factor model, including auditory,
phonetic, and phonemic processing, may be necessary to accommodate existing findings. In the
present article, we report the findings from three experiments designed to determine whether
three separate processing factors are used in speech perception. In these experiments, English
and Hindi subjects were tested in a same-different (AX)discrimination procedure. The duration
of the interstimulus interval, the number of trials, and the experimental context were manipu­
lated when testing the English-speaking subjects. The combined results from the three experi­
ments provide support for the existence of three distinct speech-perception factors.

A continuing controversy in the area of speech percep­

tion COncerns the question of whether speech perception

can be best explained by positing a specialized linguistic
processor (Liberman, Cooper, Shankweiler, & Studdert­

Kennedy, 1967), a generalized psychoacoustic processor
(Pastore et al., 1977), or a dual-factor processor (Fujisaki

& Kawashima, 1969). Researchers attempting to recon­

cile this controversy have tested human adults, human in­

fants, and infrahumans to determine if they show cate­
gorical perception, trading relations, and context effects

in the perception of both speech and nonspeech stimuli
(see Repp, 1983, for a thorough review). Typically,

results suggesting that humans respond to speech stimuli
(and not nonspeech stimuli) according to discrete

categories, and that they show trading relations and COn­

text effects consistent with an articulatory normalization

explanation for speech (lbal-jwa]) stimuli (Eimas &
Miller, 1980; Miller & Liberman, 1979), are interpreted

as providing support for specialized linguistic processing

(see Liberman, 1982). Results suggesting that humans

sometimes process nonspeech sounds according to dis­
crete categories (see Pisoni, 1977, with regard to tone­
onset-tone) and that infrahumans show categorical per­

ception (Kuhl & Miller, 1975; Kuhl & Padden, 1983) in
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the perception of human speech sounds are interpreted

as providing support for the notion that a generalized psy­

choacoustic processor can account for all speech­
perception findings. Recent work showing that both adult

(Pisoni, Carrell, & Gans, 1982) and infant (Jusczyk,
Pisoni, Reed, Fernald, & Myers, 1983) listeners show

context effects in the perception of nonspeech stimuli

similar in form to those context effects between syllable

duration and transition duration that Miller and Liberman

(1979) demonstrated in the perception of [ba]-[wa] sylla­

bles is also interpreted as supporting a single-factor psy­
choacoustic mechanism. Finally, data indicating that sub­

jects perceive stimuli according to phonetic categories

under some testing conditions, and that they can demon­

strate finer discriminative capabilities when tested in al­
ternative procedures, suggest a dual-factor model (Fujisaki

& Kawashima, 1969, 1970; Pisoni, 1973).

In dual-factor models, it is proposed that the acoustic
waveform is stored in both an auditory and a phonetic

code, but that the auditory code decays rapidly relative

to the acoustic code (Fujisaki & Kawashima, 1969, 1970;
Pisoni, 1973). Since the auditory code decays more

rapidly than the phonetic code, dual factor models predict

that an aoustic level of processing will be evident only
when immediate comparisons between stimuli are possi­

ble. (See Studdert-Kennedy, 1973, for an explication of

the rather vague model proposed by Fujisaki and
Kawashima.) As such, an acoustic level of processing

should be evident in experimental procedures involving
a short interval between stimuli. In support, Pisoni (1973)

found an inverse relationship between vowel discrimina­

tion and interstimulus interval (lSI) in a same-different

(AX) discrimination task. At the shorter ISIs, subjects
showed evidence of within-category auditory-level dis­

criminations, whereas at longer ISIs only phonetic

categorization was evident. Similar results have been
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reported by Crowder (1982). In addition to these effects

due to the length of the lSI, research has shown that in

experimental procedures that have highmemory demands,

such as the ABX task, subjects have access only to a pho­

netic code, whereas in procedures with low memory de­

mands, access to the acoustic code is facilitated. For ex­

ample, Pisoni and Lazarus (1974) showed the 41-AX

procedure to be more sensitive to acoustic processing than
the ABX task, and Carney, Widin, and Viemeister (1977)

showed that acoustic processing is facilitated in the AX

procedure relative to the ABX task.

Stimulus characteristics also influence whether auditory

or phonetic processing will be used. Both Pisoni (1973)

and Studdert-Kennedy (1973) speculated that it may be

more difficult to demonstrate an auditory level of process­

ing for consonant than for vowel stimuli, because the rele­

vant acoustic cues differentiating consonants are so brief

and transient, whereas those cues differentiating vowels

are longer in duration and include steady-stateparameters.

The brief, transient cues for consonants may not be avail­

able in auditory short-term memory, especially when they
are presented in the context of a longer, steady-state

vowel. Such speculation is supported by research show­

ing better within-eategory discrimination of truncated con­

sonant stimuli (Tartter, 1981) and more categorical per­

ception of shortened vowels (Fujisaki & Kawashima,

1970; Pisoni, 1973).
These results have led many researchers to advocate

dual-factor models. Although theorists disagree as to

whether the processing levels in a dual-factor model oc­

cur sequentially or in parallel, a considerable body of

research does suggest that under some testing conditions

subjects discriminate speech and speech-like stimuli ac­
cording to phonetic category boundaries, but that, under

other conditions, they are sensitive to the auditory infor­

mation and can demonstrate more continuous discrimi­

nation functions.
In a series of cross-language speech-perception experi­

ments, we found the single-factor and dual-factor models
inadequate to account for our findings. In our previous

research, we tested adult English speakers, adult Hindi
and Thompson speakers, and 6-12-month-old English­

learning infants on their ability to discriminate multiple

natural exemplars taken from two non-English p1ace-of­

articulation distinctions. The Hindi (non-English) pair in­
volved a contrast between the retroflex and dental place­

of-articulation, and the Thompson (non-English) pair in­

volved a contrast between glottalized velar and glottal­
ized uvular syllables. Initial results suggested that English­

learning infants aged 6-8 months can discriminate these

non-English distinctions as well as native Hindi and

Thompson speakers, but that English-speaking adults

(Werker, Gilbert, Humphrey, & Tees, 1981) and English­

learning infants aged 10-12 months (Werker & Tees,
1984a) cannot. Subsequent experiments have shown that
although English speakers cannot discriminate these dis­

tinctions under most testing conditions (Tees & Werker,
1984), they can differentiate the syllables according to

Hindi and Thompson phonetic categories under some test­
ing conditions (Werker & Tees, 1984b).1 In our previ­

ous work, the testing conditions that facilitated sensitiv­

ity to nonnative phonetic distinctions were similar to the

conditions that have typically been used to demonstrate

(within phonetic category) auditory level processing (cf.

Pisoni, 1973). When tested in an AX procedure with a

long (1,500-msec) lSI, subjects demonstrated phonemic­

level processing. It was only when the lSI was shortened

in the AX procedure to 500 msec that subjects showed

evidence of being sensitive to nonnative phonetic distinc­

tions (Werker & Tees, 1984b). Additionally, when tested

in a category change procedure with a long (1,500-msec)
lSI, subjects showed phonemic-level processing for full­

length syllables. However, when truncated stimuli with

much of the steady-state portion removed were employed,

English subjects were able to discriminate the stimuli ac­
cording to non-English phonetic category, even in the

1,500-msec lSI.

In considering these results, we argued that there might

be three rather than either one or two factors in speech

perception. When subjects perceive stimuli according to

native-language phonological categories, they are demon­
strating "phonemic" perception. When subjects show a

sensitivity to phonetic distinctions that are used in some

other (not their native) languages, they are using phonet­

ically relevant (or "phonetic") perception. We argued that

generalized "psychoacoustic," or "auditory," level

processing is demonstrated only when subjects show a sen­
sitivity to acoustic differences that do not correspond to

phonetic boundaries that function phonologically (to con­
trast meaning) in "any of the world's languages.

Although we raised the possibility of a three-factor
model in our previous work (Werker & Tees, 1984b),

and although we explored the implications of such a

model, we did not provide evidence for three separate fac­

tors. Rather, we provided evidence differentiating "pho­
nemic" from "phonetic" perception. This raised the pos­

sibility that a modified dual-factor model could account

for our results. That is, "phonetic" perception might be

equivalent to that which had previously been referred to
as generalized psychoacoustic, or auditory, processing.

The present experiments were designed to test the pro­

posed three-factor hypothesis against a modified dual­
factor model by attempting to determine whether pho­

nemic, phonetic, and auditory processing could be

differentiated as independent processing factors.

EXPERIMENT 1

The first experiment was designed to test the existence

of three separate speech-perception factors by attempt­
ing to demonstrate phonemic, phonetic, and auditory

processing under varying experimental conditions. In our
previous work, the length of the lSI was shown to distin­

guish phonemic from phonetic processing. English sub­

jects tested on the nonnative speech sounds in an AX

procedure with a 1,500-msec lSI could not distinguish be-
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Figure 1. Idealized data patterns that would illustrate use of each
of the three hypothesized speech-perception factors as indicated hy
the relative proportion "same" responses to PI, NI, and DIF pairinwi.

responses to DIF pairings. Auditory perception would be

indicated by high P(Same) responses to PI pairings, sig­

nificantly lower P(Same) responses to NT, and lower yet

to DIF pairings (see Figure 1). Single-factor psychoacous­

tic models would predict that the auditory pattern would

be evident in all lSI conditions, whereas single-factor
specialized linguistic models would most likely predict

phonemic pattern across all lSI conditions. Dual-factor
models would predict that subjects would exhibit the pho­

nemic pattern when tested in long lSI conditions, would

exhibit the auditory pattern when tested in very· short lSI

conditions, and would not exhibit the phonetic pattern un­
der any conditions. Results showing three different data

patterns corresponding to those shown in Figure 1 would

support a three-factor model.

Method
Subjects. The subjects in Experiment 1 were 30 adults with nor­

mal hearing (15 males and 15 females), all of whom were psychol­
ogy students at Dalhousie University. Participation in this experi­
ment provided course credit. All subjects were unilingual English
speakers.

Stimuli. The Hindi (non-English) place of articulation contrast
that has been used in our previous research was used in this ex­
periment. This contrasts the voiceless, unaspirated retroflex, and
dental consonants It I vs. It!. In Hindi, the distinction between
retroflex and dental stops carries phonemic significance (is used
to contrast meaning). However, this distinction does not have pho­
nemic significance in English, and both categories of consonants
are typically perceived as the English alveolar phone [t].

Eight naturally produced speech syllables, four from the Hindi
retroflex and four from the Hindi dental category, each followed
by the neutral vowel [a] were used. Each stimulus was approxi­
mately 400 msec in duration. These eight syllables were selected
from multiple repetitions (approximately 1(0) recorded by a na­
tive Hindi speaker. The eight final exemplars were selected for use
because of their similarity in nonphonetic cues such as intonation
contour, fundamental frequency, intensity, and duration both be­
tween and within categories (see Table 1 for a full description of
the acoustic parameters). The four exemplars from each category
gave a total of eight acoustically distinct speech stimuli labeled
retroflex 1, 2, 3, and 4, and dental 1, 2, 3, and 4.

The stimuli were originally digitized on a Honeywell DDP-224
computer at Haskins Laboratories. They were subsequently redigi­
tized and sequenced on audio tape with a PDP-ll/lO computer at
Dalhousie University.

Experimental materials. The tapes used in Experiment 1 were
assembled using a sameldifferent (AX) format, in which the stimuli
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tween the non-English phonetic categories. To these

listeners, exemplars from both Hindi categories sounded

like the English alveolar [ta], and exemplars from both

Salish categories sounded like an English [ki]. However,

subjects tested in the same procedure with only a 500­

msec lSI could discriminate between exemplars from the

two Hindi and from the two Salish categories better than
would be predicted by chance.

In the present work, we attempted to replicate and ex­

tend this finding by testing subjects in 1,500-, 500-, and

250-msec lSI conditions. The present experiment differed

from our previous work by utilizing a within-, rather than

a between-, subjects design. In addition, subjects were

tested only on the Hindi retroflex/dental contrast, since

there was likely to be more within-category variability

for these tokens than for the Thompson velar/uvular dis­

tinctions (see the stimulus descriptions in Werker & Tees,

1984b, for an explanation). Finally, in our present work,

a two-choice buttonpress response, rather than a paper

and pencil task, was used to record responses.
In addition to modifications in experimental procedures,

subjects' responses were scored differently in the present

work. In accordance with the terminology introduced by

Posner and his colleagues (posner, 1978; Posner & Mitch­

ell, 1967), the stimuli we used were of three types:
(1) physically identical (PI) pairings, (2) name-identical

(NT) pairings, and (3) different (DIF) pairings. PI and NI

pairings refer to two types of within-category pairings,

and DIF refers to between-category pairings. PI pairings

have one exemplar paired with itself; thus, there is acous­

tic identity between the exemplars. NI pairings include
two nonidentical exemplars from within the same Hindi

(non-English) phonetic category (but still within a single

English phonemic category). Pisoni and Tash (1974) were

the first speech researchers to test Posner's letter-matching

model in speech-perception experiments. Posner gives ex­

plicit physical- or name-identity instructions to subjects
in his experiments. Pisoni and Tash gave name-identity

instructions. Subjects in our experiments were free to

adopt their own criterion, and were thus not given ex­

plicit instructions. We used a proportion same [P(Same)]

measure to gauge the perceived similarity of the three
types of pairings. Presumably, if stimuli are notdiscrimi­

nated, then the P(Same) responses should be identical

across the pairing types.'
As an extension of our previous work, one could make

the simple prediction that the three hypothesized speech­

perception factors would be demonstrated if subjects

showed phonemic perception in the 1,500-rnsec condition,

phonetic perception in the 500-msec condition, and audi­
tory perception in the 250-msec condition. Phonemic per­

ception would be indicated if subjects could not dis­

criminate any two exemplars, that is, show equal P(Same)

responses to all pairing types. Phonetic perception would

be indicated if subjects treated the several exemplars from
the retroflex category as different from the several ex­

emplars from the dental category, showed high P(Same)

responses to NI and PI pairings and low P(Same)
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Table 1

Acoustic Analysis of Hindi Syllables

Retroflex Syllables Dental Syllables

ta I ta 2 ta 3 ta 4 tal ta2 ta3 ta4

Formant Frequency (Hz)

1st Formant (Fl)

Center 720 7oo 660 660 630 660 640 660
2n Formant (F2)

Starting 1660 1730 1700 1690 1430 1490 1460 1500

Center 1230 1270 1230 13oo 1160 1230 1160 1180

3rd Formant (F3)

Starting 2860 2800 2800 2900 2560 2700 2760 2560

Center 2500 2560 2530 2660 2460 2530 25oo 2530

Duration F2 Transition (msec) Burst 40 60 60 42 45 60 65 42

Duration 9.35 8.65 8.65 9.35 11.7 11 10.25 12.15

Frequency Range (Hz) 1530-3530 1460-3260 1590-3200 1560-3600 1400-1730 1460-1933 1260-2230 1330-1660
2500-2660 2450-2900 2530-2860

Intensity (dB) 35 36 37 35 30 31 30 30

Intensity Peak Vowel (dB) 49 49 50 50 50 49 49 49

Pitch Contour (fall then rise)

Starting (Hz) 135 140 135 145 145 140 140 145

Low Point 110 105 105 106 105 108 104 110

Ending 125 130 130 130 135 135 125 130

100

Figure 2. Proportion "same" responses for each type of pairing

in the three lSI conditions (Experiment 1).
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Results and Discussion
The P(Same) responses for PI, NI, and DIF trials were

calculated for each subject in each lSI condition. The aver­

age P(Same) responses for the three pairing types in each

lSI condition are shown in Figure 2. These data were ana-

Each subject was tested under all three lSI conditions in a single

testing session, which lasted approximately 30 min. There was a

5-min break between lSI blocks. Order of presentation was coun­

terbalanced across the 30 subjects, resulting in six groups of five

subjects each. This provided an orthogonal, blocked design which

allowed for within and between comparisons of the effect of the

different lSI conditions, as well as testing for possible practice ef­

fects. The dependent variable was the proportion of "same"

responses for DIF, NI, and PI pairings.
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are sequenced in pairs (e.g., dental l-dental 2). The lSI was varied

to produce three separate tapes: one containing stimuli separated

by a 250-msec lSI, one with a 5OO-mseclSI, and one with a 1,500­

msec lSI. On all tapes, the time interval separating the pairs of

stimuli (the intertrial interval, IT!) was 3,000 msec.

All possible pairings of the eight speech sounds were assembled

in random order, resulting in the production of a 64-trial block for

each tape. The tapes all contained 32 within-category pairings con­

sisting of eight pairs of acoustically identical stimuli (PI; e.g.,

dental 3-dental 3); 24 pairs of stimuli sharing only a common pho­

netic category (NI; e.g., dental 3-dental 1); and 32 between-eategory

pairings (DIF; e.g., retroflex 2-dental 4).

Apparatus. Stimuli were recorded and played back on a Teac

A-12oo tape recorder through a Harmon-Kardom A-402 amplifier

and a Luxman CS-6 speaker. Volume was adjusted to an average

of 72-74 dB SPL, as measured by a B&K audiometer calibrator.

Free-field rather than headphone presentation was used, for two

reasons: (1) We wanted to be able to compare these results to previ­

ous (see Werker & Tees, 1984a) and future cross-language research

with human infants. In our infant work, a head-tum procedure is

used that requires free-field audiometry. (2) Free-field presenta­

tion is more similar to the listening conditions that characterize

"everyday" speech communication. Since the present research is

designed to determine what subjects do under specific testing con­

ditions rather thanas an attempt to obtain their optimal performance

(as would be the case in most psychophysical experiments, and as

would be more readily obtained with headphone presentation), free­

field presentation was preferred. An Apple II Plus computer inter­

faced with a Schmidt trigger and a John Bell 6502 Board was used

to control the experiment and to record the discrimination responses

of subjects. The subjects were tested in an IAC sound-attenuated

booth.
Procedure. An AX task was used to test subjects' discrimina­

tive abilities. In this procedure, the subjects heard two sounds and

were instructed to press one of two buttons to indicate whether the

sounds were the same or different. We chose the AX procedure

over other discrimination tasks because it facilitates a listener's abil­

ity to distinguish subtle differences between speech sounds (cf. Car­

ney et al., 1977). It also provided continuity with our previous

studies, which had used similar stimuli and a similar procedure

(Werker & Tees, 1984b). Since the purpose of this research was

to determine what processing level subjects would use under differ­

ent testing conditions, rather than to obtain any particular process­

ing level, feedback was not provided during the testing session.



Iyzed in a 3 x3 within-group ANOVA. The factors were

type of pairing (PI, NI, and DIF) and lSI (250, 500, and

1,500 msec). Since order of presentation of lSI condition

and sex were both counterbalanced, these variables were

pooled in the first analysis. A significant main effect for

type of pairing [F(2,58) = 48.19, P < .001] was obtained

in this analysis. There was no main effect for lSI, and

no significant interaction.

Multiple comparisons using the Tukey method revealed

that there was no significant difference between the means

of the PI and NI pairings in either the 250-msec or the

5OO-msec lSI conditions (p > .05). The means of the

P(Same) to the NI and PI pairings, as compared with the

DIF pairings, did, however, differ significantly at these

ISIs (p < .05). In the I ,5OO-msec lSI condition, the means

for all three types of pairings were significantly different

from each other (p < .05).

The data pattern across the lSI conditions does not

match our predictions or those of the other models dis­

cussed earlier. It was particularly surprising that there was

no difference between the NI and PI pairings in the 250­

msec lSI, and that the difference appeared only in the

1,5OO-msec lSI. This data pattern suggests that subjects

were using a phonetic processing strategy in the two short­

est lSI conditions, and were possibly using both a pho­

netic and an auditory strategy in the 1,500-rnsec condition.

Further analyses were carried out on the data to assess

the possibility that in a within-groups design the poten­

tial effects of lSI were mitigated by the context in which

the lSI conditions were presented. This possibility was

examined in two ways: (1) with an evaluation of the ef­

fect of position, and (2) with an analysis of the effect of

order. Position refers to the three possible places each

lSI block could occupy in the presentation sequence­

first, second, or third. The position analysis evaluated

whether practice resulted in enhanced discrimination abil­

ities. This analysis consisted of a mixed-group ANOV A

in which the between-subjects factor was position of lSI

presentation (three positions-first, second, or third) and

the within-subjects factors were type of pairing (PI, NI,

and DIF) and lSI (250,500, and 1,500 msec). As in the

previous analysis, a significant main effect for type of

pairing was obtained [F(2,54) = 58.58, P < .001]. There

was also a main effect for position [F(2,27) = 7.78, P <
.005], as well as a significant interaction of position and

type ofpairing [F(4,54) = 3.63, P < .05]. Post hoc com­

parisons indicated that subjects perceived PI pairings as

"same" for a consistently high proportion of the trials

over all three blocks, whereas their "same" responses

to NI and particularly to DIF pairings declined as a func­

tion of each successive block. This suggests that practice

may enhance discrimination performance for all types of

pairings, but that the effect may be greater for DIF than

for NI pairings. This again suggests the use of a phonetic

processing strategy (refer to Figure 1). The effect ofISI

was negligible.

The final analysis of the above data examined the six

different orders of stimulus presentation in an effort to
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determine if this variable affected subjects' performance.

The six orders of presentation (each block with respect

to lSI: 250-500-1500, 250-1500-500, 500-250-1500, 500­

1500-250, 1500-250-500, and 1500-500-250) constituted

the between-subjects factor; lSI and type of pairing were

the within-subjects factors. As before, a significant main

effect for type of pairing was obtained [F(2,48) = 47.13,

P < .001]. In addition, there were two significant inter­

actions: a two-way and a three-way interaction among

order of presentation, type of pairing, and lSI [F(20,96)

= 2.97, P < .001].

These interactions suggest that order of presentation in­

teracted with both lSI and pairing type in affecting sub­

jects' scores. In examining the data, it appeared that sub­

jects could not easily switch processing strategies when

shifting from one lSI condition to another. In most cases,

performance in an lSI block was better if that block had

been preceded by a 250-msec condition. These complex

interactions indicate that the within-subjects design was

not appropriate for assessing the proposed three factors.

Typically a within-subject design with blocked ISIs is

preferred in experimental work because it allows for more

power in the data analysis, and is thought to facilitate op­

timal performance. The design of Experiment 1 was

chosen for those reasons. However, when feedback is not

provided and the experimenter is interested solely- in de­

termining how lSI affects the level of processing, a

blocked, within-subjects design may not be optimal.

Without feedback to influence adoption of a particular

processing strategy within a block, subjects appear to have

relied on information obtained and strategies developed

in prior testing blocks.

EXPERIMENT 2

The complex interactions that resulted from the within­

subjects design used in Experiment 1 may have masked

important data patterns. Experiment 2 was designed to

eliminate this problem by testing subjects on their ability

to discriminate the several Hindi retroflex and dental ex­

emplars in a between-subjects design. Three groups of

subjects were tested: one group in the 250-msec lSI con­

dition, one in the 5OO-msec lSI condition, and one in the

1,500-msec lSI condition. Three other changes were made

in Experiment 2: (1) Since position interacted with pair­

ing type in Experiment 1, many more testing trials were

used in Experiment 2 [480 vs. 192 (containing only 64

for each lSI)]; (2) the proportion of PI pairings was in­

creased to be equal to that of NI pairings in an effort to

obtain clearer evidence distinguishing auditory from pho­

netic perception; and (3) a measure of reaction time (RT)

was included in addition to type of response.

These changes rendered the experiment more compara­

ble to work completed by other researchers. For exam­

ple, one of the first demonstrations of sensitivity to within­

category distinctions was provided by Pisoni and Tash

(1974). Using a synthetic [ba]-[pa] speech continuum,

Pisoni and Tash showed that RT provides a measure of
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Figure 3. Proportion "same" responses for each type of pairing
in the three lSI conditions (Experiment 2).
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the five blocks of stimuli for each subject. These results
are illustrated in Figure 3. The data were analyzed via
a 3 x 3 mixed ANOVA in which the between-subjects fac­
tor was lSI (250, 500, and 1500 msec), and the within­
subjects factor was type of pairing (PI, NI, and DIF). This
analysis yielded two significantmain effects: lSI [F(2,147)
= 3.79, P < .05] and type of pairing [F(2,294) = 399.81,
P < .001]. There was also a significant interaction be­
tween lSI and type of pairing [F(4,294) = 14.64, P <
.001]. Multiple comparisons using the Tukey method re­
vealed that in all three lSI conditions there was a signifi­
cant difference between the P(Same) response for each
type of pairing, but that the effect was less pronounced
at the longest lSI (p < .01 at 250 and 500 msec; p <
.05 at 1,500 msec).

The next analysis measured the effect of practice on sub­
jects' performance in a 3 x 3 x 5 mixed ANOVA. The
between-subjects factor was lSI (three levels), and the two
within-subject factors were type of pairing (PI, NI, and
DIF) and position (five positions-one for each block of
stimuli). There were two significant main effects: type
of pairing [F(2,54) = 171.05, P < .001] and the other
between type of pairing and position [F(8,216) = 11.25,
P < .001]. The mean P(Same) for each type of pairing
at each position is shown in Figure 4. Although the
second-order interaction between lSI, type of pairing, and
position did not reach significance (p = .13), the data pat­
tern suggests that the P(Same) responses to the three pair­
ing types did tend to separate at a dissimilar rate at the
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subjects' certainty in discriminating within- and between­
category speech stimuli. Pisoni and Tash found that sub­
jects took significantly longer to respond "same" to
stimuli that shared only a common phonetic category
(similar to our NI pairings) than they did to pairs of stimuli
that were acoustically identical (as in our PI pairings).
Similarly, subjects responded "different" more slowly
to phonetically distinct pairs of stimuli that were only two
steps apart on a synthetically produced continuum than
they did to phonetically distinct stimuli that were four to
six steps apart. Similar results were obtained by Howell
and Darwin (1977) with regard to the [ba]-[da] place-of­
articulation continuum. The number of trials was in­
creased in this experiment because it is known that in­
creasing the number of trials can significantly improve
performance (cf. Samuel, 1977). By increasing trials
without providing feedback, it can be determined whether
subjects adopt and perfect a particular processing strategy
in a certain lSI condition, or whether they shift process­
ing levels as a function of increased practice.

Results and Discussion
In the first analysis, the P(Same) responses for the three

types of pairings and the three ISIs were averaged across

Method
Subjects and Stimulus materials. Thirty adults, 15 females and

15 males, served as subjects. Ten subjects were tested in each of
the three lSI conditions. All subjects were unilingual English
speakers with no history of hearing problems. Twenty subjects
received credit in an introductory psychology course at Dalhousie
University for participation in this experiment, and the remainder
were paid $4 for their participation.

The four retroflex and four dental syllables used in Experiment 1
were used in this experiment to construct AX discrimination tapes.
For each of three lSI conditions, the pairings were randomized into
five blocks of 96 trials. In all cases, there was a 3,OOO-msec IT!.
Each 96-trial block contained 48 within-category trials and 48
between-category (DIF) trials. The within-category trials contained
24 PI stimulus pairs (e.g., dental 4-dental 4) and 24 NI stimulus
pairs (e.g., retroflex l-retroflex 3).

Procedure and Apparatus. The apparatus used in Experiment 2
was identical to that used in Experiment 1. In addition, the Apple
II Plus computer was programmed to measure subjects' reaction
times for making a same/different judgment. Reaction times were
measured in milliseconds from the onset of the second stimulus in
each pair.

The procedure in this experiment was similar to the procedure
used in Experiment 1. The 10 subjects in each lSI group were tested
on all five trial blocks using the buttonpress response in an AX task.
After presentation of each 96-trial block there was a 5-min break
to compensate for fatigue and adaptation effects. The task required
approximately 1 h.

As in Experiment 1, subjects' responses were scored using the
P(Same) measure for DIF, NI, and PI pairings. In addition, reac­
tion times to both "same" and "different" responses were recorded
(as in Pisoni & Tash, 1974). Reaction times for "same" responses
were included in our experiment to clarify the results in case the
P(Same) responses were ambiguous. IfP(Same) responses provided
clear results, RT data would provide converging evidence in sup­
port of these results. Reaction times for "different" responses were
recorded to determine whether the pattern of results for "differ­
ent" responses was similar to that obtained for "same" responses.
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Figure 4. Proportion "same" responses as a function of position
for each type of pairing in each lSI condition.

different ISls.3 Post hoc comparisons using the Tukey

method were used to compare performance between the

three pairing types in each position at each lSI. Results

showed that in the 250-msec lSI condition, the P(Same)
responses to the PI, NI, and DIF pairings were signifi­

cantly different from each other (p < .05) even in the

first position. In the 5OO-msec condition, P(Same)

responses to PI pairings were significantly greater than
those to NI and DIF pairings, but NI and DIF pairings

did not diverge significantly until the third block of
trials.v" Finally, in accordance with our initial predictions,

the P(Same) responses to the three pairing types in the

1,5OO-msec lSI condition were not significantly different

until the third block of trials, at which time all three (PI,
NI, and DIF) were significantly different. This suggests

that the three lSI conditions affect performance differen­

tially, and is consistent with previous work showing that
lSI affects the use of phonetic vs. auditory levels of

processing (Crowder, 1982; Pisoni, 1973). It is the first

demonstration, however, of the effect of lSI of three
processing levels. The data pattern obtained in the first

two trial blocks closely matches the predictions in sup­

port of a three-factor model in both the 250-msec condi­
tion and the 1,5OO-msec condition. Subjects appear to be

using an "auditory" factor in the 250-msec condition and

a "phonemic" factor (at least initially) in the 1,5OO-msec
condition (refer to Figure 1 for clarification). In the first

two blocks in the 5OO-msec condition, it appears that sub­

jects show both auditory andphonemic processing, since
the P(Same) responses are very high for the PI pairings

but not for the other pairing types. In the final three trial

blocks in the 250-msec condition, the data pattern approx­

imates that predicted for phonetic processing.
An analysis comparing the average reaction time (RT)

for each type of pairing in each lSI condition was also
done. These RTs were then subjected to a 3 x3 x2 mixed

ANOVA in which lSI (250,500, and 1,500 msec) was

the between-subjects factor and type of pairing (PI, NI,

and DIF) and type of response ("same" vs. "different"

RT) were the within-subjects factors. There was a sig-
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Figure 5. Average reaction time for "same" and "different"
responses for each type of pairing in the three lSI conditions.

EXPERIMENT 3

This experiment was conducted to determine how na­

tive Hindi speakers would respond to these Hindi sylla­

bles when tested in an AX task at the longest lSI. This

would provide data on the natural categories used by na­
tive speakers, and would provide us with important com­

parative data to use in attempting to understand the data

nificant main effect for type of pairing [F(2,54) = 7.20,

P < .002] and two significant interactions: one between
type of response and type of pairing [F(2,54) = 55.46,

p < .001] and the other among lSI, type of response,
and type of pairing [F(4,54) = 5.97, P < .001]. The mean

RT for each type of pairing in each lSI condition is shown

in Figure 5. "Same" RTs are shown in (a) and "differ­

ent" RTs in (b). This graph clearly illustrates the nature

of the interactions. Subjects responded "same" fastest to

PI pairings, followed by NI and DIP pairings. Conversely,

subjects responded "different" fastest to DIF pairings,

followed by NI and PI pairings. The extent of this effect
varied with the lSI. As with the P(Same) results, this

spread between the RT values for the three types of pair­

ings decreased as the lSI increased. Thus, the RT meas­

ure provided converging evidence to support the data pat­
tern obtained with the proportion "same" responses.

Similar RT results were reported by Pisoni and Tash

(1974) when measuring the RT response to synthesized

stimuli in an AX discrimination task. Pisoni and Tash were

testing a model of speech perception based on Posner's
work with letter-matching experiments (see Posner, 1978)

in which comparisons between physically identical stimuli

required less processing time than comparisons between

stimuli sharing more abstract similarities (that is, NI pair­
ings). The RT data we obtained in Experiment 2 repli­

cate their findings. The P(Same) data reported by Pisoni

and Tash differ markedly from our results, presumably

because Pisoni and Tash gave their subjects explicit NI

instructions.
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pattern supplied by English speakers. A single, long lSI
was chosen for use in this experiment for two reasons:
(1) It was already known from Experiment 2 that English­

speaking subjects have access to an auditory processing
level, and it can be assumed that Hindi-speaking subjects
would also have access to this level; and (2) there was
only a small sample of available native Hindi speakers
in the Halifax area. Given the interactions introduced by

the within-groups design in Experiment 1, it was felt that
all Hindi subjects should be tested in the lSI condition most
likely to tap linguistic categories rather than auditory sen­
sitivities. Finally, since we were interested in how native
speakers naturally respond to these syllables, the subjects
were given only one block of trials.

This experiment was designed to compare the categories
used by speakers of two different language groups, and
was in no way meant to test possible alternative process­
ing levels among the Hindi listeners. These results can
be compared with those obtained in the first trial block
in Experiment 2.

Method
Subjects were four native Hindi speakers presently living in Hali­

fax, Nova Scotia, three males and one female between the ages of
25 and 45. All subjects reported that their first language was Hindi,
although three of the four spoke additional Indian languages as well.
Only subjects who had lived in India at least through their mid-20s
were selected for participation in this study. In addition, two of
the subjects had lived outside of India for less than 2 years; the
other two subjects had been back to India for extended visits every
few years and still spoke Hindi much of the time at home and in
their involvement with the Halifax Hindu religious community. All
four subjects also spoke English.

The subjects were tested in the AX procedure with the same
stimuli as used in the two preceding experiments. As noted above,
all subjects were tested in the 1,500-msec lSI condition, and were
given only one block of testing trials.

Results and Discussion
The P(Same) responses for each type of pairing were

calculated and analyzed in a one-way ANOVA. This
yielded a significant effect for type of pairing [F(2,12)
= 380.79, p < .001]. This result was due solely to the
classification of PI and NI pairings as "same" an equally
high proportion of the time (XPI=99.16, XNI=94.16);
the Dlryairings were consistently perceived as "differ­
ent" (XDIF=9.8). Those data map perfectly onto the
predicted "phonetic" pattern illustrated in Figure 1. This
clearly indicated that Hindi subjects were using a single
processing strategy in perceiving these syllables-a
strategy corresponding to what would be called "pho­
netic" processing for the English subjects tested in Ex­
periments 1 and 2 but which represents phonemic process­
ing for the Hindi listeners. The similarity in responses
to PI and NI pairings indicates no evidence of an audi­
tory level of processing among the Hindi listeners when
tested in this lSI condition and given only one block of
trials. Rather, it suggests that the most available process­
ing level for native Hindi speakers when tested in a high­
uncertainty procedure (high memory demands, little prac-

tice) is that level, and only that level, corresponding to

the linguistically relevant phonological categories used in
the speaker's native language. This is isomorphic to the
results obtained with English listeners in the first 1,500­

msec trial block in Experiment 2, wherein they showed
a data pattern corresponding to English (rather than Hindi)
phonological categories.

CONCLUSIONS

Let us consider these findings in the light of current
models of speech perception. Single-factor models sug­
gesting that all speech perception findings can be explained
by specific phonetic processing mechanisms (see Liber­
man, 1982) have typically used the term "phonetic" to
refer to that which we call "phonemic" perception (see
discussion in Werker & Tees, 1984b). If these models
were specifically addressing phonemic perception, they
would predict that subjects would respond "same" equally
often to all three pairing types in all lSI conditions, since
all eight speech syllables were classified according to a
single phonemic category in English and are thus equiva­
lent. If these models were addressing what we call "pho­
netic" perception, they would predict that subjects would
respond "same" to NI and PI pairings equally often, and
significantly more than they would to DIF pairings. The
subjects tested in the 1,5OO-msec condition in Experi­
ment 2 showed a data pattern consistent with the predic­
tion for "phonemic" perception in the first two trial
blocks (see Figure 1 for clarification). Thus, it appears
that, without practice, subjects rely on phonemic
categories when responding to speech syllables in
paradigms that have high memory requirements. The
strong prediction of "phonetic" processing was not sup­
ported in the data collected from English listeners in Ex­
periment 2, but their data were in the predicted direction
in the last three trial blocks in the 250-msec lSI condi­
tion, in which the difference between proportion "same"
responses to NI and PI pairings was less than that between
NI and DIF pairings. Support for the phonetic level was
provided in Experiment 1 in both the 250- and 5OO-msec
lSI conditions. Clear support for this universal "phonetic"
level was supplied by the Hindi subjects in Experiment 3.

A single-factor psychoacoustic theory (see Schouten,
1980) would predict that the relative proportion of
"same" responses would vary as a function of acoustic
dissimilarity in all positions in all lSI conditions (although
there might be some effects due to decay in the longer
ISis, and some improvements due to practice). This
prediction is supported by the data in Experiment 2 in the
first two blocks of the 250-msec lSI condition, but not
until the third trial block in the other two conditions. It
is not supported by two of the three lSI conditions in Ex­
periment 1 and not at all by Experiment 3. It thus appears
that a single-factor psychoacoustic explanation is inade­

quate to explain the current data pattern.
A dual-factor model would predict that subjects would

respond "same" equally often to all pairing types under



testing conditions that encourage reliance on the phonetic

code (would show what we call "phonemic" perception),

and would respond differentially according to acoustic dis­

similarity under conditions that facilitate use of the audi­

tory code (see Fujisaki & Kawashima, 1969, 1970; Pisoni,

1973). According to a dual-factor model, when testing

was done without considerable practice in longer lSI con­

ditions, auditory information in short term-memory would

have decayed, forcing subjects to classify stimuli accord­

ing to the more robust language-specific (phonemic) codes

(Crowder, 1982; Pisoni, 1973). The predictions from a

dual-factor model are partially supported by the findings

in Experiments 1 and 2. However, the data from all three

experiments together, indicating the presence of a pho­

netic level as well a phonemic and auditory levels, sug­

gest that dual-factor models may also be inadequate to ex­

plain the data pattern.
The results of these three experiments thus provide sup­

port for the hypothesis that subjects can use three distinct

processing strategies when responding to speech syllables.

Evidence for these processing strategies is dependent upon

task conditions. Subjects can (1) classify the syllables ac­
cording to familiar phonemic categories, (2) show a per­

ceptual sensitivity to nonnative, phonetically relevant

category boundaries, and (3) discriminate syllables on the

basis of any acoustic variability between individual ex­

emplars. These findings have important implications for
current models of speech perception. By raising the pos­

sibility that there may be three, rather than one or two

factors involved in speech perception, these results

mitigate against the argument that all speech perception

data can be explained by a generalized psychoacoustic

mechanism. It is clear, at least in the adult (also see

Jusczyk, 1984), that under task conditions that are most
similar to those used in everyday oral communication

(long intervals between repetitions of the same exemplar;

high memory demands) subjects rely on a language­

specific phonemic processing strategy. That is, they clas­
sify syllables according to the phonological categories

used to contrast meaning in their native language. Under

these task conditions, English and Hindi adults show lit­

tle sensitivity to any acoustic variability. However, un­
der other task conditions (short lSI and practice) there is

clear evidence for an auditory processing level.
These experiments provide evidence for three process­

ing strategies, and show that phonemic perception is

clearly distinct from auditory perception. These experi­
ments also provide clear support for an intermediate, pho­

netically relevant level of perception. The experiments

do not, however, explain the derivation ofeither phonetic

or phonemic processing. It is not clear whether phoneti­
cally relevant perception is a function of a specific lin­

guistic processor or the result of second-order auditory

factors resulting in perceptual classification on the basis

of physical similarity. Also, it is not clear whether pho­

nemic processing is based on a modification of innately

determined universal phonetic sensitivities or is a reflec­

tion of learned (auditory based) linguistically relevant

categories. Further research using different testing proce-
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dures, different populations (infants and young children),

and different stimuli is needed to answer these questions.
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NOTES

1. This is similar to Pisoni, Aslin, Perey, and Hennessy's (1982) re­

cent findings, which showed that English listeners could easily learn

to differentiate three categories of voice onset time. Our work suggests

that this is more difficult, but still possible, in the case of nonnative

place of articulation distinctions.

2. In our previous work, an AI analysis was used because we were

attempting to see whether subjects could discriminate the syllables ac­

cording to Hindi phonetic categories. In the present work, we wanted

to see if different task conditions would encourage different processing

strategies. Hence, there was no absolute right or wrong way to respond,

making it inappropriate to use a signal detection analysis. For the same

reasons, responses were not compared with chance, since the chance

level would vary depending upon processing strategy.

3. It is recognized that a p value of .13 is not significant. However,

statisticians have pointed out that the major problem in concentrating

solely on avoiding alpha errors is that it precipitates many potential beta

errors and leads to the premature (and often incorrect) rejection of new

and interesting hypotheses. Thus, it is recommended that the researcher

proceed to post hoc tests when he/she perceives regularities in the overall

data pattern regardless of significance (cf. Hays, 1973,·p. 582).

4. These results are similar to those obtained by Werker and Tees

(1984a, 1984b) and in Experiment I. However, in those experiments,

there was evidence for nonnative (phonetic) discrimination in the 500­

msec condition for DIF pairings within 126 and 64 trials, respectively.

In the present experiment, this effect is not evident until close to 300

trials. The discrepancy may be explained by the greater proportion of

PI pairings' providing a context effect in this experiment.

5. This data pattern is corroborated by a block-by-block analysis of

RT responses. The RT to NI and DIF pairings is virtually identical in

Block 1 and much slower than that to PI pairings; RTs to NI and DlF

begin to spread apart in Block 2, foreshadowing the P(Same) pattern

evident in Block 3.
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