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Abstract—Video transport over wireless networks requires
retransmissions to successfully deliver video data to a receiver
in case of packet loss, leading to increased delay time for the
data to arrive at the receiver. Delay constraint is one of the
most important requirements in real-time applications. A video
packet arriving later than the presentation time will become
useless for the client. In this paper, we propose a cross-layer
content-aware retry limit adaptation scheme for video streaming
over IEEE 802.11 wireless LANs. Video packets of different
importance are unequally protected with different retry limits
at the media access control (MAC) layer. The error propagation
effect of each packet is estimated to guide the determination of its
retry limit. More retry numbers are allocated to packets of higher
loss impact to achieve unequal error protection. Our scheme
also analyzes the backoff time for each retry and then takes into
account the estimated backoff time for retransmission scheduling.
Experimental results show that the proposed adaptation scheme
can effectively mitigate the error propagation due to packet loss
and assure the on-time arrival of packets for presentation, so as
to improve video quality significantly.

Index Terms—Cross-layer error protection, packet retransmis-
sion, retry limit adaptation, video streaming, wireless video.

I. Introduction

W
ITH LOW COST, easy deployment, and flexible con-

nectivity, deployments of wireless LANs (WLANs)

[1] have become widespread and fast-growing everywhere.

However, the challenges of coping with the time-varying error

rate and fluctuating bandwidth of a wireless network bring

out the need of error resilient video transport. Transmitting

video data over error prone networks can be very unreliable

due to packet loss, which still presents many challenges to

streaming video applications, especially for wireless video. In

a video streaming system, a server sends coded video data to

client terminals for decoding and playback. There are several

standard video coding techniques developed to compress a

video sequence into a coded bitstream to reduce its data size.

These video encoding techniques exploit spatial and tempo-

ral redundancy to achieve a high compression ratio, while
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making the compressed data very sensitive to transmission

error. Packet loss due to transmission error often leads to

serious video quality degradation, which not only degrades the

quality of current frame, but also leads to error propagation

to subsequent frames due to the motion-compensated predic-

tion technique used in standard video codecs. Forward error

correction (FEC) [2]–[4] and automatic retransmission request

(ARQ) [3]–[5] are the two most commonly used channel

coding schemes for error protection. FEC is relatively effective

in multicast sessions and applications with large end-to-end

delay, whereas ARQ is particularly useful for non-interactive

unicast applications with bursty packet loss and has been

adopted in several existing packet protection methods for video

streaming over wireless networks [5]–[16].

Video transport over wireless networks usually requires

retransmissions to successfully deliver video data to a receiver

in case of packet loss, leading to increased delay time for the

data to arrive at the receiver side. Delay constraint is, however,

one of the most important requirements in real-time applica-

tions. A video packet arriving later than its presentation time

will become useless for a client, making packet scheduling

important in retransmission-based error control for wireless

video streaming. There have been a few research works ad-

dressing the scheduling problem of retransmitted packets. For

example, a simple scheduling-oriented retransmission method

which takes into account the play-out deadline based on the

early-deadline-first (EDF) principle was presented in [6] and

[7]. The EDF method gives priority to the lost packets with

earliest play-out deadlines in transmission, which may lead to

the overriding of regular packets by the retransmitted packets.

The variants of EDF have been shown to be delay-optimal

for deadline-constrained scheduling [7]. Dua and Bambos

[8] proposed a downlink packet scheduler, namely, channel-

aware earliest due date (CA-EDD) that takes into account

the wireless channel conditions, packet deadlines, and appli-

cation layer importance of packets. The CA-EDD algorithm

achieves low-complexity implementation by using analytically

computable approximations to the dynamic programming (DP)

based optimal scheduling policy to avoid explicitly solving any

DP equations, while achieving nearly optimal performance.

Chou et al. [3] proposed a hybrid FEC/ARQ error protection

scheme for receiver-driven layered multicast of audio-visual

data. The method uses an iterative descent algorithm in a

Lagrangian framework to find optimal transmission policies

for video packets, provided that the media source layers are

given by arbitrary directed acyclic graphs. It, however, does
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not consider packet delay jitter and loss of retransmission

requests. A more general framework for rate-distortion op-

timized streaming of packetized media, RaDiO, was then

proposed in [9] by generalizing the work in [3]. With RaDiO,

the problem of rate-distortion optimized streaming of entire

media presentation, in which data units (e.g., video packets)

generally depend on each other according to a directed acyclic

graph, can be reduced to the problem of error-cost optimized

transmission of an isolated data unit. For the common ap-

plication scenario of sender-driven streaming over a best-

effort network using retransmission with feedback, a Markov

decision processes framework was proposed to formulate the

error-cost optimization problem so that the problem can be

solved by existing algorithms such as DP or branch and

bound algorithms. Ren et al. [10] addressed the problem of

scheduling constant bit rate traffic over deadline-constrained

wireless networks by deriving an optimal scheduling policy to

minimize long-term packet loss due to deadline expiration,

considering the relative impact of deadline constrains and

channel conditions. The conditional retransmission scheme

proposed in [12] uses the concealment error and the channel

feedbacks to determine whether a packet is worthwhile to

retransmit. It provides a rate-distortion analysis of the tradeoff

between the saved bits due to the reduced retransmission

and the increased distortion resulting from the concealment

error of not-retransmitted packets. Kang and Zakhor [13]

proposed a class of rate-distortion optimized packet scheduling

algorithms for wireless video streaming by applying different

deadline thresholds to video packets of different importance.

The importance of a packet is determined by its relative

position within its group of pictures (GOP) and motion-

texture context, thereby achieving unequal error protection.

Chakareski and Frossard [14] proposed a distributed streaming

strategy to allow for trading rate for distortion, not only within

a single video stream, but also across different streams by

employing rate-distortion information including packets’ sizes

and their importance for the reconstruction quality of the

corresponding stream. The cross-layer approach proposed in

[15] provides adaptive quality of services to a layered coded

video by utilizing priority queuing at the network layer and

retry-limit adaptation at the link layer. It considers the media

access control (MAC) retry limit, application-layer FEC, and

adaptive packet size selection in an integrated manner such that

the throughput efficiency be maximized for a given channel

condition. In [16], a receiver-based optimization framework

was proposed for maximizing the time to receiver underflow

and associated undesirable video freeze by pre-emptively

evicting frames from the receiver buffer.

IEEE 802.11-like networks adopt a MAC-layer retry mech-

anism [1], in which a lost packet is retransmitted several times

until a retry limit is reached. It has been shown in [18]–[23]

that an adaptive MAC retry mechanism can achieve significant

performance improvement over the static-retry-limit approach.

The layered prioritized queuing (L-PQ) presented in [18] takes

into account together the MAC retry limit and sender buffer

occupancy to determine the operating point that minimizes the

overall packet loss rate of video layers due to buffer overflow

and link errors according to the priorities of video layers. It,

however, does not consider the backoff delay of retransmis-

sion that may lead to presentation timeout. The multi-user

packet scheduling algorithm proposed in [19] slows down

the transmission of streams to users with favorable channel

states until their deadline is approaching, leading to a fairer

distribution of the achievable video quality among all users.

This multi-user scheduling algorithm incorporates information

about video stream structure and future channel behavior to

determine an optimal schedule based on a simplified rate-

distortion model. In [20], a learning-based approach was ap-

plied, where content, coder-specific, and channel features were

used to predict the optimal cross-layer strategy for assigning

MAC-layer retry limits for video transmissions under delay

constraints. Similar to the approach proposed in [13], a time-

based adaptive retry (TAR) mechanism was proposed in [22]

and [23] to improve video streaming over 802.11 WLANs.

In the TAR scheme, the influence (i.e., the effect of error

propagation) of each frame in a GOP is evaluated according

to the number of frames inter-coded with respect to the

frame. It then dynamically determines whether to send or

discard a packet in one frame according to the influence and

retransmission deadline of this frame. Significant performance

improvement over the traditional static-retry-limit approach in

terms of packet loss, channel utilization, and user-perceived

visual quality was reported.

Although time-based adaptive retry limit adaptation [13],

[22], [23] has proven to be a promising scheme, simply

exploiting the temporal prediction relationship among frames

may not be able to well capture the error propagation of a lost

packet. The performance of time-based MAC retry adaptation

can be further improved by incorporating better video content

analysis and packet retry scheduling with the knowledge on

the arrival times of packets. In this paper, we propose a cross-

layer content-aware retry limit adaptation (CA-RLA) scheme

that dynamically adapts the retry limit for each packet based

on its loss impact. We consider the application scenario that

the compressed video bitstream is either pre-stored in the

transmitter or sent to the transmitter through a reliable access

network. The system framework of CA-RLA is illustrated in

Fig. 1. In the off-line encoding process, the encoder estimates

the amount of error propagation caused by each packet should

it be lost during transmission. This side information is stored

as metadata in the streaming server for guiding the decision

on the retry limit of each packet. While performing real-

time streaming, the transmitter retrieves the side information

associated with the video bitstream as well as estimates

the client channel conditions according to channel feedbacks

and actual backoff waiting statistics. The proposed CA-RLA

scheme increases the retry limits of packets of higher loss

impacts, while reducing the retry limits of packets of lower

loss impacts so as to minimize the overall error propagation

in a GOP under the delay constraint of video presentation.

Our scheme also analyzes the backoff time for each retry

and then takes into account the estimated backoff time for

retransmission scheduling.

The contribution of this paper is twofold. First, we develop

for IEEE 802.11-like networks a systematic analysis to derive

a closed-form formula for accurately estimating the mean
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Fig. 1. System framework of the proposed CA-RLA.

transmission time of a packet for a given retry limit, which is

an important parameter in delay-constrained video streaming

applications. The second contribution of this paper is to

address the retry limit adaptation problem under a constrained

optimization framework by appropriately incorporating cross-

layer parameters including the loss impact (application-layer)

and estimated transmission time (MAC-layer) of each packet.

The rest of this paper is organized as follows. Section II

presents the estimation of error propagation of each packet

to assign the appropriate priority level to data packets. In

Section III, the estimation of backoff time for each retry

in wireless networks is presented. The proposed CA-RLA

with retransmission-based packet scheduling is presented in

Section IV. Section V reports the experimental results of the

proposed algorithms and the comparison with other methods.

Finally, conclusions are drawn in Section VI.

II. Estimation of Packet-Level Loss Impacts

The most accurate method of estimating the impact of a

single packet loss is to delete the packet and then decode

a GOP by recovering the lost data (e.g., using the zero-

motion error concealment). The mean squared error (MSE)

can thus be calculated by comparing the error-free video

and the reconstructed video with single packet loss. This

approach, however, is computationally too expensive. In this

paper, we adopt our previous method presented in [24] that

characterizes the pixel-level loss-impact (LI) metric as the

product of two parameters: pixel reference count (PRC) and

pixel-wise concealment error (PCE) by

LI(t, x, y) = PCE(t, x, y) · PRC(t, x, y) (1)

where PRC(t, x, y) represents the frequency of pixel (x,y) of

frame t being referenced by pixels in the following frames

within a GOP in the motion-compensated prediction (MCP)

process as illustrated in Fig. 2. It can be calculated recursively

by summing up the individual reference counts of pixels from

frame t + 1 to the last frame of the GOP which directly or

indirectly reference pixel (x,y) of frame t in an inverse tracking

order as in

PRC(t, x, y) =

{
∑

(x′,y′)∈�(x,y)

PRC(t + 1, x′, y′) 1 ≤ t < NGOP

1 t = NGOP

(2)

where �(x,y) denotes the set of pixels in frame t + 1 that

reference to pixl (x, y) of frame t, NGOP represents the GOP

size.

Fig. 2. Illustration of calculating the PRC. Assume frame u is the last frame
of a GOP, the numbers in the braces indicate the PRCs of pixels.

PCE(t, x, y), as defined in (3), denotes the norm of con-

cealment error of pixel (x, y) of frame t should this pixel be

corrupted

PCE(t, x, y) = |f (t, x, y) − f (t − 1, x, y)|2 (3)

where f (t, x, y) represents the pixel value of pixel (x, y) in

frame t, assuming the zero-motion error concealment scheme

is adopted.

The macroblock-level loss-impact is then calculated by

LIMB(t, v) =
∑

(x,y)∈MBv

LI(t, x, y) (4)

where v represents the macroblock index in a frame and t

represents the time index of frame, (x, y) denotes the pixel

coordinate, (MVx, MVy) represents the associated motion

vector of pixel (x, y). As a result, all LIMBs in one packet

are summed up to estimate the packet-level error-propagation

(EP) as follows:

EP
(k)
pkt =

√

∑

MBv∈packet k

LIMB(t, v) (5)

where k denotes the packet index of a frame.

The proposed scheme is simple yet effective. Fig. 3 illus-

trates the relationship between packets’ loss impact values

and the corresponding MSE caused by packet loss for two

test sequences. In the experiment, each packet contains one

row of macroblocks and the loss estimation is based on the

assumption that there is only a single packet loss in a GOP.

Although the MSE value is not a strictly linear function of

loss-impact, the estimated loss-impact linearly approximates

the amount of MSE with a fairly good accuracy when the

loss-impact value is not very high. In the proposed CA-

RLA method, most computation for loss-impact estimation is

done off-line. The loss-impact values are pre-stored as side

information for use in real-time streaming. Other distortion

estimation models, such as the ROPE model proposed in [22]

and the parametric models proposed in [23] and [24] also can

be used to estimate the loss-impacts of packets. If scalable

video coding (SVC) is employed, the layer-dependent models

for SVC distortion estimation proposed in [9] and [25] can be

used.
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Fig. 3. MSE distortion versus estimated loss-impact value (EP), and the
corresponding linear least squares fitting for three test sequences. (a) Foreman.
(b) Salesman.

III. Estimation of Backoff Time of Each

MAC-Layer Retry

In IEEE 802.11 [1], prior to sending data packets, a mobile

station has to probe the channel to make sure whether another

one is transmitting. If the medium is sensed idle for an interval

that exceeds the distributed interframe space (DIFS), the

station will start its transmission. If the medium is busy, it will

continuously monitor the channel until the channel becomes

idle for a DIFS, and then the station initiates a random backoff

interval that is used to initiate the backoff timer for the station.

The timer counts down as the medium is sensed idle, but stops

counting when any transmission is detected, and will continue

counting down when the medium is sensed idle again for

more than a DIFS. When the backoff timer reaches zero, the

station will start its transmission. When the receiver receives

the data frame successfully and waits for a short interframe

space (SIFS), it will send back an acknowledgement (ACK)

to the sender. If the sender does not receive the ACK within a

specified timeout interval or detects another transmission in the

channel, the sender will retransmit the frame again according

to the backoff rule. For any transmission, the backoff interval

is uniformly chosen in [0, CW−1], where the value CW =

2r(CWmin+1), for the rth retry attempt, is called the contention

window with an initial minimal value of CWmin+1 (the default

value of CWmin is 15) at the first transmission attempt. Each

time the retry counter increases, the CW will be doubled, up

to a maximal value CWmax = 2m(CWmin+1) (the default value

of m is six). A packet will be dropped after its retry limit

has been reached. The current IEEE 802.11 standard allows

a default of a maximum of seven retries before the packet is

Fig. 4. Backoff example of IEEE 802.11.

TABLE I

System Parameters Used in Back-Off Time Analysis

nms Number of stations contending for the channel

Ts Time spent in a successful transmission

Tc Time spent in a collision

tSlotTime Time duration of one slot as defined in [1]

W W = CWmin is the minimal contention window size

m Contention window CW of the rth retry is CW = Wr =
2r(CWmin+1). CWmax = 2m(CWmin+1). When the retry
reaches m, Wi will stay constant at CWmax [1].

dropped. A backoff example of IEEE 802.11 is illustrated in

Fig. 4, where users A and B try to send data to user C. After

150 µs backoff, user B is granted the opportunity to transmit

data to user C. Since the medium becomes busy when user

B is sending data, user A needs to stop counting. After user

C sends back an ACK to user B, the medium is sensed idle

again. After waiting for a DIFS, user A continues counting

down for the remaining 50 µs, then begins to transmit data to

user C should there be no another station sending data in the

slot.

We present here a mathematical analysis of estimating the

backoff time for each retry in an IEEE 802.11 WLAN based on

the Markov chain model proposed in [29] that is an extension

of the throughput analysis presented in [30]. Table I lists the

system parameters used in the analysis. These parameters are

either known a priori or can be derived from other known

parameters.

We consider that every station always has a packet available

for transmission (i.e., the saturated condition discussed in

[26]), in which the probability of a packet being transmitted

from a station in a slot, as derived in [29], is given by

τ =
2(1 − 2pc)(1 − pc)

(1 − 2pc)(W + 1) + pcW(1 − (2pc)m)
(6)

where pc stands for the probability of detecting the channel

busy (also the collision probability of transmission) as follows:

pc = 1 − (1 − τ)nms−1. (7)

Let Ptr denote the probability that there is at least one trans-

mission in a slot, and Ps the probability that a transmission is

successful as follows:

Ptr = 1 − (1 − τ)nms (8)

and

Ps = nmsτ(1 − τ)nms−1. (9)
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According to the access mechanism of IEEE 802.11, the

backoff timer for a station will count down as the medium is

sensed idle, but will stop counting when any transmission is

detected. Therefore, we first define Pw(k) as the probability of

a station finishing w backoff slots with k slot times as follows:

Pw(k) =

(

k − 1

w − 1

)

Pk−w
tr (1 − Ptr)

w (10)

where k ≥ w. As shown in [28], Pw(k) is a negative binomial

variable with parameters w and Ptr, and has the following

property:

Ek[Pw(k)] =
w

(1 − Ptr)
with

∞
∑

k=w

Pw(k) = 1 (11)

where Ek[Pw(k)] represents the mean of Pw(k) over k.

The time duration δw(k) of finishing w backoff slots with k

slot times can be expressed as

δw(k) = w · tSlotTime + (k − w)

· [P(Ps|Ptr) · Ts + P(Ptr − Ps|Ptr) · Tc]

where tSlotTime, Ts, and Tc are known system parameters.

Considering a system completely managed via the basic access

mechanism, we obtain

Ts = Thdr + Tdata + DIFS + δ + TACK + SIFS + δ (12)

and

Tc = Thdr + Tdata + DIFS + δ (13)

where δ denotes the transmission propagation delay, SIFS and

DIFS are the time interval parameters defined in the access

mechanism of IEEE 802.11, and Tdata, Thdr, and TACK represent

the durations for sending a packet with size of E[LENpkt], the

packet header, and the corresponding ACK frame, respectively.

With the IEEE 802.11 frequency-hopping spread spectrum

(FHSS), these durations are as follows:
⎧

⎨

⎩

Thdr = Header/Rch

Tdata = E[LENpkt]/Rch

TACK = ACK/Rch

where Rch represents the channel bit rate. The overhead

for sending the packet header include the header costs of

physical and MAC layers, that is Header = PHYhdr +MAChdr.

According to (11), the expected value Ek[δw(k)] is

Ek[δw(k)] =

∞
∑

k=w

δw(k) · Pw(k)

= w · tSlotTime + (Ek[Pw(k)] − w) · [P(Ps|Ptr) · Ts

+P(Ptr − Ps|Ptr) · Tc]

= w · tSlotTime +

(

w

(1 − Ptr)
− w

)

· [P(Ps|Ptr) · Ts

+P(Ptr − Ps|Ptr) · Tc]

= �(w).

As defined in [1], the backoff interval w of any transmis-

sion is uniformly chosen from [0, CW − 1], where CW =

Fig. 5. Time schedule for packet transmission.

2r(CWmin+1) for the rth retry. As a result, we can derive the

backoff time for the rth retry as follows:

tback(r) = Ew[�(w)] =

[

2r−1(CWmin + 1) −
1

2

]

· K (14)

where

K = tSlotTime+
Ptr

(1 − Ptr)
·[P(Ps|Ptr) · Ts + P(Ptr − Ps|Ptr) · Tc] .

(15)

IV. Content-Aware Retry Limit Adaptation and

Packet Scheduling

A. Content-Aware Retry Limit Adaptation

Consider an Nclip-frame video clip with an interframe inter-

val λ. As illustrated in Fig. 5, we formulate the presentation

deadline for packet PKT
(k)
i,j as follows:

Dt(PKT
(k)
i,j ) = β + ((i − 1) · NGOP + (j − 1)) · λ (16)

where PKT
(k)
i,j denotes the kth packet of frame j of GOP i.

In (16), we assume a startup delay of receiver buffer β that

is set intentionally for accommodating a reasonable amount

of packet delay. The larger the value of β is selected, the

longer retry deadline the sender can deploy, but leading to

a larger-size buffer at the decoder and a longer delay for

video presentation. For the sake of simplicity, we uniformly

distribute the initial delay β to each GOP. According to Fig. 5,

the time period TGOP during which the packets of one GOP

should all arrive at the receiver is

TGOP =
β + λ · Nclip

Nclip/NGOP

. (17)

Let Lr be the retry limit of a packet, and Pe the packet loss

rate of the link of each transmission (without retransmission).

The average number of transmissions for a packet to be re-

ceived successfully, or reach its retry limit, can be computed by

s(Lr, Pe) = 1·(1−Pe)+2·Pe(1−Pe)+...+(L+1)PLr

e =
1 − PLr+1

e

1 − Pe

and

pe = pc + pf

where pc represents the packet loss rate caused by data

collision as defined in (7) and pf is the rate of packet loss
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TABLE II

IEEE 802.11b System Parameters for FHSS

MAC header 281 bits

PHY header 1351 bits

ACK 240 bits

Channel bit rate (BR) 11 Mb/s

Propagation delay (δ) 1 µs

tSlotTime 50 µs

SIFS 28 µs

DIFS 128 µs

CWmin 15

CWmax 1023

due to signal fading which can be obtained from the receiver

through a feedback channel. In a heavily congested channel,

typically pc is significantly larger than pf .

Assuming a packet is transmitted with a retry limit Lr and

packet loss rate Pe, we can calculate the mean value of a

packet’s transmission time as

T (Lr, Pe) = (tback(0) + Ts) · (1 − Pe)

+(tback(0) + Tc + tback(1) + Ts) · Pe(1 − Pe)

+(tback(0) + Tc + tback(1) + Tc + tback(2) + Ts)

·P2
e (1 − Pe)

+...

+(tback(0) + Tc + tback(1) + Tc + ...

+tback(Lr − 1) + Ts) · PLr−1
e (1 − Pe)

+ (tback(0) + Tc + tback(1) + Tc + ... + tback(Lr − 1)

+Tc + tback(Lr) + Ts) · PLr

e

= (1 − PLr

e ) ·

(

Ts +
Pe

1 − Pe

· Tc

)

+

Lr
∑

r=0

P r
e · tback(r) (18)

where Ts and Tc are defined in (12) and (13), respectively.

Plugging (14) into (18), we have

T (Lr, Pe) =
(

1 − PLr

e

)

·

(

Ts +
Pe

1 − Pe

· Tc

)

+K ·

Lr
∑

r=0

P r
e ·

[

2r−1(CWmin + 1) −
1

2

]

. (19)

Suppose the wireless link is a memoryless packet erasure

channel and the packets are dropped independently. Since the

kth packet is dropped after L(k)
r unsuccessful retries, we can

obtain the packet erasure rate as

PLR(k)(L(k)
r , Pe) = PL

(k)
r +1

e . (20)

Let PLR(k) represent the packet loss probability of the kth

packet in a GOP with retry limit L(k)
r and packet loss rate Pe,

and EP
(k)
pkt its packet-level error propagation as defined in (5).

With the delay constraint, our goal is to find a set of retry

limits {L(1)
r ,L(2)

r , . . . , L(k)
r , . . . , L

(Npkt)
r } for the packets in a

GOP to minimize the overall error propagation of the whole

GOP which can be formulated as the following constrained

Algorithm 1 Content-Aware Retry Limit Adaptation

(CA-RLA)

Definitions:

GRL(l): the lth sub-group of a GOP in which all

packets have a same retry limit

PKTlow(l): the packet with the lowest EPpkt in GRL(l)

PKThigh(l): the packet with the highest EPpkt in GRL(l)

Cost
-(l): �−EPpkt/�

−T , a ratio of the amount of

increased EPpkt to the amount of released

time for packet PKTlow(l) should its retry

limit be reduced from Lr to Lr–1, where

�−EPpkt =
[

(PLr−1
e − PLr

e ) · EP
PKTlow(l)
pkt

]

,

and �−T = T (Lr, Pe) − T (Lr − 1, Pe).

Value
+(l): �+EPpkt/�

+T , a ratio of the amount of

reduced EPpkt to the amount of consumed

time for packet PKThigh(l) should

its retry limit be increased from

Lr to Lr+1, where �+EPpkt =
[

(PLr
e − PLr+1

e ) · EP
PKThigh(l)

pkt

]

and�+T =

T (Lr + 1, Pe) − T (Lr, Pe).

Initiation:
Sort the packets in a GOP by

their loss impact values to obtain
{

EP
(1)
pkt, EP

(2)
pkt, ..., EP

(k)
pkt, ..., EP

(Npkt)

pkt

}

,

EP
(k−1)
pkt ≥ EP

(k)
pkt and uniformly

distribute the corresponding retry

limit to each packet under the

timing constraint imposed in (21),
{

L(1)
r , L(2)

r , ..., L(k)
r , ..., L

(Npkt)
r

}

, L(k−1)
r ≥

L(k)
r

Adaptation:

Step 1. Try to reduce the retry limit of the

PKTlow(l) with the lowest Cost
− to release

free timebudget

Step 2. According to the free time budget, try to

increase the retry limit of the PKThigh(l)

with the highest Value
+

Step 3. Accept the adaptation of retry limit as-

signment if the overall error propagation

can be reduced under the timing constraint

imposed in (21).

Step 4. Go to Step 1 until the overall error propa-

gation reduced in an iteration is less than

a predefined threshold

optimization problem:

min
L

(1)
r ,L

(2)
r ,...,L

(Npkt)

r

⎧

⎨

⎩

Npkt
∑

k=1

PLR(k) · EP
(k)
pkt =

Npkt
∑

k=1

PL
(k)
r +1

e · EP
(k)
pkt

⎫

⎬

⎭

subject to

Npkt
∑

k=1

T (L(k)
r , Pe) ≤ TGOP (21)
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Fig. 6. Greedy-based retry limit adaptation in the proposed CA-RLA.

where Npkt denotes the number of packets in a GOP.

Table II lists the typical values of important system param-

eters for IEEE 802.11 FHSS, among which the propagation

delay of data transmission is relatively negligible compared to

other system parameters.

From (21), as shown in the Appendix, we can derive a

DP recursion, that is usually used to solve the 0/1 knapsack

problem [16], [32], to determine the optimal solution. The DP-

base approach, however, is computationally very expensive be-

cause of its large state space as analyzed in Appendix, thereby

making it impractical for real-time applications. Instead, the

integer-rounding-based complexity scaling scheme proposed

in [33] can be used in the DP recursion to trade video quality

for complexity. For the sake of simplicity, we propose a low-

complexity Greedy heuristic to reduce the complexity without

sacrificing visual quality significantly. The proposed Greedy

adaptation algorithm is illustrated in Fig. 6 and summarized

in Algorithm 1.

Under the delay constraint TGOP, the proposed Greedy-

based adaptation scheme tends to reduce the retry limits of

the packets of low loss impacts to release more free time

budget so as to increase the retry limits of the packets of high

loss impacts to achieve unequal error protection of packets.

The ratio of the amount of reduced (increased) EPpkt to the

amount of consumed (released) time for a packet is used to

determine which packets’ retry limits need to be adjusted.

The proposed scheme is a suboptimal solution; however it is

efficient to meet the real-time requirement without sacrificing

performance significantly.

B. Dynamic Reallocation of Packet Retry Limits

In the realizations of packet transmissions, it is probable that

a packet will be received successfully in fewer transmissions

than its allocated retry limit. The above-mentioned adaptation

algorithm can be further improved if the saved transmission

budget can be used in the transmissions of flowing packets.

Here, we propose a dynamic Greedy heuristic to reallocate the

extra retry budget to the remaining most important packets.

The retry limit adaptation in dynamic Greedy algorithm is

divided into GOP and packet levels. Similar to the rate

control algorithms used in video coding, at the GOP level, the

remaining time budget, that is the total time budget deducts

what has been used till now, is uniformly allocated to the

remaining GOPs. The allocation is updated on per GOP basis.

Algorithm 2 Packet-Level Dynamic CA-RLA (Greedy-Based)

A packet in sub-group GRL(Lr) with retry limit l is received

successfully after (Lr – s) retries.

if s > 0

for k = 1, 2, . . . , s

{
if there is any packet waiting to be transmitted in the

sub-group GRL(Lr – k)

The retry limit of the packet in GRL(Lr – k) with the

largest loss impact will be increased by 1

(i.e., Lr − k + 1) and the packet is moved to

GRL(Lr − k + 1).

else

if (Lr – k) > m (m is the saturation retry limit

defined in Table I) The retry limit of the packet in

GRL(Lr – k–1) with the largest EP is increased by 1

(i.e., Lr – k) and the packet is moved to GRL(Lr – k).

else

The retry number of the two most important packets

in GRL(Lr – k–1) will be increased by 1 and the packets

are moved to GRL(Lr – k).

end if

end if

}
end if

For a video clip with Nclip frames, the time budget for the ith

GOP T i
GOP is calculated by

T i
GOP =

T all
budget −

∑i−1
n=1 T n

used

M/NGOP − i + 1
i = 1, 2, ..., Nclip/NGOP (22)

where T all
budget represents the total time budget for the whole

video clip, T n
used denotes the actual time used to transmit the

nth GOP. There are Nclip/NGOP − i + 1 remaining GOPs prior

to sending the ith GOP.

Given the GOP-level time budget, the packet-level alloca-

tion follows. Should a packet be received successfully with

a retry number that is less than its allocated retry limit, the

saved time will be reallocated to the highest loss-impact ones

out of those packets of the GOP that have not yet been sent

to the receiver. The packets waiting to be sent in a GOP are

divided into sub-groups according to their retry limits, that is,

packets in the rth sub-group GRL(r) have the same retry limit

Lr = r. Since different rounds of retry consume significantly

different mean transmission time [see (14) and (15)], the time

saved from not taking the rth retry for a packet is on average

only enough for adding an extra rth retry to another packet in

sub-group GRL(r–1) [or adding an extra (r–1)th retry to two

packets in GRL(r–1)]. For example, if a packet is received suc-

cessfully after (r–s) retries, where s ≥ 0 is the saved number

of retries, s can be reallocated sequentially to add one more

retry to the packets in the sub-groups GRL(r–1), GRL(r–2),

. . . , GRL(r–s) with the most loss impact in the same sub-group.

The proposed reallocation algorithm is summarized as follows:
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Fig. 7. Flowchart of timeout-based packet scheduling in CA-RLA.

Fig. 8. Illustrations of two packet scheduling scheme. (a) Traditional method
without backoff time estimation. (b) Proposed scheduling method based on
backoff time estimation.

V. Retransmission-Based Packet Scheduling

On top of the proposed retry limit adaptation scheme, we

propose a retransmission packet scheduler based on timeout

estimation to prevent useless backoff waiting during the prepa-

ration for a transmission. In the flowchart shown in Fig. 7, a

packet will be discarded before a retry when the number of

retries exceeds its retry limit or its estimated arrival time is late

for presentation; otherwise, it will continue to take a backoff

process for another retry. When the packet is transmitted

successfully, it will be removed from the retransmission queue.

To prevent useless backoff waiting for a retry, it is reason-

able to discard a packet if the estimated arrival time of a packet

is later than the packet’s presentation deadline calculated by

(16). Fig. 8 illustrates two packet scheduling schemes: the

traditional approach without backoff time estimation and the

proposed scheme. The traditional approach in Fig. 8(a) takes

the backoff process for the second retry since the time right

after the failed transmission of the first retry does not exceed

the deadline. However, it becomes too late for the second retry

after finishing the backoff process, making the backoff waiting

useless for this non-performed transmission. The estimated

time to take the next retry (the rth retry) can be drawn by

Ttrans(r) = Tcur + tback(r) (23)

TABLE III

Two Test Scenarios Used for Experiments

Test Scenario No. of No. of Mobile Initial Delay
IBSS Station (nms) (β)

Scenario 1 (slight congestion) 1 6 1 s

Scenario 2 (heavy congestion) 1 8 9 s

where Tcur represents the time beginning to prepare the rth

retry and tback(r) represents the estimated backoff time for this

new retry which can be estimated by (14).

In our method, a packet will be discarded early after the

unsuccessful (r–1)th retry if Ttrans(r) + δ ≥ Dt(PKT
(k)
i,j ), where

δ denotes the transmission delay as illustrated in Fig. 8(b).

VI. Experimental Results

We used the OPNET v.8.3 network simulator [34] to simu-

late an 11 Mb.s 802.11b network configuration which includes

an independent basic service set (IBSS) and a number of

mobile stations. In our experiments, as shown in Table III,

two test scenarios with two different numbers of mobile

stations (nms = 6 and 8) and startup delay settings (β = 1

and 9 s) at the decoders were evaluated, respectively. The

numbers of stations used in our experiments were selected

to simulate the situations with overloaded traffics. In the test

scenarios, station 1 (the video sender) transmits an MPEG-4

video stream to station 2 (a video receiver), while the other sta-

tions simultaneously generate background traffic packets that

contend for the channel. Three 300-frame QCIF (176 × 144)

test sequences, Foreman, Coastguard, and Salesman, were

pre-encoded at 30 frames/s and 384 kb/s using a public-

domain MPEG-4 software encoder [35]. The GOP structure

was (NGOP, M) = (30, 1), where NGOP represents the GOP

size, and M denotes the distance between two anchor I/P-

frames. Each row of macroblocks is encoded as a slice and

each slice is encapsulated into one packet. The background

traffic packets were generated with a geometric distribution

with parameter λ = 0.999 to make the network overloaded.

We set for all the background packets a fixed packet size of

180 bytes, which is close to the average packet length of video

packets collected from our experiments.

According to the retry limit, a packet will be transmitted

over and over until a transmission gets through or the number

of retires reaches the packet’s retry limit as shown in Fig. 7.

Besides, a packet will be dropped if the arrival time of

the packet is later than its presentation time. It is usually

required to set an appropriate startup delay to extend the

retransmission deadline to accommodate more retries due to

channel contention caused by excessive traffics. Note, the

appropriate length of startup delay depends on the degree of

network congestion and the length of the video affected by

congestion. In our experiments, as shown in Table III, the

startup delay β is set to 1 s for scenario 1 (6 stations) and 9 s

for scenario 2 (8 stations), respectively. The impact of startup

delay on the performance of the proposed method shall be

discussed later.

We first evaluate the accuracy of the proposed backoff time

estimation scheme. Fig. 9 shows the accuracy of the proposed
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Fig. 9. Accuracy evaluation of the backoff time (in ms) estimated by the
model in (14) compared to the experimental result obtained from the OPNET
simulator with two different numbers of stations. (a) nms = 6. (b) nms = 8.

model in (14) compared to the actual experimental results

using OPNET under two test scenarios (nms = 6 and 8).

The mismatch ratio of the model estimates obtained by (14)

ranges from 1.4% to 6.8%, mostly falling in 2–3%. The good

accuracy of the proposed model makes it useful in estimating

the delay time of packet retry so as to solve the delay-

constrained scheduling optimization problem in (21). In our

method, the number of stations needs to be inferred prior to the

backoff delay estimation. Since packet scheduling is performed

on per GOP basis. It is reasonable to assume that the number

of stations involved in a GOP duration (about 0.5–1 s) is

stable and close to those numbers in the neighboring GOPs.

Since the number of stations contending for the channel in

previous GOPs can be monitored and recorded, the statistical

data collected in previous GOPs can be used by a sender to

estimate the number of stations involved in the current GOP.

Our method simply uses the number of stations in the previous

GOP as an estimate of the current GOP’s station number.

With the proposed packet scheduling method, there are three

classes of packet dropping. The first class of packet dropping

is caused by an insufficient number of retries due to the retry

limit. The second is dropping of packets at the sender due

to insufficient (estimated) time for sending the packet to the

receiver by the presentation deadline. The final is dropping of

packets at the receiver due to their late arrival (later than their

presentation deadline) even they are successfully received. As

a result, the less the retry limit, the more the number of

dropped packets due to insufficient retries. Oppositely, the

more the retry limit, the more the number of dropped packets

due to late packet arrivals (i.e., later than the presentation

deadline). For example, as shown in Fig. 10(a), if the retry

limit is too few (e.g., Lr = 2 in this case) for a certain channel

Fig. 10. Numbers of packets dropped at the sender and the receiver under
test scenario 1 for two fixed retry limits. (a) Two retries. (b) Three retries.

TABLE IV

Average PSNR Performance Comparisons with Various Retry

Limits Under Two Test Scenarios

PSNR Retry Limit Number

(dB) 0 1 2 3 4 5 6 7

Scenario 1
(nms = 6, β = 1) 19.86 26.53 31.17 32.74 25.15 21.63 21.63 21.63

Scenario 2
(nms = 8, β = 9) 18.79 24.59 28.77 31.82 32.12 28.49 24.23 15.00

condition, there will be many packets reaching the retry limit

and thereby being dropped at the sender. On the other hand,

Fig. 10(b) shows the case that a higher number of retry limit

(Lr = 3) for packets runs the risk of packet dropping due to

late packet arrivals caused by excessive retries.

The average PSNR performances with different fixed retry

limits under two test scenarios are compared in Table IV, in

which the best retry numbers for these two cases are three

(32.74 dB) and four (32.12 dB), respectively. Our observation

from the experiment is, since more retries can mitigate the

packet loss due to insufficient retry limit, the PSNR perfor-

mance is improved when the number of retry limit is increased

initially. However, due to the backoff waiting mechanism in

802.11, a later retry consumes exponentially growing backoff
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Fig. 11. Numbers of packets dropped at the sender and the receiver under
test scenario 2 (nms = 8, β = 9) at different retry limits.

Fig. 12. Example of retry limit assignment. (a) Sorted EPpkt values of
packets in a GOP. (b) Retry limits assigned to the packets by CA-RLA with
Greedy-based optimization (upper) and by DP-based optimization (lower) for
scenario 1 (nms = 6, β = 1), and (c) for scenario 2 (nms = 8, β = 9).

time compared to its previous retry. The backoff time growth

saturates after the sixth retry as specified in [1]. Therefore,

such exponential growth of backoff time due to excessive re-

tries of a packet does not only make the possibility of timeout

for the packet itself high, but also blocks the transmission of

other unsent packets during the long waiting period, thereby

significantly increasing the number of the second and third

classes of lost packets. Fig. 11 shows the distribution of the

three kinds of packet dropping with different fixed retry limits

under test scenario 2 (nms = 8 and β = 9 s). We can observe

that retry limits of 3–4 lead to the fewest numbers of lost

packets, thereby achieving the highest PSNR quality. The

fixed retry limit mechanism is kind of equal error protection

schemes, whereas adapting the retry limits of packets achieves

unequal error protection for the packets. Fig. 12(a) depicts an

example of sorted EPpkt values of packets in a GOP and the

packets’ corresponding retry limits assigned by the proposed

Fig. 13. Frame-by-frame PSNR performance comparisons of four methods
for test scenario 1 (i.e., nms = 6 and β = 1) for three test sequences.
(a) Foreman. (b) Coastguard. (c) Salesman.

CA-RLA scheme. In this example, the retry limits assigned to

the packets range from 0 to 4 for test scenario 1 and from 1

to 7 for test scenario 2, as illustrated in Fig. 12(b) and (c),

respectively. The allocation maps of DP recursion and Greedy

heuristics are close, thereby achieving similar video quality.

As discussed above, the increase of retry number leads

to exponential growth of time cost. Simply setting the retry

limit of a packet according to the packet’s importance without

taking into account the time cost cannot achieve the optimal

performance. For performance evaluation, the fixed retry-limit

scheme with two different retry limits, the EDF scheme [6], the

L-PQ scheme proposed in [18], and the TAR scheme proposed

in [22] and [23] were also implemented and compared with

the proposed method. The above schemes represent three

state-of-the-art strategies of retry limit adaptation in terms of

presentation deadlines of packets, packet loss rate of video

layers, and frame/packet-level influence, respectively. But none

of them considers the estimation of backoff delay and takes
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Fig. 14. Frame-by-frame PSNR performance comparisons of four methods
for test scenario 2 (i.e., nms = 8 and β = 9) for three test sequences.
(a) Foreman. (b) Coastguard. (c) Salesman.

into account the backoff delay for packet scheduling. To

compare our method with L-PQ, we replaced the layer priority

used in L-PQ with our proposed packet loss impact since

layered coding is not used in our paper. In our implementation

of TAR, the retry extension deadline thresholds are set as

R(PKT
(k)
i,j ) =

β

Nclip/NGOP

·
Pnum(Fi,j) + 1

∑NGOP

j=1 (Pnum(Fi,j) + 1)
(24)

where R(PKT
(k)
i,j ) stands for the retry extension deadline

threshold for the kth packet of the jth frame in the ith GOP, Fi,

j denotes the jth frame in the ith GOP, and Pnum(Fi, j) stands

for the number of frames inter-coded with respect to Fi, j. The

deadline for a retry in the TAR scheme, DTAR(PKT
(k)
i,j ), is then

formulated as

DTAR(PKT
(k)
i,j ) = ((i − 1)NGOP + (j − 1)) · λ

+
β

Nclip/NGOP

(i − 1) + R(PKT
(k)
i,j ). (25)

Fig. 15. Frame-by-frame PSNR performance comparisons of using MSE and
the proposed EP for Salesman under (a) test scenario 1 (nms = 6, β = 1) and
(b) test scenario 2 (nms = 8, β = 9).

Table V shows the average PSNR performance compar-

isons of the proposed dynamic CA-RLA methods (with the

DP recursion and dynamic Greedy heuristic), the fixed retry

limit method and our implementations of TAR and L-PQ

for three test sequences under the two test scenarios. In this

experiment, ten test channel patterns generated by the OPNET

simulator were used to evaluate the average PSNR qualities

of each test sequence statistically. The results show that

the proposed methods achieve significant PSNR performance

improvement over the other methods. The results also show

that the PSNR performance difference between the Dynamic-

Greedy-based CA-DRLA and the DP-based DP-RLA (DP), is

about 0.05–0.22 dB, which is not significant. The frame-by-

frame PSNR performances of various adaptive packet retry

strategies with one channel pattern under the two test scenarios

are compared in Figs. 13 and 14, respectively. By simply

evaluating the influence of each frame in a GOP according to

the number of frames inter-coded with respect to the frame,

the TAR method tends to drop the packets closer to the end

of GOP according to the retransmission deadline adaptation

within a GOP. The proposed CA-DRLA takes into account

the importance of each retransmitted packet for MAC-layer

retry number adaptation as well as the estimated backoff

time for retransmission scheduling, so as to recover video

quality quickly from packet losses without causing severe error

propagation. The proposed method achieves significant PSNR

performance improvements on many corrupted frames by up

to several dBs compared to the other schemes.

Since the retry limit of a packet is quantized to a limited

range of integers, the estimate of a packet’s loss impact is

not necessarily as accurate as the actual MSE. As long as
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TABLE V

Average PSNR Performance Comparisons Using Different Packet Retry Strategies for Three Test Sequences Under Two Test

Scenarios

nms = 6, β = 1

PSNR (dB) Error
Free

2-retry 3-retry EDF TAR L-PQ CA-DRLA (Greedy) CA-RLA (DP)

Foreman 36.27 31.17 32.74 33.09 33.65 33.92 34.63 34.64

Coastguard 34.04 30.13 32.39 32.52 32.70 33.02 33.56 33.60

Salesman 40.46 37.29 38.30 39.84 40.03 40.05 40.17 40.20

nms = 8, β = 9

PSNR (dB) Error
Free

3-retry 4-retry EDF TAR L-PQ CA-DRLA (Greedy) CA-RLA (DP)

Foreman 36.27 31.82 32.12 33.52 34.18 34.25 34.55 34.74

Coastguard 34.04 31.44 31.98 32.65 33.03 33.16 33.58 33.64

Salesman 40.46 39.71 39.81 39.91 40.22 40.28 40.36 30.39

Ten test channel patterns are used to evaluate the average PSNR performance of each test sequence statistically.

Fig. 16. Frame-by-frame PSNR performance comparisons of the Greedy-
based CA-RLA with and without dynamic reallocation of retry limit under
two test scenarios. (a) Scenario 1 (nms = 6, β = 1), and (b) for scenario 2
(nms = 8, β = 9) Foreman.

the estimate provides a reasonably good measure of packet’s

relative importance, it would do a good job in the retry limit

adaptation. To evaluate the performance of the proposed EP

compared to the MSE, Fig. 15 shows the PSNR performance

comparison of retry limit adaptation using the proposed EP

and MSE. The average PSNR with the proposed EP is lower

than that with MSE by only 0.07–0.08 dB. This justifies that

the proposed EP achieves reasonably good performance.

We also compare the PSNR performances of the static

Greedy (CA-RLA) and the dynamic Greedy (CA-DRLA) for

Foreman under the two test scenarios as shown in Fig. 16.

Under the two test scenarios, the CA-DRLA achieves slight

average PSNR improvement over CA-RLA. The reason why

CA-DRLA cannot achieve significant improvement over CA-

Fig. 17. Impact of the initial receiver buffer delay β on the number of
lost packets and the resulting PSNR performance under two test scenarios.
(a) nms = 6. (b) nms = 8.

RLA is that, as shown in the histogram plots of retry numbers

for the two test scenarios, most packets can be received

successfully within 2 reties under scenario 1 (nms = 6, β = 1)

and 3 reties under scenario 2 (nms = 8, β = 9), only a small

number of packets require more retries than their retry limit.

Therefore the number of packets that require to extend their

retry limit to get through the channel is few. The improvement

from the dynamic reallocation of CA-DRLA will be more

significant should the network become more congested.

The impact of the startup delay β on the number of lost

packets and the resulting PSNR performance are shown in

Fig. 17 for nms = 6 and nms = 8, respectively. From the
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results we can observe that the more the β allocated, the less

the number of lost packets caused by expiration of packet

presentation deadline. Furthermore, with the TAR and CA-

RLA schemes, the extended deadline also allows allocating

more retries for packets, thereby further reducing the packet

loss rate. The results show that β = 1 and 9 s are reasonable

choices for nms = 6 and 8 considering the cost with the

prolonged initial delay, assuming that the burst length of con-

gested video was assumed to be up to 300 frames (the length of

test sequences), corresponding to a 10 s congestion duration.

In practical applications, when the network is congested, the

startup delay will grow up as the channel bandwidth decreases

or as the congestion duration increases.

VII. Conclusion

We have proposed a novel CA-RLA optimization frame-

work to adaptively set the retry limits of packets according to

its error propagation characteristics for video streaming over

WLANs. The CA-RLA scheme analyzes the backoff time for

each retry, so as to find a set of retry limits for packets in

a GOP to minimize the total error-propagation of the GOP

according to the delay constraint of packets for presentation at

the receiver. We have proposed and evaluated two algorithms

based on DP recursion and static/dynamic Greedy heuristics,

respectively. The proposed method also takes into account

the estimated backoff time for retransmission scheduling.

Simulation results show that the proposed retry adaptation

scheme significantly outperforms the traditional static-retry-

limit mechanism and the state-of-the-art time-based retry

adaptation method in terms of packet loss and visual qual-

ity. Besides, the proposed packet scheduling based timeout

estimation can further improve the performance.

Appendix

In this appendix, we derive a dynamic programming recur-

sion similar to the approach presented in [16] to determine

the optimal retry number assignment. At first, we sort all the

EPpkt values in a GOP in a monotonically decreasing order
{

EP
(1)
pkt, EP

(2)
pkt, ..., EP

(k)
pkt, ..., EP

(Npkt)

pkt

}

EP
(k−1)
pkt ≥ EP

(k)
pkt.

Let x represent the available time budget allowed to send

the packets of a GOP, 0 ≤ x ≤ TGOP, and n the maximal retry

limit so that 0 ≤ L(k)
r ≤ n. We define fn(x) as the minimal

total error propagation under the time constraint x

fn(x) = min
L

(1)
r ,L

(2)
r ,...,L

(k)
r ,...,L

(Npkt)

r

⎧

⎨

⎩

Npkt
∑

k=1

PL
(k)
r +1

e · EP
(k)
pkt

⎫

⎬

⎭

subject to
∑

k T (L(k)
r , Pe) ≤ x and 0 ≤ L(k)

r ≤ n

where T (L(k)
r , Pe), as defined in (19), is the average transmis-

sion time of kth packet with a retry limit L(k)
r and packet loss

rate Pe.

When n = 0, we have

f0(x) = min

{

∑

k

Pe · EP
(k)
pkt +

∑

k′

EP
(k′)
pkt :

∑

k

T (0, Pe) ≤ x

}

with k = 1, 2, ..., min
{

Npkt, (x/T (0, Pe))
}

and k′ =

(x/T (0, Pe)) + 1, ..., Npkt. Then we can evaluate f1 in terms

of f0

f1(x) = min

{

∑

k

P2
e · EP

(k)
pkt + f0(x −

∑

k

T (1, Pe))

}

with k = 0, 1, 2, ..., min
{

Npkt, (x/T (1, Pe))
}

.

The dynamic programming recursion becomes

fn(x) = min

{

∑

k

Pn+1
e · EP

(k)
pkt + fn−1(x −

∑

k

T (n, Pe))

}

where k = kn(x) with a range of 0 ≤ k ≤ min
{

Npkt, (x/T (n, Pe))
}

. Under the constraint
∑Npkt

k=1 T (L(k)
r , Pe)≤

TGOP, and the maximum retry limit n, the dynamic

programming approach determines the optimal

solution fn(TGOP) in a coherent way by evaluation

f0(x), f1(x), . . . , fn−1(x) with a time complexity of

O

(

n
∑

i=0

i

�
j=0

(

min
(

Npkt, TGOP/T (n − j, Pe)
))

)

.
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