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Cross-modal, auditory-visual Stroop interference

and possible implications for speech memory

NELSON COWAN and ALEXANDER BARRON
University of Missouri, Columbia, Missouri

This study examines effects of auditory color-word interference on a visual Stroop task with
a spoken response. The presence of cross-modal interference indicates that subjects could not pre­
vent the processing of irrelevant, spoken color words. Additional aspects ofthe results (e.g., lack
of effects from noncolor items and additivity of auditory and visual interference) are used to sup­
port a description of processing in which multiple verbal items enter a prespeech buffer and a
selection mechanism examines buffer items in parallel.

The interrelated concepts of buffer memory and selec­
tive attention, introduced into cognitive psychology nearly

30 years ago (e.g., Broadbent, 1958), are still central to

contemporary cognitive theory. Nevertheless, a great deal

of uncertainty remains about their characteristics. We
hope to clarify certain basic characteristics of memory

storage and selectivity through a study of irrelevant speech

input in a cross-modal color-word interference (Stroop,

1935) task. Below, questions about a prespeech buffer and
selective attention will be discussed, and then the

relevance of a cross-modal Stroop procedure will be ex­

plained.

A Prespeech Buffer Memory

The term "buffer memory" will simply refer to the

temporary products of a particular type of information

processing, available for additional processing if the ap­
propriate resources are applied before the information is

lost. This definition avoids unnecessary assumptions about

the characteristics of buffers. It is not necessary to specify
whether the buffer is a static representation or a dynamic

byproduct of processing (cf. Cowan, 1984, pp. 363-364).

A static representation is usually associated with a multi­
store model (Atkinson & Shiffrin, 1968) and a dynamic

representation with the levels-of-processing approach
(Craik & Lockhart, 1972), but, as Monsell (1984, p. 329)

pointed out, this is probably an oversimplification of the

two views. Even if a levels-of-processing view is correct,

the organization of the memory storage substrates (i.e.,
buffers) associated with particular levels of processing is

still an important question (also cf. Craik & Levy, 1976).

There are at least two points in processing where a
buffer memory is thought to exist. First, stimuli are

represented in a sensory buffer from which information
can be extracted until the sensory trace has decayed
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(Cowan, 1984, 1987; Crowder, 1982; Massaro, 1972;

Sperling, 1960). Second, recognized units reside in a

short-term-memory buffer (e.g., Miller, 1956) that can

be accessed in memory tasks or can be used within a
"working memory" system (Baddeley, 1981, 1983) to

support various problem-solving activities. Baddeley also
proposed that there is a "phonological memory buffer"

whose contents can be mentally rehearsed, forming an

"articulatory loop." This phonological buffer could be

part of the short-term-memory buffer, or it could be a

distinct mechanism (see Schweickert & Boruff, 1986;
Zhang & Simon, 1985). However, research by Cheng

(1974) at least demonstrates that there are distinct audi­

tory and articulatory buffers with different properties.

The type of buffer relevant to the present work is a

prespeech buffer that holds sets of speech items from
which utterances are selected and produced. This buffer

might be the same as the phonological buffer component

of Baddeley's "articulatory loop." The items presumably
can originate in stimulus presentations, or they can emerge

solely from the subject's thought processes. The prespeech

buffer concept is important to explain speech errors (Dell,
1986, p. 285). Speakers sometimes transpose phonologi­

cal or lexical elements, produce planned units of speech

prematurely, or produce incorrect phoneme sequences that
appear to be "blends" formed from two words (Dell,

1986; Fromkin, 1973; Motley, Camden, & Baars, 1982).

These errors presumably can occur when several similar

items are present in the buffer concurrently and an incor­

rect selection from the buffer is made.

Several general assumptions about prespeech buffer
storage appear to be warranted. First, a word or sound

cannot be uttered until it has entered the buffer. Second,

there are at least some cases in which an unwanted item
enters the buffer automatically, regardless of the subject's

wishes (e.g., in the Stroop task). Third, there is a selec­

tion mechanism following the buffer, which allows the
subject to trace the origin of each item and decide which

item is relevant to the task. Thus, a speaker may reject

some of the words that occur to him and pronounce others.

Items that are not selected leave the buffer (although it
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is not clear whether they simply decay, are replaced, or

are actively removed from the buffer). The selection

mechanism sometimes errs, and the speed of selection can

vary with the kind or amount of interfering input to the
buffer.

Several alternative sets of characteristics for the

prespeech buffer theoretically are possible, depending

upon how much the buffer can hold at one time and how
items are selected from the buffer. The following three

models of the buffer yield alternative sets of predictions
when there is both relevant and irrelevant input to the
buffer concurrently.

1. The buffer might be limited to one item at a time.

An item arriving when the buffer was occupied presum­

ably would be lost; for that item to be spoken, it would

have to be reactivated when the buffer was free. Inter­

ference effects would occur when an irrelevant item ar­
rived just before the relevant item.

2. On the other hand, the buffer might be able to hold

multiple items, but the mechanism that evaluates the items

might process words serially. There would presumably

be an ordered queue of items based on their time of ar­
rival into the buffer. Interference effects would occur

when irrelevant items preceded the target item in the

queue.

3. Finally, the buffer might be able to hold multiple

items at the same time, with the correct item selected

through a parallel search. Interference presumably would
occur because the selection process would be slowed when

multiple, similar words were present. Analogous types

of capacity-limited parallel search have been described
by Rumelhart (1970) and Fisher (1982). Later, we will

suggest that the present empirical results are most con­

sistent with this last notion of the prespeech buffer.

Selective Attention
Selective attention can be viewed as a mechanism that

permits a subset of the information present in a buffer to
be processed further. However, there is currently a de­
bate about the level of processing at which selective at­

tention occurs (e.g., after an unanalyzed sensory buffer

vs. after a buffer containing analyzed percepts). The

present work is relevant to that issue.
In the early work on selective attention, subjects were

to monitor or attend to a particular physical channel of
input, such as one ear in dichotic listening (Broadbent,

1958). The general finding was that subjects could selec­

tively attend to particular physical features of the stimuli,
but that it was much more difficult to attend to stimuli

with a particular semantic or conceptual description. Also,
subjects could recall only the basic physical characteris­

tics of the unattended material. This led to a description

of selective attention as an "early filter" that prevented
unattended stimuli from advancing in processing beyond

a sensory memory buffer. (This description does not deny
that selection among attended stimuli at later points in

processing also can occur.)

However, subsequent research suggested that un­
attended information was sometimes analyzed further. For

example, Moray (1959) found that subjects detected their

own names in the unattended ear in dichotic listening, and

Treisman (1960) found that subjects attempting to shadow
(i.e., repeat) input from one ear occasionally followed a

sentence inadvertently when it switched from the relevant

to the irrelevant channel. To account for such results,

Treisman (1960, 1964) proposed that irrelevant channels
of input are only "attenuated" rather than filtered out.

She suggested that attenuated input receives some percep­

tual analysis, and that this analysis is sufficient to recruit
attention when the input matches a lexical unit that is ac­

tivated or "primed" by its special significance to the sub­

ject or the current context (also see Johnston & Dark,
1986).

Other theorists (e.g., Deutsch & Deutsch, 1963; Nor­

man, 1968) departed further from an early filter model,

proposing that perceptual analysis is completed automati­

cally and does not depend upon selective attention at all.
According to these "late filter" theories, selective atten­

tion occurs only at the decision end of processing and in­
volves the selection of some stimuli for action, conscious

thought, or enhanced retention. The primary evidence
underlying this position is that semantic attributes of un­

attended stimuli that do not reach awareness still seem

to influence the processing of attended stimuli, in dichotic
listening (e.g., Lewis, 1970; MacKay, 1973) and in visual

masking (e.g., Balota, 1983; Marcel, 1983). Moreover,

words paired with shock and then presented without shock

in the unattended channel in dichotic listening have been
found to elicit continued physiological responding, which

also generalizes to words with similar sound or meaning

(Von Wright, Anderson, & Stenman, 1975). However,
Holender (1986) criticized all of this research in an ex­

tensive review, suggesting that there is insufficient evi­
dence that subjects remain unaware of the allegedly un­

attended information.

Additional studies support the intermediate (i.e., moder­
ate) position that unattended information receives some

perceptual analysis, but less than attended information
receives. Eich (1984) used a selective listening task in

which some of the unattended items were disambiguated
homophones (e.g., taxi-FARE). In a subsequent test ses­
sion, subjects could not discriminate items that had versus

had not been presented in the unattended channel. Never­

theless, when asked to spell the ambiguous items they
more often used the presented versions. This perceptual

analysis ofunattended items was partial rather than com­

plete, though, because spelling scores were much higher
in another condition in which subjects attended to the list
of homophones. Kahneman (1975) reported that there was

a negative correlation between the retention of informa­

tion presented simultaneously to the left and right ears
in dichotic listening when the task was an effortful one

(e.g., recall) but not when the task required little effort
(e.g., recognition). Last, Niliitiinen (1986) has identified



a component of the event-related cortical potential that

is very similar for attended and unattended stimuli in

dichotic listening and is sensitive to detailed physical (but

not necessarily semantic) properties of the stimuli. Thus,

although one can fully attend to only one channel at a time,

partial processing seems to occur in unattended channels.

These considerations about the nature of a prespeech

buffer and selective attention lead to alternative predic­

tions about performance in a cross-modal Stroop task, dis­

cussed below.

Predictions of the Cross-Modal Stroop Task
In the color-word interference or "Stroop" task

(Stroop, 1935; see Virzi & Egeth, 1985, for a summary

and theoretical account of subsequent research), a color

word is presented in an inconsistent color ink and the sub­

ject is to identify the color of the ink. It is found that

responding is slowed relative to a control (nonword)

presentation of that color. Thus, subjects cannot ignore

the irrelevant, printed information. Presumably, two color

names are available in a prespeech response buffer, but

the name arising from the printed word must be sup­

pressed for correct responding to occur. In the present

experiment, subjects received the same visual Stroop task,

but with concurrent, irrelevant auditory color words, non­

color words, nonspeech (music) stimuli, or silence.

Predictions about selective attention. The studies sug­

gesting that there is some processing of unattended in­

puts generally require that subjects distinguish between

relevant and irrelevant channels of an input modality.

However, some previous research (Broadbent, 1958;

Treisman, 1969) indicates that attending to one of two

modalities receiving stimuli is easier than attending to one

of two stimulus dimensions within a modality. Therefore,

it is conceivable that there would be no perceptual process­

ing of stimuli in an irrelevant modality, such as auditory

stimuli in the present cross-modal Stroop task. In that case,

cross-modal interference should not occur.

Alternatively, the irrelevant input may be automatically

processed enough to deposit the item in the prespeech

buffer, resulting in cross-modal interference. Consistent

with that suggestion, Salame and Baddeley (1982) found

that unattended speech impaired memory for written

words, to an extent that depended upon the phonological

similarity of the spoken and written words.

Predictions about the prespeech buffer. If there are

cross-modal Stroop effects, the detailed pattern of results

may help to distinguish between the three models of the

prespeech buffer enumerated above. The relevant empir­

ical questions are: (a) whether speech sounds unrelated

to colors also interfere with performance, and (b) whether

auditory and visual Stroop interference effects are addi­

tive (i.e., greater with interference from two modalities

than with interference from either modality alone).

The amount of interference to be expected from words

unrelated to colors would depend upon the manner in

which items are selected from the speech buffer. One way

in which there could be substantial interference from non-
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color words would be if the mechanism for selecting items

from the buffer were limited to an examination of one

item at a time. This could occur if the buffer had only

a l-item capacity (Buffer Modell), or if it had a multiple­

item capacity but processed items serially (Buffer

Model 2). In either case, the selection mechanism would

have to examine each item in the buffer individually,

which should take time regardless of the similarity of the

interfering word to color words.

In contrast, if the mechanism for selecting a response

from words in the buffer were able to process multiple

items in parallel (Buffer Model 3), little or no interfer­

ence would be expected from words that did not resem­

ble color words. Prior research suggests that the ease of

selecting the correct word depends upon the dissimilar­

ity between the words in the buffer concurrently (Klein,

1964), and it should not be difficult to select color words

while rejecting words that are very dissimilar.

The additivity of visual and auditory color-word inter­

ference may depend upon the capacity limits of the buffer.

Nonadditivity would be expected if the buffer had a l-item

capacity limit (Buffer Modell). According to this model,

interference would occur whenever an irrelevant item was

present in the buffer when the correct item arrived, be­

cause of the time and effort needed to remove the irrele­

vant item from the buffer before the correct item could

be entered. Presumably, the subject would repeatedly en­

gage in processing to enter the correct item until the buffer

was available (analogous to a caller attempting to reach

a busy phone line). However, a second interfering word

arriving when the buffer was occupied by a first interfer­

ing item would be lost, causing no additional interference.

If the buffer were able to contain more than one item

at a time (as in Buffer Models 2 and 3), one would ex­

pect the auditory and visual interference effects to be ad­

ditive. In Buffer Model 2, additive interference would oc­

curbecause it would be possible for two interfering words

to be ahead of the correct word in the queue that was

processed by the selection mechanism. That mechanism

presumably would take time to reject each of the errone­

ous words, and in addition, occasionally one of these er­

roneous words would be mistaken for a correct response.

In Buffer Model 3, on the other hand, additive interfer­

ence would occur because a parallel selection mechanism

has to choose among three color-word possibilities, which

presumably would be more time-eonsurning and suscepti­

ble to error than choosing between only two possible

responses (i.e., during simple Stroop interference).

Precedents to the Present Research

Previous studies (Green & Barber, 1981; McClain,

1983) have documented auditory analogues to the Stroop

effect in which both the relevant and irrelevant stimulus

traits were auditory, but these studies did not examine

cross-modal Stroop interference. On the other hand,

Thackray and Jones (1971) used a cross-modal procedure

comparable to the present study, except that the response

was to press a key marked with the appropriate color
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name. No cross-modal effects were obtained. Houston and

Jones (1967), using a mixture of nonspeech and speech

sounds, actually obtained a slight release from visual

Stroop effects, but separate means for specific types of
sounds were not reported.

Morton (1969) did find Stroop-like interference from

spoken digits in a task in which subjects were to count

visually presented items. There are two problems with this
evidence, however. First, the experiment was described

only briefly and means were not presented. Second, the

auditory conditions apparently were not counterbalanced.

Although the auditory control (nondigit) conditions were

presented first so that practice effects could not invali­

date the finding of auditory interference, task fatigue or

proactive interference across trials would invalidate this

finding. For these reasons, and because counting may not

operate in the same manner as color naming, the present
study of cross-modal Stroop interference was conducted.

The Present Task
On each trial, the subject attempted to name as rapidly

as possible a sequence of colors presented either in the
form of color words or as strings ofxs. During the task,

the subject heard one of five presentations over earphones:

(1) a random series of spoken color words, (2) repetitions
of the word "the," (3) repetitions of the alphabet, (4) part

ofa sonata, or (5) silence. The noncolor speech materials

were selected with the intent of avoiding uncontrolled as­

sociations to the color system. Klein (1964) has shown
that there is Stroop-like interference from visually

presented words that evoke color associations without

naming the colors (e.g., "lemon, grass, fire, sky"). Other

nouns or adjectives also would have some color associa­
tions, but these would be uncontrolled and might differ

among subjects. In contrast, the word "the" or letters

of the alphabet should have few, if any, color associations.

Considerable evidence (e.g., Baddeley, 1983; Cowan,
Braine, & Leavitt, 1985; Dell, 1986; Drewnowski, 1980;

Salame and Baddeley, 1982) suggests that auditory-verbal

input should result in phonological sequences in a

prespeech buffer regardless of the semantic or grammati­

cal nature of that input.
The purpose of including two different non-color-word

conditions was to ensure that the distinction between color

and noncolor speech materials was not a simple acoustic
or phonetic one. Repetitions of "the" are highly redun­

dant, whereas repetitions of the alphabet provide more

phonological variety. The music condition was included
in order to determine if any effects that occur for the ir­

relevant speech conditions are speech-specific.

METHOD

Subjects
The subjects were 32 college students (23 women and 9 men)

who received credit in an introductory psychology class. An addi­

tional subject was excluded because she could not distinguish all

of the colors.

Materials
On each trial, the subject read from a page on which 100 items

were printed. The page was 35.56 em long x 21.59 ern wide, with

four columns of words and lettering in lower case, about 0.7 ern

high. The items were printed in red, blue, green, black, or orange

ink. In one condition, the items were conflicting printed color words
selected from the same five colors; in another condition, the printed

items were strings of the letter x, matched in length and color of
ink to the color words. Each color (and in the Stroop condition,

each color word) appeared equally often on a page. The orders were

randomized with the constraint that the same color could appear
no more than twice in a rowand, in the Stroop condition, that no

color word conld appear more than twice in a row. Five color-word

pages and five control pages were constructed, to be used in com­

bination with different auditory conditions.
Subjects listened to auditory stimuli via a CTR-70 Realistic tape

recorder and Mura headphones (foam type). All of the speech stimuli
were produced in the same male voice. On one audiotape, the five

colors were spoken in a random order that did not correspond to
any of the printed materials. Color words were spoken at a mean

rate of 1.66 words/sec. Two other tapes contained noncolor speech
items. On one of these, the English alphabet was repeated over and

over at an even pace (e.g., without speeding up the sequence
"l-m-n-o" as is often done). One repetition of the alphabet took

7.28 sec, for a mean rate of 3.57 letters/sec. This tape was con­
structed by repeating a tape loop of one alphabetic repetition. The

other non-color-word tape contained the word the spoken at a rate
of 1.25 words/sec. A single token of the word was digitized using
a Zenith-110 microcomputer and an I/O Technology analog-to­

digital-to-analog control board; the tape was constructed by play­
ing this sound repeatedly. Finally, a fourth tape contained music,

specifically, "Sonata NO.2 for Violin and Piano" by Bartok. All

four of these tapes were adjusted to comfortable listening levels
that the authors agreed were subjectively equivalent. In a final con­

dition, the subject received only silence, but still wore the head­
phones.

Procedure
Testing was conducted in a sound-attenuated chamber, with the

subject facing one wall and the experimenter behind him or her.
The subject was instructed to ignore the sounds and the color words,

and to concentrate on the color-naming task. He or she was to name
the colors aloud as quickly as possible without making errors. Fol­
lowing a brief practice session, each subject received 10 pages of

stimuli (I page for each combination of visual and auditory condi­
tions) with a brief rest period following each page. The subject

received both trials with a particular audiotape (i.e., one trial with
printed color words and one with strings of the letter x) succes­

sively. The five audiotapes were used in an order that corresponded
to one row of a Latin square for each subject; the subjects received
the visual Stroop and control conditions in an alternating order,

beginning with color words for half of the subjects and xs for the
other half. The experimenter used a stopwatch to record the time

from the beginning of each trial (initiated by removing a cover from
the stimulus list) to the time that the subject finished responding
to the last item on the page. During the trial, the experimenter

recorded errors on a listing of the correct responses.

RESULTS

Response Times
The amounts of time it took subjects to read each 100­

word list were analyzed in a 2 X 5 analysis of variance
(ANOVA) of the response times, with visual condition

(color words or xs) and auditory condition (color words,
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the alphabet, "the," music, and silence) as within-subject
factors. The mean response times are shown in Figure 1.
There was a large main effect of the visual condition
caused by slower performance in the color-word condi­
tion than in the control condition [F(I,29) = 353.66,
p < .001, MSe = 101.40J. There was also an effect of

the auditory condition, apparently caused by slower per­
formance in the color-word condition than in the other
auditory conditions [F(4,1l6) = 9.88, p < .001, MSe

= 31.78]. However, the interaction effect did not ap­
proach significance [F(4, 116) = 0.77].

Post hoc, Tukey tests between pairs of means for the
five auditory conditions resulted in significant differences
between the color-word condition and three of the other
conditions (alphabet, p < .05; music, p < .01; and si­
lence, p < .01). None of the other comparisons between
pairs of means were significant.

Errors
Overall, the subjects pronounced an interfering word

rather than the correct color only occasionally in visual
Stroop conditions (1.67% of all items) and even more
rarely in visual control conditions (0.53 %). Despite these

low error rates, there were important differences between
auditory conditions. In an ANOVA with the same fac­
tors used in the analysis of response times, there was a
significant main effect of the visual condition [F(l,29) =
35.41, p < .001, MSe = 2.75J and of the auditory con­
dition [F(4, 116) = 4.14, P < .004, MSe = 1.64]. Un­
like the response time analysis, in the error data there was
also a significant interaction of visual and auditory con­
ditions [F(4,1l6) = 4.39,p < .003, MSe = 0.98]. Be­
cause the standard deviations for the various conditions
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Figure 2. Mean percentage of errors on each tOO-item list in each
condition of the experiment. Left panel: Original percentage scores.
Right panel: &timates obtained by detransforming means obtained
after a logarithmic transformation of the data. The graph parameter
is the auditory condition.

were roughly proportional to the means, another ANOVA
was conducted after the data were transformed accord­
ing to the equation y' = log (y+ 1), as suggested by Myers
(1972, p. 77). In this analysis, the same effects were ob­
tained as in the previous analysis (p < .001 for visual
condition, p < .007 for auditory condition, and p < .02
for the interaction).

The pattern of means responsible for these effects is
shown in Figure 2, with the original means on the left
and scores obtained by detransforrning the means from
the data transformation on the right. The results suggest
that there were more errors in the visual Stroop condi­
tion than in the visual control condition, but also that es­
pecially many errors were made when both visual and au­
ditory color word were present at the same time. These
statements were supported by Tukey tests on the means
of the transformed scores for each auditory condition, car­
ried out separately for the visual Stroop and visual con­
trol presentations. With a visual Stroop presentation, the
auditory color-word condition was found to produce sig­
nificantly more errors than each of the other conditions
(alphabet, p < .01; "the," p < .05; music, p < .05;
and silence, p < .01). However, none of these other con­
ditions differed significantly from one another. Moreover,
with a visual control presentation, none of the auditory
conditions differed significantly from one another.

DISCUSSION
50

Figure 1. Mean time to name colors on a tOO-item list in each con­
dition of the experiment. The graph parameter is the auditory con­
dition.

x

Visual Condition

Color-word
In the present study, subjects performed a visual Stroop

task that involved a spoken response and various types
of auditory presentation. Visual Stroop interference was
obtained, as one would expect, but additional effects of
the auditory presentationare of primary interest. The basic
findings were that (1) spoken color words interfered sub-
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stantially with performance, (2) there was neither inter­

ference nor facilitation from spoken non-color-words or

music, and (3) interference from spoken and written color

words was additive (i.e., performance was poorer with

both types of interference present than with either type

alone). These fmdings place constraints on the charac­

teristics of selective attention and buffer storage that will

be discussed in tum.

Selective Attention in
the Cross-Modal Stroop Task

Debates about selective attention have focused on

whether information is blocked from further processing

before or after some (or all) perceptual analysis has been

performed (Holender, 1986; Johnston & Dark, 1986;
Kahneman & Treisman, 1984). Although there is evidence

that at least some perceptual analysis of unattended input

takes place (e.g., Eich, 1984; Naatanen, 1986), we raised

the possibility that this perceptual analysis might be

blocked in situations in which subjects could attend to one

modality and ignore another. If so, cross-modal Stroop

effects should not be obtained. The presence of these ef­

fects indicates that the irrelevant, spoken color words were

processed to some degree automatically, ruling out an ex­
treme "early filter" model of selective attention. Notice

that a cross-modal Stroop effect was obtained even in the
condition in which visual xs were combined with spoken

color words. In that condition, all of the visual input was
relevant and all of the auditory input was irrelevant, but

this modality separation did not eliminate automatic per­

ceptual analysis.
On the other hand, the results do not imply that per­

ceptual processing runs to completion automatically, as

in an extreme "late filter" theory of selective attention.

There are two reasons why it would be premature to ac­

cept this late filter model. First, because the color words
are highly primed by the test context in the Stroop task,

a partial perceptual analysis of a spoken color word might

be sufficient to activate the corresponding item in long- .
term memory and deposit it in the prespeech buffer. Treis­
man (1960) and Johnston and Dark (1986) suggested that

primed items might be more easily activated than other
items. Second, there is no evidence that the perceptual

analysis of speech that is needed to cause cross-modal in­

terference must include a semantic component. It is theo­
retically possible that a phonetic representation of the ir­

relevant speech item entering the prespeech buffer is
sufficient to interfere with performance. Thus, the data

rule out an extreme early filter model but do not distin­
guish between the remaining models. However, evidence

reviewed above (e.g., Eich, 1984) suggests that a moder­

ate stance, such as Treisman's attenuation model, is more

viable than an extreme late filter model in which percep­

tual analysis is totally automatic.

The Use of a Prespeech Buffer
The data also support the notion that verbal items from

both the visual and auditory modalities enter a common

prespeech buffer from which a response must be selected.

The most straightforward explanation for multimodal

Stroop interference effects is that the presence of several
color words in the buffer increases the difficulty of select­

ing the correct response. A similar logic was used to

explain the finding (Salame & Baddeley, 1982) that un­

attended speech can interfere with memory for phono­

logically similar printed items. In that research, also,

speech appears to enter a buffer that receives input from

visual and auditory modalities. The similarity of findings

in the two types of experiment suggests that the relevant

buffer in these tasks may be the same.

The assumption that the relevant buffer in the present

task is a prespeech buffer (i.e., that it subserves a spoken

response) accounts for a discrepancy between the present

results and those of Thackray and Jones (1971). They

presented auditory color-word interference in a visual

Stroop task, but the response mode was to press computer
keys marked with written color names, and no auditory

interference was obtained. This sort of response may

bypass the prespeech buffer. A study by Neill (1977) can

be analyzed similarly. In his experiments, the distracting

color name in one trial sometimes was the relevant color
in the next trial (e.g., the word "red" in blue ink fol­

lowed by "green" in red ink). With a vocal response

(presumably based on the prespeech buffer), there was

added interference from the previous unattended item.
However, when a manual response was used (presumably

circumventing the prespeech buffer), there was a slight

facilitation rather than interference from the prior un­
attended item.

The importance ofa prespeech buffer is compatible with
a general model of the Stroop task (Virzi & Egeth, 1985)

in which the compatibility of stimuli and responses is

stressed. That model is based largely on evidence that,
when a nonverbal, color-matching response is required,

the ordinary Stroop effect is not obtained (see also

McClain, 1983). Presumably, because the original Stroop
task required translation of the relevant information from

nonverbal to verbal form, there was competition from the

written color, which did not require the same elaborate
translation. In the terminology of Virzi and Egeth, a trans­

lation stage intervenes whenever the input system analy­

zers are incompatible with the decision and response
mechanisms required by the task. In the present case, the

buffer common to both modalities must occur in the re­
sponse end of the processing system. Both auditory and

visual verbal materials are compatible with a spoken

response and do not need to go through the translation

mechanism discussed by Virzi and Egeth, whereas the
color of ink must be translated into verbal form for a

response to occur. This translation process may allow ir­

relevant items to reach the prespeech buffer before the

relevant item.

Discriminating among models of the buffer. One

aspect of the results further constraining models of a

prespeech buffer is that the effects of visual and auditory

interference were additive. Subjects' response speeds were



slower when both visual and auditory color-word inter­
ference was present than when either alone was present.
This result contradicts the description of a l-item buffer
offered above (Buffer Modell), because the occupation
of the buffer by one interfering word presumably would
result in the loss of (and lack of an effect from) the other
potentially interfering word. The additivity of visual and
auditory effects suggests, instead, that the buffer has a

multi-item capacity.
Another aspect ofIthe data that constrain models of the

buffer is that there was no interference effect from non­
color words. (The means displayed in Figure 2 suggest

a possible, although nonsignificant, effect of noncolor
words on error rates, but this potential effect was of the
same magnitude for the music condition and could be at­
tributed to a general attentionalinterference with the selec­
tion or response process.) According to either Buffer
Model lora model of the buffer in which multiple words
enter the buffer but are evaluated in sequential order
(Buffer Model 2), there should have been substantial in­
terference effects of noncolor words entering the speech
buffer.

Buffer Model 3 is more consistentwith all of the present
data. In this model, multiple items enter the buffer, and
the selection mechanism evaluates the source of these
words in a parallel fashion. Presumably, the amount of
interference caused by any word in the buffer would de­

pend upon the phonemic or semantic similarity of that
word to a color word. This could occur because words
differing greatly from color words are quickly rejected,
freeing the selection mechanism to focus on more likely
candidates. The noncolor words used in this experiment
were quite dissimilar from color words, and would not
be expected to cause substantial interference (see Klein,
1964). However, because the selection mechanism is pre­

sumed to have a limited capacity, two incorrect color
words (one of a visual origin and one of an auditory ori­
gin) would slow the selectionmechanismmore than would
a single incorrect color word. Also, with three color words
competing for selection from the buffer, an erroneous
selection would be made more often than in simple uni­
modal Stroop interference.

Buffer Model 3 also could be used to explain the dif­
ference between response times and errors in the present

results (cf. Figures 1 and 2). Auditory color-word inter­
ference alone did not cause a substantial number of er­
rors, although it did slow the subjects' responses. On the
other hand, the presence of concurrent auditory and visual
Stroop interference both caused a large increase in the
percentage of errors and slowed responses. One account
of these results assumes that each word in the buffer is
tagged according to its source of origin and focuses on
the nature of this tag and how it is used in the selection
process. The tag must contain information about both the
modality of the word and, if the modality was visual,
whether the source was the written word or the color of
ink. When only auditory interference is present, the selec-
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tion process can simply examine the tag to determine
whether the source was auditory or visual. This process
could take time without leading to errors. When only
visual interference is present, the selection process must
examine instead whether the source was originally ver­
bal or nonverbal. This process may be more susceptible
to errors, as well as being time-eonsuming. Finally, when
both auditory and visual sources of interference are
present, the subject must process both types of informa­

tion about the sources of origin, and this type of dual
search apparently is even more time-consuming and
error-prone.

A previous visual Stroop experiment (Klein, 1964) pro­
vides further support for a prespeech buffer that holds
multiple items and a selection device that examines these
items in parallel. Subjects in that experiment were to read
each color word and then name the color of the ink for
the same stimulus or, in another condition, name the color
of the ink and then read the color word. Reading the color
word first greatly facilitated color naming, whereas read­
ing the color word second impeded color naming. Accord­
ing to the present account, both potential responses would
reside in the prespeech buffer simultaneously. When the
color word is read, it is removed from the buffer, sim­
plifying the task of color-naming. In contrast, when the
subject knows that the color word is to be read after color­
naming, the selectionprocess may be slowed because both
responses are primed in the selection mechanism.

More work will be necessary before it can be deter­
mined whether the buffer described here is, in fact, iden­
tical to the phonological buffer component of Baddeley's
(1981, 1983) "articulatory loop." Klapp, Greim, and
Marshburn (1981) equated the articulatory loop with an
auditory store instead, because they had found that rele­
vant auditory input overcame the otherwise disruptive ef­
fect of irrelevant, silent articulation on immediate recall.
However, this view does not take into account Baddeley's
two-eomponentdescription of the articulatory loop, which
states that a phonologicalbuffer serves as the storage com­
ponent for a set of active encoding and rehearsal
processes. Auditory stimuli enter the phonological buffer
automatically, but visual stimuli can enter the buffer only
with the assistance of an encoding process, which is dis­
rupted by irrelevant articulation (Murray, 1968; Peter­
son & Johnson, 1971). In the experiments of Klapp et al.
(1981), the relevant auditory input would enter the phono­
logical buffer to be used in place of the blocked visual

input.
Another unresolved issue is whether the prespeech buf­

fer is limited in capacity, and if so, how. One must con­
sider possible limits in both the duration of speech that
can be stored and the number of items that can be stored
concurrently (Schweickert & Boruff, 1986; Zhang & Si­
mon, 1985). Within the Stroop task, it is now important
to determine limits in the number of concurrent or con­
secutive irrelevant items for which color-naming inter­
ference summates.
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