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Abstract
Happiness/well-being researchers who use quantitative analysis often do not give persua-
sive reasons why particular variables should be included as controls in their cross-sectional 
models. One commonly sees notions of a “standard set” of controls, or the “usual sus-
pects”, etc. These notions are not coherent and can lead to results that are significantly 
biased with respect to a genuine causal relationship.

This article presents some core principles for making more effective decisions of that 
sort.  The contribution is to introduce a framework (the “causal revolution”, e.g. Pearl and 
Mackenzie 2018) unfamiliar to many social scientists (though well established in epidemi-
ology) and to show how it can be put into practice for empirical analysis of causal ques-
tions.   In simplified form, the core principles are: control for confounding variables, and 
do not control for intervening variables or colliders.  A more comprehensive approach uses 
directed acyclic graphs (DAGs) to discern models that meet a minimum/efficient criterion 
for identification of causal effects.

The article demonstrates this mode of analysis via a stylized investigation of the effect 
of unemployment on happiness.   Most researchers would include other determinants of 
happiness as controls for this purpose.  One such determinant is income—but income is an 
intervening variable in the path from unemployment to happiness, and including it leads 
to substantial bias.  Other commonly-used variables are simply unnecessary, e.g. religios-
ity and sex.   From this perspective, identifying the effect of unemployment on happiness 
requires controlling only for age and education; a small (parsimonious) model is evidently 
preferable to a more complex one in this instance.

Keywords Happiness · Control variables · Causal relationships · Cross-sectional data

1 Introduction

This article is intended to help researchers make better decisions in building cross-sec-
tional models intended to explore the causal impact of particular factors on subjective well-
being (SWB, considered here as happiness). Currently, some researchers invoke the notion 
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of a “standard set”1 of variables affecting happiness—and they proceed to include all of 
these variables as controls in their models. In some instances, researchers include controls 
without articulating any particular reason for doing so. Happiness researchers are far from 
alone in this respect: as Pearl and Mackenzie (2018: 139) note, researchers and statisticians 
have been “immensely confused” for an extended period about what to include as controls 
(see also Gangl 2010). Much greater clarity has emerged in recent years via a “causal revo-
lution” (Pearl and Mackenzie 2018)—a perspective now well established in epidemiology 
(e.g. Arnold et al. 2020) but only slowly gaining traction in the social sciences (e.g. Glynn 
and Kashin 2017.)

The framework described here centres on the proposition that models exploring the 
causal effect of a particular variable should include (as controls) only factors that act as 
confounders with respect to that effect. For this purpose there is no standard set—and it 
might well be reasonable to omit variables even when in general they have significant 
effects on happiness. At a minimum, researchers should articulate reasons for including 
variables as controls—and the only sensible reason (in connection with identifying a causal 
relationship) is that a (potential) control is a confounder, such that omitting it would result 
in a biased estimate of the effect we are seeking to gauge.

A related goal is to help researchers avoid a specific error. Happiness researchers (in 
common with scholars working on other topics) sometimes construct models that include 
other variables that intervene in a path from the main variable to happiness (the outcome 
variable). If that path involves significant indirect effects (significant in the substan-
tive sense, not just the statistical sense), the result is likely a biased estimate of the total 
effect—which is usually the quantity researchers are seeking to investigate. In situations of 
this sort, we must omit a variable even if it has substantial effects on the dependent variable 
(e.g. Smith 1990; Gangl 2010).

A more explicit engagement with the topic of causation and causal modelling will offer 
greater clarity and help researchers avoid errors of that latter sort. Usually that topic is 
presented via complex mathematical notation and formal logic (e.g. Gangl 2010; Van-
derWeele and Shpitser 2011); even “friendly” treatments (e.g. Pearl 2009) are sometimes 
unapproachable. This article avoids the usual apparatus entirely and proceeds mainly via a 
straightforward example. Instead of elaborate mathematical notation, this article use graph-
ical causal diagrams (sometimes called directed acyclic graphs, or DAGs, e.g. Elwert 2013) 
to represent causal models and to gain clarity on the relationships among variables—in 
particular, whether a specific variable is a confounder, an intervening variable, or neither.

The arguments developed here are especially pertinent for analysis of cross-sectional 
data. When using panel data and longitudinal models, researchers are sometimes more 
attuned to the question of what variables to include, and why; change over time is a sali-
ent feature of the data, so we might find greater clarity on how to think about why changes 
occur and how to explain them properly. There are significant advantages to using panel 
data; where a genuine choice exists, it would be hard to justify using cross-sectional data 
instead. But for some questions exploring SWB, only cross-sectional data are available; this 
is certainly the case for most research involving international comparisons. The European 

1 The term “standard set” (referring to the way control variables were selected for inclusion) appears e.g. 
in the work of Hou (2014), Gonza and Burger (2017), and Devine et al. (2019). It is perhaps unfair to single 
out these authors in this context; others adopt the same approach but use different terms to describe it (I 
adopted it myself in earlier work: Bartram 2011). This mode of analysis is far from uncommon.
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Social Survey and the World Values Survey are important resources for some happiness 
researchers—and it is therefore important to use them correctly.

The focus here is on single-stage regression models (as against two-stage techniques 
e.g. instrumental variables or treatment effects models). Many researchers believe that 
models of that sort cannot tell us anything about causality; one commonly sees disclaimers 
about causal interpretations. Under certain conditions, this view is unnecessarily cautious; 
depending on the assumptions we are willing to make, a regression model that controls 
only for confounders might provide a reasonable foundation for discerning a causal effect. 
Use of more sophisticated techniques is laudable, and quantitative researchers should of 
course aspire to improve their abilities. But we can anticipate that many researchers will 
continue to use single-stage models, and so it is worthwhile trying to improve practice in 
this regard as well. When researchers do not consider the relationships among the various 
independent variables in their analysis, the results likely tell us little about causal effects 
(so, their disclaimers are to be taken quite seriously). The approach described here will 
help researchers construct cross-sectional analyses offering results that need not be sum-
marily dismissed.

The article works with a stylized exploration of the impact of unemployment on happi-
ness. It does not offer new substantive insights into that relationship. We therefore forego 
the usual literature review – the contribution on offer does not pertain to unemployment 
and happiness per se but rather to the task of model building intended to gauge causal 
effects. So, we proceed in the next section with a consideration of how researchers frame 
their core research goals and what sort of analytical approach is entailed by those goals.

2  Causal Explanation: Ambitions and Methods

Happiness researchers commonly want to know what “determines” or “affects” SWB. 
Those words and others similar to them put us squarely in the realm of seeking causal 
explanations. That point is uncomfortable for some (especially some sociologists), but 
there is no satisfactory or desirable way around it. On this question social researchers face a 
choice: either the patterns apparent in social life are the result of an astonishing set of coin-
cidences – or there are causal relationships that produce them (even if we do not yet fully 
understand those relationships). Some researchers try to avoid the point by using different 
terms: perhaps some factors merely “shape” a situation. But that word is nothing more than 
a euphemism and the core point remains.2 Intuitively, our interest in causal relations is 
evident in the way we answer a question starting with “why”?: in everyday (English) lan-
guage, we typically begin our answer with “because".

A causal relationship is usefully defined with reference to the notion of “counterfactual 
dependence”: we can discern a causal effect of X on Y if we are confident that if X had 
been different Y would have been different as well (Freese and Kevern 2014). Researchers 
sometimes express their findings via the term association. That term is much more general, 
to such an extent that it often hides more than it reveals. An “association” is best consid-
ered a merely mathematical entity with limited potential for giving us insight about the 
social world. Finding an association between unemployment and happiness is not a good 

2 I am grateful to my colleague Patrick White for insightful crystallization of these observations.
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stopping-point for research: we surely want to know, what kind of association? Does unem-
ployment lead to happiness? Or vice-versa? (Or both?).

We may then consider: what sort of analysis (quantitative or otherwise) can count as 
evidence in support of a claim about a causal relationship? There is an enormous litera-
ture addressing that question (e.g. Lieberson 1985; Morgan and Winship 2007; Pearl and 
Mackenzie 2018), and for the most part I will not engage it here; instead the main goal is 
to consider a specific point that arises when we have decided to use quantitative analysis 
of observational data for this purpose (again that point, developed below, is: control only 
for confounders). In that circumstance, there are as noted good reasons to use longitudinal 
analysis of panel data, where it exists—but despite its advantages it offers no guarantees 
of estimates free from bias; even fixed-effects models can lead to biased estimates under 
certain conditions (Dieleman and Templin 2014; Bell et al. 2019). The question considered 
here is: what are the possibilities for using cross-sectional data for this purpose? Again, 
that question is important given the widespread use of such data in the field of happiness 
studies.

2.1  Using Cross‑Sectional Data

Most researchers are aware of the potential pitfalls of using cross-sectional analysis to 
explore causal claims. In that context, we commonly see disclaimers about the direction 
of causality; unemployment might lead to lower happiness, but less-happy people might 
find it more difficult to get a job. Sometimes we see another, more sweeping disclaimer: 
the findings (e.g. from a regression model) are merely “correlations”, with no assertion 
intended regarding causation. But statements of that sort simply evade the issue and under-
mine the value of one’s work. In many instances, the motivation to investigate an associa-
tion e.g. between unemployment and happiness is the possibility that one actually causes 
the other. There is again an intuition underpinning that assertion: researchers who offer 
disclaimers sometimes struggle to adhere strictly to those disclaimers in the rest of what 
they write, elsewhere using terms that strongly imply causality (as above: affects, deter-
mines, leads to, etc.). This tendency betrays the nature of their true interest. Our analyses 
should be constructed with a clear sense of the real purpose we have in mind for it. Some-
times one’s goal is properly described as description (see Berk 2010), in which case the 
core arguments in this article might not apply. But in many such instances description is a 
prelude to explanation: we want to know, to the extent possible given the limitations of the 
data, how to explain the patterns apparent in our descriptions.

To gain insight into how this goal might be achieved, we can take as a starting point the 
bivariate relationship. Simplifying from a general observation by Pearl (2009): as an initial 
approximation, the effect of being unemployed is given by the difference in average hap-
piness across those who are unemployed and those who are not. The (average) happiness 
of those who are employed stands as a naive counterfactual for the happiness of those who 
are unemployed; it indicates what the happiness of the unemployed might have been if they 
weren’t unemployed (cf. Morgan and Winship 2007). The difference is then a first step in 
determining what the impact of becoming unemployed is—i.e., the (unobservable) change 
in one’s happiness following from the (unobserved) change in one’s employment status.

Drawing an initial connection between the two quantities is reasonable as a first step 
(even if we will then move quickly beyond it). If unemployed people are on average less 
happy than employed people, it would be unwise and unnecessary to conclude that this 
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raw difference has no value in learning about the impact of becoming unemployed. The 
raw difference is instead an insufficient basis for drawing firm conclusions—but we should 
be clear on why it is insufficient and what next steps are required. In particular, we should 
consider threats to causal inference associated with a particular approach to analysis (e.g. 
a simple/raw difference), and what sort of further analysis can be used to mitigate those 
threats.

The idea of threats is usefully specified as bias: a raw difference in happiness between 
the unemployed and the employed might suggest an effect of unemployment that is dif-
ferent in magnitude from the “true” effect—perhaps to such an extent that in reality there 
is no effect at all. The topic of bias is complex, with numerous typologies (e.g. Shahar 
and Shahar 2013). We focus here on “confounding bias”, because this is the type most 
researchers intend to mitigate via use of regression models containing control variables. 
Confounding bias starts with the possibility that the observed correlation might be arti-
ficial, in the sense that there is some other variable (or set of variables) that determines 
unemployment as well as happiness; bias results from not taking account of that third fac-
tor. An example sometimes used for teaching starts with the observed correlation between 
height and math ability (taller people are in fact better at math): the association is readily 
understood as not indicative of a causal relationship, once we understand how age deter-
mines both (i.e., among children).

Regression models are used to try to ensure that any causal inference is reasonably 
robust to the possibility that the observed association is biased or even entirely spurious 
(with reference to a true causal effect). We adjust the raw differences via introduction of 
control variables, to reduce the likelihood of bias: controlling for age (comparing children 
at the same ages), we see that there is no causal relationship between height and math abil-
ity. Researchers who use regression models should have clarity about their purpose in these 
terms – as against proceeding from bivariate analysis to regression models only because a 
bivariate analysis would seem too simple to be credible, or proceeding to regression mod-
els by default, with no clear sense of why. So, again, the point of constructing a regression 
model including control variables is to mitigate against bias (confounding bias, in particu-
lar) and thus to arrive at a finding that is unbiased (or, more modestly, a less biased indica-
tion of a causal relationship than a bivariate/raw association would be).

2.2  Model Specification and Control Variables

Quantitative researchers understand these points in general terms. But a key difficulty 
sometimes arises in the application to particular analyses. It is evident that some research-
ers working on subjective well-being do not have a clear sense of how to effectively answer 
a key question: if regression models containing control variables are to be used for the pur-
pose of mitigating bias, which control variables should be included?

That assertion is evident in the way some happiness researchers write their methods sec-
tions. All too often, we see a set of control variables identified as standard determinants of 
happiness. The list typically includes most or all of the following items: age, sex, partner 
status, education, employment status, income, religiosity, social connections, and perhaps 
a set of personality variables e.g. the “big five”. Whatever one’s research question (i.e., no 
matter what the main independent variable is), these are then used (almost by default) as 
the control variables. A regression model then gives a coefficient for the main independent 
variable that is interpreted as a “net effect” of that main variable—and this “net effect” is 
understood to be a genuine causal effect (in contrast to what appears in a bivariate model).
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This way of seeing things implies that control variables work in just one way. This is a 
misunderstanding. Adding a control will have different implications for the result we see 
for the main independent variable, depending on the relationship between the control and 
that variable. The key question is: is the control a determinant of the main independent 
variable? Or, is the control determined by the main independent variable? Fig. 1 represents 
the relevant patterns; here, Y is the dependent variable, X is the main independent variable, 
and W is a potential control.

In 1.a, the control W functions properly to mitigate bias. The reason age makes sense as 
a control variable for discerning the (zero) effect of height on math ability is that age is a 
proper confounder: it is a determinant not only of the dependent variable (math ability) but 
also of the main independent variable (height). Age must be included here, to avoid bias.

In 1.b, we see a very different pattern, where the control intervenes in the relationship 
between the main independent variable and the dependent variable. An example would 
involve controlling for income to estimate the effect of unemployment on happiness: here, 
unemployment results in decreased income, which in turn results in decreased happiness. 
(The pattern would also suggest a direct effect of unemployment on happiness, separate 
from its indirect impact via income.) On this basis, it is incorrect to include income as a 
control variable; inclusion of an intervening variable will induce bias, not mitigate it. (This 
point is explored in more detail below). In 1.c, W is a cause of Y but there is no relation-
ship between W and X. In this instance, inclusion of W as a control will not lead to biased 
estimates of the effect of X on Y—but as it is not a confounder with respect to that relation-
ship it is unnecessary to include it (i.e., one’s estimate of the impact of X on Y will not be 
biased via omission of W).

The key point missed by some quantitatively-oriented happiness researchers is that a 
set of control variables selected to reduce/mitigate bias must include only those variables 
that are understood to be antecedents of the main independent variable whose impact on 
happiness we are seeking to evaluate (Elwert & Winship 2014; Berk 1983). A variable 
that intervenes between the independent variable and happiness (or indeed any dependent 
variable) must not be included when estimating the overall impact of the main independent 
variable (e.g. Smith 1990; Gangl 2010; Wooldridge 2005). An intervening variable might 
be included at a later stage, when we try to gain clarity (e.g. with mediation analysis) on 
the mechanism(s) for a causal impact—but the impact itself must be determined via mod-
els that exclude intervening variables.

A more conventional treatment of these matters uses mathematical notation giving a 
formula corresponding to the regression model we implement in a statistical package. In 
Eq. (1), where  X1 is the main independent variable of interest, the other Xs  (X2,  X3, etc.) 
are control variables and ε is the error term (capturing residual variance in the outcome Y, 
i.e., variance not explained by the variables included in the model). A key assumption is 

Fig. 1  Simple Causal Diagrams. Note: in these DAGs, Y is the dependent variable, and the goal is to iden-
tify the effect of X on Y. W is a potential control variable with respect to that purpose
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that the error term is uncorrelated with the independent variables in the model. In practice, 
that assumption amounts to a condition that must hold for unbiased estimation and effec-
tive interpretation: one must not have omitted determinants of the outcome that are corre-
lated with variables in the model.

This conventional notation is however insufficient and potentially misleading in an 
important way: it identifies control variables under the label of X without inquiring about 
the nature of the relationships between those Xs (the controls) and X1, the main independ-
ent variable of interest. By considering all independent variables as so many Xs, it implies 
an equivalence in their status that is unlikely to hold in many situations. Introducing two 
controls (say, X2 and X3) can have quite distinct consequences for the interpretation of b1 
(the coefficient for X1) if X2 is a confounder and X3 is an intervening variable.

For some quantitative researchers, a distinction between confounders and intervening 
variables will be deemed insufficient for research intended to evaluate causal relationships. 
With observational data, the criterion accepted by some as sufficient for causal identifica-
tion is more stringent, labelled with terms such as “conditional independence” or “strict 
ignorability” (Gangl 2010). As noted, it is possible to offer more complex analyses (e.g. 
matching and instrumental variables models) that attempt to satisfy that criterion more 
robustly. Empirical contributions that succeed in this respect are of course valuable. The 
position offered here is both less ambitious and more achievable, with a focus on helping 
researchers avoid an important error that significantly impairs their engagement with more 
basic forms of cross-sectional analysis: when selecting control variables we must make a 
distinction between confounders and intervening variables.

3  Demonstration

Adoption of the guidelines above would lead to an improvement (perhaps even a substan-
tial one) in research investigating the effect of factors conceived as potential determinants 
of happiness. To reiterate, confounding variables must be included as controls in regres-
sion models; not including them will lead to biased estimates of causal effects (sometimes 
called omitted variable bias). Inclusion of intervening variables, in contrast, will introduce/
exacerbate bias (sometimes called “overcontrol bias”, e.g. Rohrer 2018, or “included vari-
able bias”, York 2018). Variables that do not intervene but are also not confounders are 
unnecessary as controls. The analysis in this section illustrates these points via a stylized 
cross-sectional investigation of the relationship between unemployment and happiness. 
Again, the goal is not to add anything new to our understanding of that relationship (good 
research on the topic uses superior techniques applied to panel data e.g. the GSOEP). 
Instead the objective is to show the consequences of incorrect model-building particularly 
when using cross-sectional data—the sort of consequences that would emerge in research 
on other topics as well.

For this purpose I offer an analysis of data drawn from the British sample of the 
European Social Survey (ESS). Focusing only on a single country, we can avoid irrel-
evant complications that arise when multiple countries are included. I use the ESS’s 
education variable—and a consistent format for the main education variable is available 
only as of Round 5. The data are therefore drawn from Rounds 5 through 8 (pertaining 
to the years 2010, 2012, 2014, and 2016; see Jowell 2007).

(1)Y = a + b
1
X
1
+ b

2
X
2
+ b

3
X
3
+⋯ + b

k
X
k
+ �



732 D. Bartram 

1 3

Happiness is measured via a question asking “Taking all things together, how 
happy would you say you are?”, with answers drawn from an 11-point scale (zero for 
“extremely unhappy” to ten for “extremely happy”). Basic demographic variables 
include sex and age; an age-squared term is used as well. Additional variables include 
partnership status (constructed as binary: whether living with a partner or not), religios-
ity (“how religious would you say you are”, using an 11-point scale similar to the happi-
ness variable), and education (the standard EISCED categories). An income variable is 
constructed via nationally-derived deciles; UK respondents select from ten ranges given 
in British pounds.

Unemployment status is drawn from the “main activity” variable in the ESS. Respond-
ents are “unemployed” in the analysis below whether they indicate they are actively look-
ing for a job or not. The analysis compares unemployed people to those in paid employ-
ment (including self-employed). To simplify the presentation, I omit people who are not in 
the labour force (students, retired people, people working in the home, etc.).

The analysis consists of ordinary least-squares (OLS) regression models. (So, the math-
ematical expression of these models corresponds to Eq. 1 as given above.) As per Ferrer-
i-Carbonell and Frijters (2004), ordered probit models would lead to the same substantive 
conclusions; a discussion of effect sizes is essential for our purposes, and OLS models 
are easier to interpret in that respect. The total sample size across all four rounds is 4045 
(after deleting observations where there are missing values, so that the same sample is ana-
lysed across all models). All regression analyses use sampling (design) weights and include 
dummy variables for survey round.

The analysis begins with a regression model (1) in Table  1 that includes only (un)
employment status and survey round; here unemployed people are less happy than those 
who are employed, by an average of 0.68 points on the 11-point scale.

If we were prepared to believe that the employed are a reasonable counterfactual (giving 
us a basis for knowing how happy the unemployed would be if they were not unemployed), 
we could conclude via Model 1 that unemployment leads to a decrease in happiness of 0.68 
points (on the scale from 0 to 10). That is, if unemployed people were employed, the basic 
regression model suggests that they would on average report happiness at the average level 
of those respondents who are in fact employed. That counterfactual idea underpins a con-
clusion about the happiness impact of becoming unemployed – here, suggested as a decline 
of 0.68 points. But there is an obvious need to consider control variables before jumping to 
that conclusion; people who are unemployed might be different in other respects, and those 
other variables could contribute to varying happiness outcomes. If we failed to include 
those other variables, the bivariate analysis might lead to results tainted by confounding 
bias (which could run in either direction).

What variables should be included as controls? A safe choice is to include age and sex 
(Bartram 2021). There is no ambiguity about causal direction for those variables: if there 
are any causal relationships here, they would run from age and sex to unemployment and 
happiness. (Any causal effect could not go in the other direction: being unemployed can-
not determine one’s sex, nor how old one is, see Glenn 2009.) A similar point can be made 
about education: most people complete their education prior to significant job market expe-
rience. If education affects the likelihood of unemployment and also affects happiness, 
education is a confounder and so it must be included as a control variable for estimating the 
effect of unemployment on happiness. We might consider a caution in this regard: if many 
people who become unemployed respond by re-engaging in education, the case for includ-
ing education as a control variable would be undermined.



733Cross-Sectional Model-Building for Research on Subjective…

1 3

Ta
bl

e 
1 

 E
xp

lo
rin

g 
th

e 
im

pa
ct

 o
f u

ne
m

pl
oy

m
en

t o
n 

ha
pp

in
es

s (
O

LS
 re

gr
es

si
on

 m
od

el
s)

A
ll 

m
od

el
s i

nc
lu

de
 d

um
m

y 
va

ria
bl

es
 fo

r s
ur

ve
y 

ro
un

d 
(5

 th
ro

ug
h 

8,
 w

ith
 5

 a
s t

he
 re

fe
re

nc
e 

ca
te

go
ry

) a
nd

 sa
m

pl
e 

(d
es

ig
n)

 w
ei

gh
ts

M
od

el
 1

M
od

el
 2

M
od

el
 3

M
od

el
 4

M
od

el
 5

M
od

el
 6

b
p

b
p

b
p

b
p

b
p

b
p

U
ne

m
pl

oy
ed

 −
 0.

68
0.

00
0

 −
 0.

66
0.

00
0

 −
 0.

66
0.

00
0

 −
 0.

37
0.

00
0

 −
 0.

66
0.

00
0

 −
 0.

52
0.

00
0

A
ge

 −
 0.

06
0.

00
0

 −
 0.

06
0.

00
0

 −
 0.

06
0.

00
0

 −
 0.

06
0.

00
0

 −
 0.

09
0.

00
0

A
ge

-s
qu

ar
ed

0.
00

0.
00

0
0.

00
0.

00
0

0.
00

0.
00

0
0.

00
0.

00
0

0.
00

0.
00

0
Se

x 
(fe

m
al

e)
0.

09
0.

10
9

Ed
uc

at
io

n 
(r

ef
: p

rim
ar

y)
:

 L
ow

er
 se

co
nd

ar
y

 −
 0.

08
0.

48
6

 −
 0.

07
0.

54
3

 −
 0.

21
0.

07
3

 −
 0.

05
0.

67
3

 −
 0.

11
0.

34
5

 U
pp

er
 se

co
nd

ar
y 

(lo
w

er
)

0.
05

0.
68

6
0.

05
0.

69
0

 −
 0.

06
0.

60
9

0.
08

0.
52

3
 −

 0.
00

0.
99

5
 U

pp
er

 se
co

nd
ar

y 
(u

pp
er

)
0.

04
0.

75
4

0.
04

0.
70

8
 −

 0.
13

0.
23

5
0.

07
0.

53
6

 −
 0.

02
0.

88
8

 A
dv

an
ce

d 
vo

ca
tio

na
l

0.
04

0.
68

5
0.

05
0.

63
6

 −
 0.

19
0.

09
2

0.
07

0.
50

9
0.

02
0.

82
1

 L
ow

er
 te

rti
ar

y
0.

33
0.

00
3

0.
34

0.
00

3
0.

03
0.

76
4

0.
34

0.
00

3
0.

28
0.

01
2

 H
ig

he
r t

er
tia

ry
0.

31
0.

00
8

0.
32

0.
00

6
 −

 0.
04

0.
74

9
0.

30
0.

00
9

0.
28

0.
01

4
 O

th
er

0.
22

0.
37

2
0.

21
0.

38
5

0.
05

0.
82

7
0.

24
0.

31
1

0.
18

0.
44

1
In

co
m

e
0.

11
0.

00
0

Re
lig

io
si

ty
0.

04
0.

00
0

Pa
rtn

er
0.

75
0.

00
0

C
on

st
an

t
7.

53
0.

00
0

8.
39

0.
00

0
8.

50
0.

00
0

8.
17

0.
00

0
8.

41
0.

00
0

8.
82

0.
00

0
N

40
45

40
45

40
45

40
45

40
45

40
45

R2
0.

01
3

0.
02

1
0.

02
1

0.
04

4
0.

02
6

0.
05

7



734 D. Bartram 

1 3

A model (2) that adds sex, age (and age-squared), and education gives a smaller coeffi-
cient for the effect of unemployment:  −0.66, as against  −0.68. There is no reason to think 
this model is defective in comparison to Model 1. The estimate might be biased via omis-
sion of other potentially confounding variables, but it is not biased via incorrect inclusion 
of sex, age, and education. However, it appears to be unnecessary to include sex: results 
for the unemployment variable do not change at all when it is excluded (Model 3), and so 
it is not a relevant confounder with respect to the impact of unemployment on happiness. 
Including it is not an error (particularly because it is not an intervening variable), but it is 
not necessary. Subsequent models therefore exclude it.

Model 4, which adds income, is another story entirely. Here, the coefficient for unem-
ployment has been cut almost in half, down to  −0.37. A model of this sort is sometimes 
interpreted as follows: unemployment has a direct impact on unhappiness even when we 
account for the indirect impact running through income. Unemployment reduces income, 
which reduces happiness—but there is a direct impact of unemployment as well. State-
ments of that sort are correct (as far as they go). However, what is incorrect is to state that 
“the impact” of unemployment on happiness is a reduction of 0.37 points. The impact of 
unemployment on happiness includes the consequent loss of income, which reduces hap-
piness. If we control for income, we omit that indirect impact from our estimate. Consid-
ered from another angle: if we compare the unemployed to the employed while controlling 
income (i.e., the comparison is done across people who have the same level of income), we 
imply that unemployment does not change one’s income – an implication that is obviously 
incorrect.3

One might expect that few researchers who investigate the relationship between unem-
ployment and happiness are likely to construct their analyses in that way—but see e.g. 
Böckerman and Ilmakunnas (2006); van der Meer (2014) and Chen and Hou (2019). In any 
event, practices of that type abound in published (and submitted) research on happiness, 
exploring other topics. The practice gives substance to the idea (introduced above) that it 
is sometimes incorrect to say that a coefficient gives an effect that is net of the impact of 
“other” variables. In this instance, the coefficient of 0.37 for unemployment is not only net 
of the impact of the other variables in the model (age, education, and income)—it is also 
net of part of the impact of unemployment itself, i.e. the portion of unemployment’s impact 
that runs indirectly to happiness via income.

Controlling for income, then, is a clear error (unless great/uncharacteristic care is taken 
with interpretation, pointing to a direct effect). What about “other determinants” of happi-
ness? Religiosity is usually significant, statistically and substantively (e.g. Eichhorn 2012). 
Should it be included in a model designed to evaluate the consequences of unemployment 
for happiness? Consider results from Model 5 (note that this model excludes income): the 
coefficient for unemployment is now  −0.66, identical to the value in Model 3. Religios-
ity is significantly associated with happiness—but it is apparently irrelevant to the ques-
tion of whether unemployment affects happiness. As with sex, including religiosity is not 
obviously incorrect, because it is not apparent that becoming unemployed leads people to 
become more religious (i.e., it does not appear to be an intervening variable in this con-
text). But by the same token it does not seem that being more religious leads to a greater (or 

3 In a more structural approach, researchers might consider the role played by unemployment insurance 
(UI). If the availability (and cost) of UI influences employers’ decisions about employment and redundancy 
(while also affecting the happiness of those who become unemployed), then UI is a potential confounder. 
This sort of thinking could be important especially for research involving multiple countries.
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lower) likelihood of becoming unemployed (so, it is not a confounder). Inclusion of religi-
osity in this analysis, while not incorrect, is unnecessary (equivalent to Fig. 1.c above). As 
Lieberson (1985) notes, it is safest to include control variables when it emerges that it is 
unnecessary to do so; when including controls makes a difference, we then have further 
work to do, to determine why they make a difference. In that connection, we should draw 
on a theory of some sort to guide decisions on controls: should we expect that religiosity is 
a confounder, because we have reason to believe that it is a determinant of unemployment? 
In other words, we need to consider not only the “other determinants” of the outcome (hap-
piness) but the determinants of the independent variable whose impact we want to identify.

What about the partner variable? This variable as well is part of many researchers’ 
“standard set” of controls. Model 6 suggests that including it alters the estimation of unem-
ployment’s impact on happiness: the coefficient is now lower, at –0.52. Should this estimate 
be preferred over the model giving a coefficient of –0.66? The reduction is not trivial: it 
amounts to more than 21 per cent relative to the coefficient in Model 2.4 As before, answer-
ing the question depends on our understanding (ideally, rooted in previous research) about 
the nature of the association between partnership and unemployment. If people living with 
partners are more (or less) likely to become unemployed (concisely: partner → unemploy-
ment), then the partner variable should be included as a confounder. The decision to sack 
someone is made by a manager; for partner → unemployment to hold, it might be the case 
that managers target people with (or without) partners disproportionately in determining 
whom to sack (or indeed whom to hire). But I am unaware of research indicating that this 
angle is a feature of redundancy decisions in countries like the UK in the present period.

Consider the opposite proposition: unemployment sometimes leads to relationship 
breakdown (concisely: unemployment → [loss of] partner). If this is our understanding of 
the relationship between unemployment and partner, then the partner variable should not 
be included: the partner variable would intervene in the path from unemployment to hap-
piness, and controlling for it would obscure part of the impact of unemployment on happi-
ness (just as in the income example above). The choice between these scenarios should be 
grounded in theory (e.g. existing research on that specific topic). Existing research offers 
ample support for the latter proposition (e.g. Hansen 2005; Sander 1992). I will therefore 
treat it as an intervening variable.

There is of course a real possibility that the situation is not as clear-cut as that: perhaps 
the relationship between unemployment and partnership runs in both directions. In situa-
tions of that sort, we might decide that conventional cross-sectional models are not a suit-
able method. We might also present readers with both results – the coefficient (for the main 
variable of interest) with the control included, vs. the coefficient with the control excluded. 
If the difference between them is large (ideally, specified in reference to a standard of some 
sort), readers might have an appropriate sense of imprecision in the research findings. If the 
difference is small, then there is little at stake in the choice. We might also consider that 
more complicated patterns could succeed better in describing/capturing the social reality: 
there might be important relationships among the controls (not just between each control 
and the main independent variable) that have implications for estimation of the main coef-
ficient. Exploration of that possibility (if we have the necessary data) could be a path to 
better results, as research progresses on a particular topic.

4 It should matter to us whether our findings are likely to be wrong by as much as 21 per cent.
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We now see as well that the impact of control variables is apparent only via comparison 
of results across different models. What matters (at least from an empirical angle) is what 
happens to the result for the main variable of interest when controls are added. The relevant 
information lies in the changes for that variable (not in the coefficients for the control vari-
ables). Presenting a single model that already includes controls would fail to reveal what 
impact the controls had in mitigating confounding bias.

Any notion of a standard set of control variables for happiness disintegrates in light of 
these points. The decision of which variables to include as controls will necessarily change 
depending on the specific research question we pose; there is no standard set. Some vari-
ables are likely safe in any situation; other variables cannot determine age and sex, and 
so age and sex cannot be intervening variables.5 But in situations where inclusion of sex 
makes little/no difference to the other variables in the model, there is no strong case for 
including it; likewise with religiosity in regard to the impact of unemployment.

To make decisions regarding control variables, researchers need to abandon the idea 
of a standard set and ask: what are the relationships among these variables? In particu-
lar, which ones are likely to be confounders? To answer that question, we can draw on 
research about the main independent variable. A typical research article contains a review 
of existing research about the dependent variable. What is also needed is a clear sense of 
the research about the independent variable. Drawing on these literatures, we will be in a 
position to answer the following question: among the determinants of the dependent vari-
able (here, happiness), are there any variables that are also determinants of the independent 
variable (here, unemployment)? Those are the variables that must be included as controls. 
Again, the needed controls will differ depending on what is being explored.

It appears from this (admittedly stylised) analysis that the impact of unemployment on hap-
piness can be estimated effectively via a regression model that uses age and education as the 
only relevant confounders (Model 3). Income and (probably) partner are intervening variables. 
Sex and religiosity are not intervening – but by the same token they are not obviously con-
founders; including them does not change the picture regarding unemployment and happiness. 
These points are summarised in Fig. 2, which represents the assertion that only age and edu-
cation (among the variables considered here) need to be controlled as confounders – because 

Fig. 2  A causal model for assess-
ing the relationship between 
unemployment and happiness

5 For sex (and also gender), that assertion might be undermined if trans-sexuality (and transgender) become 
more widespread as social phenomena. For the moment, of course, these possibilities are not even reflected 
on most major surveys.
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among the other determinants of happiness only age and education also help determine unem-
ployment (as evident in the direction of the relevant arrows).

We might wonder whether there are other potential confounders that are not used in 
Table 1; if so, the result given in Model 3 could be biased, via omitted variables. But in prin-
ciple we should not be troubled by the fact that Model 3 is a “small” model (by virtue of 
containing very few control variables). As Pearl and Mackenzie note (2018, especially p. 139), 
lack of clarity on what controls to include has led to a tendency to include as much as one can 
measure—an approach he describes as “wasteful and ridden with errors.” (The key error is 
incorrect inclusion of intervening variables.) In any event, we should not assume that a model 
with few controls is likely on that basis alone to be incorrectly specified.

That proposition might seem to run against the perception that the social world is complex. 
It is true that the social world is complex (and, to some extent any model is an abstraction, a 
useful simplification of reality). But it does not follow that the way to address the complex-
ity is always to add more variables to our models. Whether a variable is needed as a control 
depends on its relationship to the main independent variable. If we add an intervening variable 
as a control, the result is exacerbation of bias. Attempts to represent complexity in a regression 
model must be moderated by an understanding of how control variables work.

In more general terms, Fig. 2 is decidedly incomplete: it would be possible to include addi-
tional arrows, e.g. age → religiosity, or education → income. We could also add more varia-
bles, e.g. having children, which would also involve addition of arrows. It is not evident that 
adding complexity to the figure along these lines would lead to a different set of control vari-
ables for estimating unemployment → happiness (the examples given in this paragraph do not 
have that implication). Even so, development of a more general model of happiness – where 
relationships among the various independent variables are represented—would be a valuable 
research task. It should be possible to gain consensus on the control variables needed for par-
ticular research questions, and a general model could be a useful mechanism for achieving that 
goal. (That more ambitious task is left for future research.)

A significant caveat is required here. I have specified the causal model in Fig. 2 in part by 
exploring empirical results derived via analysis of data. In a more rigorous approach (e.g. Pearl 
and Mackenzie 2018), a model would be specified before analysis; the model itself would tell 
us what sort of analysis is required (i.e., what variables must—and must not—be controlled). 
A more rigorous approach along these lines is of course preferable. But it might pose practical 
dilemmas for researchers, at least at present. The assumptions we make in specifying causal 
models are meant to be derived from theory, i.e., existing research. But a key contention of 
the methodological literature forming the “causal revolution” is that a good portion of existing 
empirical research is potentially wrong at least to some extent, as a consequence of incorrect 
specification of causal models (with the consequence of mistaken decisions on control varia-
bles). In these circumstances, a more flexible and iterative approach (along the lines presented 
above) is advisable, at least while researchers absorb this newer perspective.

4  Towards a More Comprehensive/Systematic Approach

If researchers controlled only for confounders (and refrained from controlling for interven-
ing variables), we would have reason to expect a substantial improvement in the quality of 
quantitative analysis and the findings it produces. It is however possible in principle to go 
further, via use of Pearl’s “back-door criterion” for model specification (e.g. 1995, 2018).
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The back-door criterion for causal identification is best appreciated via the sort of dia-
gram (DAG) presented in Fig.  3. The usual form involves a Y (the outcome/dependent 
variable), an X (the main independent variable whose effect on Y we seek to identify), 
and other variables that might be causally related to X and/or Y. These graphs embody the 
assumptions we make to inform our analysis.

So, in Fig. 3 (slightly adapted from Pearl 1995), the DAG asserts that A determines B 
and C—but A does not determine D, E, F, etc. A determines X, but only through B, not 
directly. Moreover, B does not determine A; the arrow runs in only one direction. More 
broadly, the idea that a graph is “acyclic” means that when following the directed arrows 
we can pass through a variable only once. If a causal model relevant to our research ques-
tion cannot be persuasively constructed in line with these criteria, we are not in a position 
to do causal analysis (no matter how good the data are in other respects). A key point is 
that omitting an arrow is a strong assumption that two variables are not causally related; 
omission requires justification no less than inclusion.

A causal effect of X on Y can be identified if we start with a correctly specified causal 
model and then block all the “back-door paths” from X to Y. A back-door path starts with 
an arrow into X and is traced across other variables until we reach Y. In Fig. 3, an example 
of a back-door path is: X—B—A—C—D—E—Y. Another example is: X—C—D—E—Y.

The back-door criterion works in part because back-door paths are where confounders 
are located. C is a confounder for the impact of X on Y, because there are arrows point-
ing from C to both X and Y (i.e., C is a determinant of both – as in the age/height/maths 
example). The arrows that run into X (forming back-door paths) help us to perceive what 
variables would act as confounders in this context.

Knowing how to find solutions (meeting the back-door criterion) for DAGs of this sort 
requires understanding an additional pattern (beyond confounders and intervening vari-
ables): colliders. A variable is a collider with respect to two other variables if arrows from 
those variables both point into it; in Fig. 3, C is a collider, with respect to A and D. For 
other patterns, we block a path by controlling for a variable on that path. Controlling for a 
collider, however, unblocks the path where that variable is a collider; the path is blocked 
as long as the collider is not controlled. (So, controlling for a collider typically introduces 
bias—see Elwert and Winship 2014.)

Fig. 3  A prototypical causal 
diagram. Note: in this figure Y 
is the dependent variable, and 
the goal is to identify the effect 
of X on Y. The other variables 
are candidates as controls with 
respect to that purpose
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In Fig. 3, we must control C, to block the back-door path X—C—Y (again, C is a con-
founder here). But because C is a collider on the path X—B—A—C—D—E—Y, control-
ling it also unblocks that path. We could block that path by controlling for either B or E. A 
“sufficient set” for identifying the impact of X and Y, then, is either (B, C) or (C, E). There 
are several important implications. We do not need to control for B, C, and E; once C is 
included, either B or E is sufficient.6 Likewise, we do not need A or D; the model suggests 
that they are (indirect) determinants of Y, but only via B, C, and E – so, we can identify 
the impact of X on Y even if it is impossible to get data on A and D. These variables might 
be unobserved, but this does not mean we will get results tainted by omitted variable bias. 
Finally: we must not control F – doing this would mean controlling for an intervening vari-
able and would introduce bias.

These ideas merit attention from empirical researchers in general. It seems likely, how-
ever, that most scholars (outside of epidemiology, at any rate) will not find themselves 
immediately ready to integrate them into their research practice. Finding solutions meeting 
the back-door criterion (e.g. when the DAGs are even more complex) is not an obstacle; 
there are algorithms that can assist (e.g. Textor et al. 2011; Malinsky and Danks 2018—of 
course, sometimes the result is that a solution cannot in fact be identified with the avail-
able data). Instead, the difficulty will likely consist in specifying a causal model (via use of 
DAGs or otherwise) that researchers could defend in the way Pearl and others have in mind 
(on the basis of scientific knowledge). If a good many studies have been carried out incor-
rectly, what basis can we use to construct a model that satisfies that standard (cf. Elwert 
2013)? So, I describe the more general framework only briefly in this section, for aware-
ness; in practical terms I anticipate that the simpler propositions articulated and demon-
strated above will prove more useful, at least for now.

5  Conclusion

When we specify a convincing model as described above (and in particular when others 
e.g. peer reviewers and readers are in fact convinced), we should be willing to interpret 
our results in causal terms. With grounding of this sort, our results are no longer mere 
correlations or associations. The well-worn aphorism “correlation is not causation” is best 
understood as incomplete: correlation is not causation – but it might be, given a proper 
understanding of causal models and of the specific assumptions required to interpret results 
effectively.7 More advanced techniques are of course available for more robust evaluation 
of these relationships. What is offered here is a better way of doing cross-sectional analysis 
– a middle ground where the findings have some value in evaluating causal relationships.

The core principles and recommendations on offer here are usefully summarised as 
follows:

1. Control variables should be selected not only by virtue of being other determinants of 
the outcome but also on the basis of how they relate to the core independent variable 

6 One might wonder why the set (B, C) does not leave the path X—C—D—E—Y unblocked, if control-
ling for C means unblocking it as a collider. But C is a collider only with respect to the path(s) containing 
arrows that point into it (here: X—B—A—C—D—E—Y). So, on the path X—C—D—E—Y C is not a 
collider and controlling for it means blocking it (hence E is unnecessary).
7 In Tufte’s formulation (2004): “Correlation is not causation – but it sure is a hint”.
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whose effect we seek to gauge. An appropriate control is a confounder – a variable that 
determines not only the outcome (e.g. SWB) but also the main independent variable. 
Some other determinants might be irrelevant to a correct specification of a causal effect 
(e.g. if they do not also determine the key independent variable).

2. Variables that intervene in a path from the independent variable to the outcome must 
be omitted from one’s model; controlling them would introduce bias. They should be 
introduced at a later stage only to investigate mechanisms for a causal effect identified 
at an earlier stage.

3. Potential controls that might operate both as confounders and intervening variables (so, 
the relevant arrow could run in both directions) require particular attention. Options 
for handling them include deciding that the relationship is more consequential in one 
direction than in the other – a point to be considered as a limitation in connection with 
presenting one’s results. Or, we could simply acknowledge that identifying a causal 
effect in these circumstances is not feasible, at least not via cross-sectional analysis.

4. If a variable has been selected for inclusion on the basis that it makes sense as a control 
(i.e., because it is a confounder with respect to the main independent variable), then 
its coefficient cannot be interpreted in causal terms as a total effect (Westreich and 
Greenland 2013; Hernán 2018). If variables have been properly selected as controls with 
respect to a specific independent variable, that variable will always intervene in a path 
from the controls to the outcome. The necessary consequence is that the coefficients for 
the controls do not give a total effect.

5. DAGs are a useful representation of these principles, effective in conveying the informa-
tion needed for the specific decisions involved in constructing one’s analytical model. 
They work when we have sufficient clarity about one’s modelling assumptions – but they 
can also function as a signal that we have not yet achieved sufficient clarity to conduct 
our empirical analysis.

If specified correctly (with clear articulation of assumptions the researcher can justify 
persuasively), regression models using observational data—even cross-sectional data—can 
then help us produce findings that have some value in evaluating possible causal effects. It 
is then no longer necessary to disclaim that “it’s only an association”. The models are how-
ever only as plausible as the assumptions—and plausibility depends on being able to make 
a clear distinction between confounders and intervening variables. The complexity of the 
social world might sometimes impede clarity along these lines (as in our discussion of the 
partner variable above, and summary point #3). We will also sometimes need to acknowl-
edge that we lack the data that correspond to these assumptions.

Models specified via those criteria are likely to be quite different from models con-
structed according to other principles – e.g. “explaining variation” and/or prediction 
(Shmueli 2010). The choice of relevant criteria follows from clarity on one’s research pur-
pose—and I emphasize that what many researchers want (sometimes against long-standing 
misdirection from earlier training in statistics) is to evaluate causal effects relevant to their 
core research topics. For this purpose it is of course possible to go beyond single-stage 
regression models of cross-sectional data; researchers should aspire to improve their skills 
and use the more advanced techniques that meet a higher standard. But while on the path 
towards that destination, it is possible to do better cross-sectional analysis that avoids some 
obvious errors undermining the value of one’s work.
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Appendix A note on assumptions

This article has used the word “assumptions” in ways that depart from how it is used in 
more conventional practice. In some discussions (statistics textbooks, in particular), a 
typical set of assumptions includes items such as: homoskedasticity, no overly-influential 
observations, no multicollinearity, a linear relationship between dependent and independ-
ent variables, normality of residuals, and independence between the error term and the 
independent variables (e.g. Agresti and Healey 1997). Some of these pertain only to linear 
regression for continuous dependent variables (though equivalent assumptions would be 
necessary for other functional forms, e.g. logistic regression). Others (e.g. homoskedastic-
ity) are relevant for hypothesis tests, which I have not emphasised here.

The word assumptions as used in this article invokes a different question, arguably a 
more fundamental one: what do we already know (i.e., what can we assume) about what 
leads to certain patterns/outcomes in regard to the topic we are investigating? What do we 
need to take into account as we try to learn something new (e.g. about a factor we haven’t 
previously considered)? This is the information encapsulated in a DAG. Issues like homo-
skedasticity are secondary, in comparison. The item from the conventional list worth con-
sidering further is “independence between the error term and the independent variables”. 
This formulation is an obscure way of expressing the important idea that our results depend 
on not omitting confounding variables from our model; if we omit confounders (leaving 
their influence buried in the error term), we get biased results.

This idea is captured better by the notion that our results depend on a correctly specified 
causal model—in other words, a set of assumptions (in the meaning of that word as used 
here). If we construct a model that incorrectly assumes there is no relationship between a 
particular factor and other variables in the model (including the dependent variable), we 
omit a confounder from our empirical analysis. This can happen via not including a vari-
able in a DAG; as noted, omission of arrows represents a strong assumption that there is 
no causal relationship between variables, and we cannot draw an arrow if the variable in 
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question is not in the DAG. This way of expressing the point is much more digestible than 
the notion that we must ensure “independence between the error term and the independent 
variables”.
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