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Abstract. Consider a closed O∗–algebraM on a dense linear subspace D of
a Hilbert space H, a locally compact group G with left invariant Haar measure
ds and an action α of G onM. Under some natural conditions, the O∗–crossed

productM
O∗

o
α
G ofM and the GW ∗–crossed productM

GW∗

o
α
G are introduced.

When G is also abelian, the dual action α̂ of the dual group Ĝ onM
O∗

o
α
G and

onM
GW∗

o
α

G is defined, which makes it possible to study the crossed products

(M
O∗

o
α
G)

O∗

o
α̂
Ĝ and (M

GW∗

o
α

G)
GW∗

o
α̂

Ĝ. In case of modular actions, these

constructions are used to obtain results on duality of type II–like and type
III–like GW ∗–algebras.

1. Introduction and preliminaries

1.1. Introduction. Research papers on crossed products exist in the literature
since 1958; see, for instance, [31, 34]. Though, a strong impetus to the devel-
opment of the theory of crossed products was given by the thesis of A. Connes
(1973) [5] and the paper of M. Takesaki (1973) [28] “Duality for crossed products
and the structure of von Neumann algebras of type III”. A crossed product in the
theory of von Neumann algebras is a method of construction of a new von Neu-
mann algebra from a given one on which a group acts. There are various forms
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and generalizations of crossed products and their construction is considered as
one of the most significant ideas in the theory of operator algebras not only for
the theory itself, but also for the applications. Recall that in quantum physics the
observables are represented by non–commuting operators and in some physical
models the observables are assumed to form a C∗–algebra. So time evolution of
the observables is described by a C∗–dynamical system [4, 7, 14, 18, 19, 30]. Since
observables are often modeled by unbounded operators, dynamical systems based
on unbounded operator algebras or even on more general systems of unbounded
operators occur in a natural way, see [3, 16]. The interplay between operator
algebras and dynamical systems is realized through crossed products. The lat-
ter offer very powerful tools in various studies connected with operator algebras
and their strong link with dynamical systems relates them with quantum and
statistical mechanics. Moreover, the construction of crossed products gave rise
to the first non–trivial examples of factors and besides reduced the study of the
purely infinite algebras to the study of semifinite algebras, which is much more
familiar. For all these “Tomita–Takesaki Modular Theory” and its applications
to mathematical physics (see [13, 24, 26]) has played a fundamental role.

All the above gave us the motivation for the study of “crossed products of
algebras of unbounded operators”, provided that the yeast has already existed
(see e.g., [1, 8, 9, 10, 11, 12, 13]). Our study is mainly connected with the results
presented in the monograph of A. Van Daele [32] on “Continuous crossed products
and type III von Neumann algebras” (see also [18, Chapter 7], [24, Chapter IV],
[29, Chapter X]). There is a rich literature on “classical” crossed products, in
general, and apart from the monograph [32] and the chapters on crossed products
cited before, various books have been published on the algebraic or topological
aspects of the subject; see, for example, [14, 15, 17, 33]. Crossed products of
unbounded operator algebras by group actions appeared in the article of Yu.
Savchuk and K. Schmüdgen [20], Section 4. Unbounded crossed products by
actions of quantum groups appeared even earlier in the literature (see [22, 23]).
In [20] there was used an approach different to the one presented here and it
could be an interesting question of further investigation, whether crossed products
treated there could adapted to our setting of crossed products of generalized von
Neumann algebras (for short, GW ∗–algebras).

The structure of the present paper is as follows: In the preliminary Subsec-
tion 1.2, some basic background material concerning O∗–algebras, GW ∗–algebras,
traces, and tensor products is collected.

In Section 2, O∗–crossed products M
O∗

o
α
G are defined and investigated. Here

M stands for a closed O∗–algebra with domain D, G is a locally compact group
with left invariant Haar measure ds and α is an action of G on M. Denoting by
H the Hilbert space completion of D, there will be considered also the Hilbert
space L2(G,H) completion of the linear space Cc(G,H) of all continuousH–valued
functions on G with compact support, with respect to the inner product

(ξ | η) :=

∫
G

(ξ(s) | η(s)) ds.
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The triple (M, G, α) is said to be an O∗–covariant system, whenever

D0(M, G, α) =
{
ξ ∈ Cc(G,H); ξ(s) ∈ D, for all s ∈ G and the map

G 3 s 7→ αs−1(x)ξ(s) ∈ H is continuous, for all x ∈M
}

is dense in L2(G,H). In this case, the O∗–crossed products M
O∗

o
α
G of M by

the action α of G is defined to be the closure of the O∗–algebra generated by
operators A with domain D0(M, G, α) defined by

(Aξ)(s) = αs−1t(x) ξ(ts−1),

where x ∈M and t ∈ G (Definition 2.7).
In Section 3, using the results of Section 2 and in particular the domain

D(M, G, α) of the O∗–crossed product, we introduce the GW ∗–crossed prod-
uct. Assuming that (M, G, α) is an O∗–covariant system such that M′

wD ⊂ D,
where M′

w is the weak commutant of M, and that the action α is spatial and

strongly continuous, the GW ∗–crossed product M
GW ∗

o
α

G of M by α is defined

to be the space of elements of L†(D(M, G, α)), which are affiliated to the von

Neumann crossed product (M′
w)′

GW ∗

o
α

G. Then it turns out that M
GW ∗

o
α

G is a

GW ∗–algebra on D(M, G, α) over (M′
w)′

GW ∗

o
α

G containing M
O∗

o
α
G (Theorem

3.5). A characterization of a crossed product as an algebra of fixed points for a
certain action of G on a tensor product algebra, which is known for von Neumann
algebras, will be generalized to GW ∗–crossed products (Proposition 3.6).

In Section 4 under the additional assumption that G is abelian, there will be

investigated the crossed products (M
O∗

o
α
G)

O∗

o
α̂
Ĝ, (M

O∗

o
α
G)

GW ∗

o
α̂
Ĝ and (M

GW ∗

o
α
G)

GW ∗

o
α̂

Ĝ by a dual action α̂ of the dual group Ĝ onM
O∗

o
α
G andM

GW ∗

o
α
G, respectively. It

is proved that α̂ is spacial on bothM
O∗

o
α
G andM

GW ∗

o
α
G and strongly continuous

on M
O∗

o
α
G (Lemma 4.3). For a complete characterization of (M

O∗

o
α
G)

O∗

o
α̂
Ĝ see

Theorems 4.12 and 4.13. For (M
O∗

o
α
G)

GW ∗

o
α̂
Ĝ and (M

GW ∗

o
α
G)

GW ∗

o
α̂
Ĝ , we show that

if the domain D(M, G, α)) is invariant under the weak commutant of M
O∗

o
α
G

andM is a regular GW ∗–algebra, then (M
O∗

o
α
G)

GW ∗

o
α̂
Ĝ is spatially isomorphic to

a specific GW ∗–algebra and isomorphic to a GW ∗–tensor product defined by the
von Neumann algebras (M′

w)′, B(L2(G)) and WD(M, G, α) (Proposition 4.14).

An analogous situation is true for (M
GW ∗

o
α

G)
GW ∗

o
α̂

Ĝ , when the domain D[tM]
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is a Fréchet locally convex space; in this particular case, (M
O∗

o
α
G)

GW ∗

o
α̂

Ĝ and

(M
GW ∗

o
α

G)
GW ∗

o
α̂

Ĝ coincide whenever M is regular (Theorem 4.16).

The subjects of the final Section 5 are crossed products by modular actions.
Given an O∗–algebra M on D in H such that M′

wD ⊂ D, the notion of a stan-
dard vector ξ0 for M is defined in such a way that the modular operator ∆ξ0

of the left Hilbert algebra (M′
w)′ξ0 exists in the sense of [27, 29] and that the

formula σt(x) := ∆it
ξ0
x∆−itξ0

(x ∈ M and t ∈ R) defines a 1–parameter group of
∗–automorphisms of M, called the modular action associated with the standard
vector ξ0. Then it turns out that (M,R, σ) is an O∗–covariant system and the

crossed productsM
O∗

o
σ
R andM

GW ∗

o
σ

R are well–defined. By using the generalized

Connes cocycle theorem [13, Theorem 2.5.6], it will be shown, that these crossed

products as well as (M
GW ∗

o
σ

R)
GW ∗

o
σ̂

R are independent of the special choice of

the standard vector ξ0 up to a unitary equivalences (Propositions 5.3, 5.4). Fur-

thermore, there will be defined a faithful normal trace τ on M
GW ∗

o
σ

G (σ = σξ0 ,

depending on the standard vector ξ0). Under some additional conditions, τ is
also semifinite (Theorem 5.9). All constructions will be illustrated by an exam-
ple. Finally, these constructions are used to obtain results on duality of type
II–like GW ∗–algebras and type III–like GW ∗–algebras (Theorem 5.14).

1.2. Preliminaries. Let D be a dense subspace of a complex Hilbert space H
with inner product denoted by ( | ). Denote by B(H) the ∗–algebra of all bounded
linear operators on H and by L(D) the algebra of all linear operators from D to
D. Let

L†(D) := {x ∈ L(D); D ⊂ D(x∗) and x∗D ⊂ D},
where D(x∗) means domain of x∗. Then L†(D) is a ∗–algebra under the usual
algebraic operations and the involution defined by x 7−→ x† := x∗ �D. A ∗–
subalgebraM of L†(D) that contains the identity operator of D as an element is
called an O∗–algebra on D in H. Given an O∗–algebra as before, D is endowed
with the graph topology tM given by the seminorms {‖·‖x : x ∈M} (see [13, 21]),
with ‖ξ‖x = ‖xξ‖, ξ ∈ D. Then M is called closed if the locally convex space

D[tM] is complete. Denote by D̃(M) the completion of D[tM]. Then D̃(M) =⋂
x∈MD(x), where x denotes the closure of the operator x. Put now x̃ = x �D̃(M),

x ∈ M and M̃ = {x̃; x ∈ M}. M̃ is then a closed O∗–algebra on D̃(M) in H,

which is called the closure of M. We say that M is closed, if D = D̃(M). If D
coincides with D∗(M) :=

⋂
x∈MD(x∗), M is said to be self–adjoint.

We define now the notion of a “GW ∗–algebra”, which is an unbounded general-
ization of a von Neumann algebra. Let L†(D,H) be the set of all linear operators
x from D to H such that D ⊂ D(x∗). Then L†(D,H) is a †–invariant vector
space under the usual operations x + y, λx and the involution x† := x∗ � D, for
any x, y ∈ L†(D,H) and λ ∈ C. A †–invariant subspace of L†(D,H) is called
an O∗–vector space on D. Among other locally convex topologies on L†(D,H)
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are the so–called strong and strong∗ topologies, which will be denoted by τs, τs∗ ,
respectively. These topologies are defined by the families of seminorms

pξ(x) := ‖xξ‖, p∗ξ(x) := pξ(x) + pξ(x
†) resp., ∀ ξ ∈ D and ∀ x ∈ L†(D,H).

The induced strong or strong∗ topology on an O∗–vector spaceM is called strong
or strong∗ topology on M. Let M be an O∗–vector space on D. We define the
commutants M′

w and M′
c of M as follows:

M′
w := {c ∈ B(H); (cxξ | η) = (cξ | x†η), ∀ x ∈M and ξ, η ∈ D},

M′
c := {s ∈ L†(D); sx = xs, ∀ x ∈M}.

ThenM′
w is a ∗–invariant subspace of B(H), but it is not necessarily an algebra;

M′
c is an O∗–algebra on D. Suppose thatM is self–adjoint. Then it follows that

M′
wD ⊂ D, which implies that M′

w is a von Neumann algebra and xη(M′
w)′,

for every x ∈ M. Recall that xη(M′
w)′ means that the operator x is affiliated

with the von Neumann algebra (M′
w)′. Let [ · ]τs∗ denote τs∗–closure and let M

be an O∗–algebra on D in H. If there exists a von Neumann algebra M0 on
H such that M′

0D ⊂ D and M = [M0 � D]τs∗ ∩ L†(D), then M is said to be
a GW ∗–algebra (abbreviation of the term “generalized W ∗–algebra”) on D over
M0. It is well-known that

M is a GW ∗ − algebra over M0

⇐⇒ M = (M′
0 � D)′c := {x ∈ L†(D); xcξ = cxξ, ∀ c ∈M′

0 and ξ ∈ D}
⇐⇒ M = {x ∈ L†(D); xηM0}.

In particular, if M′
wD ⊂ D, then considering the unbounded bicommutant

M′′
wc := (M′

w � D)′c = {x ∈ L†(D); xcξ = cxξ, ∀ c ∈M′
w and ξ ∈ D},

one has the following (in this regard, see also [13, Proposition 1.7.5])

M′′
wc = [(M′

w)′ � D]τs∗ ∩ L†(D) = {x ∈ L†(D); xη(M′
w)′}.

Then M′′
wc is a GW ∗–algebra over (M′

w)′; in this case, we shall simply say that
M′′

wc is aGW ∗–algebra. A closed O∗–algebraM onD is said to be aGW ∗–algebra
if M′

wD ⊂ D and M =M′′
wc. We remark that when M is a GW ∗–algebra over

M0,M0 6= (M′
w)′, in general; thereforeM is not necessarily a GW ∗–algebra. We

introduce now the notion of “regularity” for GW ∗–algebras. A GW ∗–algebraM
on D is said to be regular if (Mb)

′′ = (M′
w)′, where Mb := {a ∈ M; a ∈ B(H)},

corresponds to the bounded part ofM andMb := {a; a ∈Mb}. A GW ∗–algebra
M on D over M0 is called regular if (Mb)

′′ = M0. Clearly, if M is a regular
GW ∗–algebra, then it is a regular GW ∗–algebra over (M′

w)′. Furthermore, it is
easily shown that ifM is a regular GW ∗–algebra overM0, then (Mb)

′′ =M0 =
(M′

w)′, so that M is a regular GW ∗–algebra too.
Now, let A be a unital ∗–algebra and D a dense subspace of a Hilbert space
H. A ∗–representation π of A on D is a homomorphism of A onto an O∗–algebra
M on D in H, such that π(a∗) = π(a)†, for every a ∈ A and π(1 ) = 1I , where
1 is the unit of A and 1I is the identity operator in M. We shall say that π is
faithful, if π(a) = 0, a ∈ A, implies a = 0. Given a ∗–representation π of A on
D, we shall write, for distinction, D(π) instead of just D. Denote by tπ the graph
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topology tπ(A) on D(π) with respect to the O∗–algebra M = π(A). Whenever
D(π)[tπ] is complete, π will be called closed.

The normality of a ∗–representation of an O∗–algebra is defined as follows: The
positive wedge M+ of an O∗–algebra M on D is defined by

M+ = {x ∈M; (xξ | ξ) ≥ 0, ∀ ξ ∈ D}.
We say that a net {xi} in M+ converges increasingly to an element x of M+

and write xi ↑ x if (xiξ | ξ) 5 (xjξ | ξ), for each ξ ∈ D, whenever i 5 j and
lim
i

(xiξ | ξ) = (xξ | ξ), for each ξ ∈ D. A ∗–representation π of M is said to be

normal if π(xi) ↑ π(x), whenever xi ↑ x; cf. [18].
If M is an O∗–algebra on D in H, the symbol Aut(M) will stand for the set

of all ∗–automorphisms of M. An element α ∈ Aut(M) will be called spacial
[21, p. 167], if there is an isometry u of H onto itself such that uD = D and
α(x)ξ = uxu−1ξ, for any x ∈M and ξ ∈ D. A ∗–automorphism α from M onto
M will be called strongly continuous, if it is continuous as a map from M[τs]
onto M[τs]. A trace on an O∗–algebra M is a map

τ : M+ −→ [0,∞] : x 7−→ τ(x) with the following properties:

(1) τ(x+ y) = τ(x) + τ(y), ∀ x, y ∈M+;

(2) τ(λx) = λτ(x), ∀ λ ≥ 0 and x ∈M+, where 0 · (+∞) = 0;

(3) τ(x†x) = τ(xx†), ∀ x ∈M,

cf. [2, 13].
A trace τ is said to be faithful if τ(x†x) = 0, x ∈ M, implies x = 0. Yet, τ is

called normal if for every net {xλ} in M+ such that xλ ↑ x, x ∈ M+, one has
τ(xλ) ↑ τ(x). Finally, we shall say that τ is semifinite, whenever Nτ is strongly
dense in M, where

Nτ := {x ∈M; τ((ax)†(ax)) <∞, ∀ a ∈M}.
Further, suppose that H1 and H2 are Hilbert spaces. Their algebraic tensor
product H1 ⊗H2 is a pre–Hilbert space under the inner product defined by

(ξ1 ⊗ ξ2 | η1 ⊗ η2) = (ξ1 | η1)(ξ2 | η2), ξ1, η1 ∈ H1 and ξ2, η2 ∈ H2.

The completion of H1 ⊗ H2 under the norm induced by the preceding inner
product is a Hilbert space called the Hilbert space tensor product of H1 and H2

and is denoted by H1⊗̄H2. Let D1 and D2 be dense subspaces of H1 and H2,
respectively. Then the algebraic tensor product D1 ⊗ D2 is a dense subspace in
H1⊗̄H2.

Let x1 and x2 be linear operators on D1 and D2, respectively. The algebraic
tensor product x1 ⊗ x2 of x1, x2 on D1 ⊗D2 is defined by

(x1 ⊗ x2)(ξ1 ⊗ ξ2) = x1ξ1 ⊗ x2ξ2, ξ1 ∈ D1, ξ2 ∈ D2.

In particular, if x1 and x2 are bounded, then x1 ⊗ x2 has a continuous extension
to H1⊗̄H2, which is called tensor product of x1 and x2 and it is denoted by
x1⊗̄x2. If M1, M2 are von Neumann algebras on H1, H2 respectively, then the
von Neumann algebra on H1⊗̄H2 generated by {x1⊗̄x2; x1 ∈ M1, x2 ∈ M2} is
called the von Neumann (or W ∗–) tensor product ofM1 andM2 and is denoted
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by M1

W ∗

⊗ M2. In order to define unbounded tensor products generated by M1

and M2 (see Section 3, discussion after the proof of Theorem 3.5), we make use

of the preceding W ∗–tensor product M1

W ∗

⊗ M2 of M1 and M2.
Suppose now that M1 and M2 are O∗–algebras on D1 and D2, respectively.

Then

M1 ⊗M2 :=

{ n∑
k=1

x
(k)
1 ⊗ x

(k)
2 ; x

(k)
1 ∈M1, x

(k)
2 ∈M2

}
is an O∗–algebra on D1 ⊗ D2, whose closure is called the tensor product of M1

and M2 and is denoted by M1⊗̃M2. The domain D(M1⊗̃M2) of the closed
O∗–algebra M1⊗̃M2 is denoted by D1⊗̃D2; namely,

D1⊗̃D2 =
⋂

x∈M1⊗M2

D(x).

For x1 ∈M1 and x2 ∈M2, x1 ⊗ x2 �D1⊗̃D2
is denoted by x1⊗̃x2 and

M1⊗̃M2 :=

{ n∑
k=1

x1,k⊗̃x2,k; x1,k ∈M1, x2,k ∈M2

}
.

If M1 and M2 are bounded O∗–algebras, then D1⊗̃D2 = H1⊗̄H2 and x1⊗̃x2 =
x1⊗̄x2, for any x1 ∈ M1, x2 ∈ M2. In this case M1⊗̃M2 is the linear span of
the operators {x1⊗̄x2; x1 ∈ M1, x2 ∈ M2} and (M1⊗̃M2)′′ coincides with the

W ∗–tensor product (M1)′′
W ∗

⊗ (M2)′′ of the von Neumann algebras (M1)′′ and
(M2)′′.

Let now G be a locally compact group equipped with a left invariant Haar
measure ds and let H be a Hilbert space. Denote by Cc(G,H) the set of all
continuous maps from G into H with compact support and by L2(G) the Hilbert
space of all (equivalence classes of) square integrable functions from G into C
with respect to ds. Under the inner product

(ξ | η) =

∫
G

(ξ(s) | η(s))ds,

Cc(G,H) becomes a pre–Hilbert space, whose completion, under the norm induced
by the foregoing inner product, is a Hilbert space denoted by L2(G,H). The
Hilbert space H⊗̄L2(G) can be canonically identified with L2(G,H) through the
isomorphism U , given by

(U(ξ0 ⊗ f))(s) = f(s)ξ0, s ∈ G,
for all ξ0 ∈ H and f ∈ Cc(G), the set of all C–valued continuous functions on G
with compact support [32, Proposition 2.2].

2. O∗–crossed products

In this section we define a crossed product of an O∗–algebra by an action of
a locally compact group. Throughout the whole section M will be a closed O∗–
algebra on a dense subspace D in a Hilbert space H, G a locally compact group
with Haar measure ds and α an action of G onM, that is, G 3 s 7→ αs ∈ AutM
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is a homomorphism. We remark that α is not necessarily strongly continuous
since the modular action we deal with in Section 5 is not necessarily strongly
continuous.

Consider now the pre–Hilbert space Cc(G,H), whose completion is the Hilbert
space L2(G,H). We shall define an O∗–crossed product by the action α of G. Let

D0(M, G, α) =
{
ξ ∈ Cc(G,H); ξ(s) ∈ D, ∀ s ∈ G and

G 3 s 7→ αs−1(x)ξ(s) ∈ H is continuous, ∀ x ∈M
}
.

Definition 2.1. The triple (M, G, α) is called an O∗–covariant system if the
linear space D0(M, G, α) is dense in the Hilbert space L2(G,H).

Lemma 2.2. Suppose that

Cα(D) :=
{
ξ0 ∈ D; G 3 s 7→ αs−1(x)ξ0 ∈ H is continuous, ∀ x ∈M

}
is dense in H. Then (M, G, α) is an O∗–covariant system.

Proof. It is clear that

Cα(D)⊗Cc(G) := linear span of {ξ0⊗f ; ξ0 ∈ Cα(D), f ∈ Cc(G)} ⊂ D0(M, G, α),

where (ξ0 ⊗ f)(s) := f(s)ξ0, s ∈ G. Furthermore, since Cα(D) is dense in H, it
follows that Cα(D)⊗Cc(G) is dense in L2(G,H), which implies that (M, G, α) is
an O∗–covariant system. �

Given an O∗–covariant system (M, G, α) and x ∈M, put

(π0
α(x)ξ)(s) = αs−1(x)ξ(s), s ∈ G, ξ ∈ D0(M, G, α).

In this regard, we have

Lemma 2.3. Suppose that (M, G, α) is an O∗–covariant system. Then π0
α is a

∗–representation of M on D0(M, G, α). Moreover, if Cα(D) is dense in H, then
π0
α is a faithful ∗–representation.

Proof. For all x, y ∈M and ξ, η ∈ D0(M, G, α) we have

αs−1(x)(π0
α(y)ξ)(s) = αs−1(xy)ξ(s) = (π0

α(xy)ξ)(s), ∀ s ∈ G, and

(π0
α(x)ξ | η) =

∫
G

(αs−1(x)ξ(s) | η(s))ds

=

∫
G

(ξ(s) | α−1
s (x†)η(s))ds = (ξ | π0

α(x†)η),

which implies that π0
α is a ∗–representation ofM on D0(M, G, α). Suppose that

Cα(D) is dense in H. We show that π0
α is faithful. Indeed, suppose π0

α(x) = 0.
Then since

‖π0
α(x)(ξ0 ⊗ f)‖2 =

∫
G

|f(s)|2‖αs−1(x)ξ0‖2ds = 0,

for any ξ0 ∈ Cα(D) and f ∈ Cc(G) and G 3 s 7→ ‖αs−1(x)ξ0‖ ∈ R is continuous,
it follows that αs−1(x)ξ0 = 0, for each s ∈ G. In particular, xξ0 = 0, for each
ξ0 ∈ Cα(D). Hence, x = 0. �
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Definition 2.4. The action α is said to be spatial if there exists a strongly
continuous unitary representation w of G on H such that wsD ⊂ D and αs(x) =
wsxw

∗
s , for all s ∈ G and x ∈M.

Lemma 2.5. Suppose that α is spatial. Then (M, G, α) is an O∗–covariant
system and π0

α is a faithful normal ∗–representation of M on D0(M, G, α).

Proof. Since α is spatial, there exists a strongly continuous unitary representation
w of G on H such that wsD ⊂ D and αs(x) = wsxw

∗
s , for every s ∈ G and x ∈M.

Put now

(Wξ)(s) = wsξ(s), s ∈ G, ξ ∈ L2(G,H).

Then W is a unitary operator on L2(G,H) and (W ∗ξ)(s) = w∗sξ(s), for all s ∈ G
and ξ ∈ L2(G,H). Since

αs−1(x)(W ∗(ξ0 ⊗ f))(s) = f(s)w∗sxξ0, s ∈ G, x ∈M, f ∈ Cc(G), ξ0 ∈ D, (2.1)

it follows that W ∗(D ⊗ Cc(G)) ⊂ D0(M, G, α), which implies that (M, G, α)
is an O∗–covariant system. By Lemma 2.3, π0

α is a ∗–representation of M on
D0(M, G, α). Furthermore, by (2.1), we have

‖π0
α(x)W ∗(ξ0 ⊗ f)‖2 = ‖xξ0‖2

∫
G

|f(s)|2ds,

for all x ∈M, ξ0 ∈ D and f ∈ Cc(G), which implies that π0
α is faithful. We show

now that π0
α is normal.

Indeed, let {xi} in M+ with xi ↑ x ∈ M+. Then for any ξ ∈ D0(M, G, α) we
have

0 5 (αs−1(xi)ξ(s) | ξ(s)) = (xiwsξ(s) | wsξ(s)) ↑ (xwsξ(s) | wsξ(s))
= (αs−1(x)ξ(s) | ξ(s)),

for each s ∈ G, which by the Beppo–Levi theorem implies that

(π0
α(xi)ξ | ξ) ↑ (π0

α(x)ξ | ξ).
Hence, π0

α is normal and this completes the proof. �

For any t ∈ G we define a linear operator λ(t) on L2(G,H) by

(λ(t)ξ)(s) = ξ(t−1s), ξ ∈ L2(G,H), s ∈ G.
Then we have the following

Lemma 2.6. λ is a strongly continuous unitary representation of G on L2(G,H)
such that

λ(t) � D0(M, G, α) ∈ L†(D0(M, G, α)) and

λ(t)π0
α(x)λ(t)†ξ = π0

α(αt(x))ξ, t ∈ G, x ∈M, ξ ∈ D0(M, G, α).

Proof. It is easily shown that λ is a strongly continuous unitary representation
of G on L2(G,H). Take an arbitrary t ∈ G. Since for all x ∈ M and ξ ∈
D0(M, G, α)

αs−1(x)(λ(t)ξ)(s) = α(t−1s)−1(αt−1(x))ξ(t−1s) and λ(t)∗ = λ(t−1), s, t ∈ G,
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it follows that λ(t) �D0(M,G,α)∈ L†(D0(M, G, α)). Furthermore, we have

((λ(t)π0
α(x)λ(t)†)ξ)(s) = (π0

α(x)λ(t)†)ξ(t−1s) = α(t−1s)−1(x)(λ(t)†ξ)(t−1s)

= αs−1(αt(x))ξ(s) = (π0
α(αt(x))ξ)(s), s ∈ G,

for all x ∈M and ξ ∈ D0(M, G, α). This completes the proof. �

By Lemma 2.6 the linear span M of the operators of the form π0
α(x)λ(t) with

x ∈M and t ∈ G is an O∗–algebra on D0(M, G, α) in L2(G,H).

Definition 2.7. We denote byM
O∗

o
α
G the closure of the O∗–algebra M, that is,

D(M, G, α) := D(M
O∗

o
α
G) is the completion of D0(M, G, α)[tM],

D(M
O∗

o
α
G) =

⋂
X∈M

D(X), and

M
O∗

o
α
G = {X � D(M, G, α); X ∈M}.

M
O∗

o
α
G is called the O∗–crossed product of M by the action α of G.

By Lemma 2.6 we have the following

Lemma 2.8. Let πα be the closure of the ∗–representation π0
α of M. Then

t
M

O∗
o
α
G

= tπα and D(M, G, α) = D(πα),

where in the first equality we mean the corresponding graph topologies.

We now consider the case where α is strongly continuous.

Proposition 2.9. Suppose that α is strongly continuous. Then the following
statements hold:

(1) Cα(D) = D. Hence, (M, G, α) is always an O∗–covariant system and πα is
faithful.

(2) D⊗Cc(G) is dense in D(M, G, α) with respect to the graph topology t
M

O∗
o
α
G

.

Proof. (1) It is clear that Cα(D) = D. By Lemma 2.3 (M, G, α) is anO∗–covariant
system and πα is faithful.

(2) By (1) and Lemma 2.2, D ⊗ Cc(G) ⊂ D0(M, G, α). By Lemma 2.8, it
suffices to show that D⊗Cc(G) is dense in D0(M, G, α) with respect to tπα . Take
an arbitrary ζ ∈ D0(M, G, α) and any neighborhood Uζ of ζ with respect to tπα .
Then there exist ε > 0 and a finite subset {x0 := 1I , x1, . . ., xn} of M such that

{ξ ∈ D0(M, G, α); ‖πα(xk)ξ − πα(xk)ζ‖ < ε, k = 0, 1, . . ., n} ⊂ Uζ .

Take an open subset V of G with finite Haar measure |V |, which contains K, the
support of ζ. Take an arbitrary s0 ∈ K. Since, for any x ∈M, the maps

G 3 t 7−→ αt−1(x)ζ(s0) ∈ H and G 3 t 7−→ αt−1(x)ζ(t) ∈ H
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are continuous, there exists a neighborhood Vs0 of s0 contained in V such that

‖αt−1(xk)ζ(s0)− αs−1
0

(xk)ζ(s0)‖ < ε

2|V |
,

‖αt−1(xk)ζ(t)− αs−1
0

(xk)ζ(s0)‖ < ε

2|V |
, (2.2)

for all t ∈ Vs0 and k = 0, 1, . . ., n. Then by the compactness of K there exists a

finite subset {s1, s2, . . ., sm} of K such that K ⊂
m⋃
j=1

Vsj , consequently there exists

a subset {h1, h2, . . ., hm} of Cc(G) such that

• the support of hj ⊂ Vsj , j = 1, 2, . . .,m;

• 0 5
m∑
j=1

hj(s) 5 1, ∀ s ∈ G;

•
m∑
j=1

hj(s) = 1, ∀ s ∈ K.

Put ξ =
m∑
j=1

hjζ(sj). Then ξ ∈ D ⊗ Cc(G). Let s ∈ G. Then hj(s) = 0, if s /∈ Vsj
and if s ∈ Vsj , by (2.2) we obtain

‖αs−1(xk)ζ(sj)− αs−1
j

(xk)ζ(sj)‖ <
ε

2
√
|V |

,

‖αs−1(xk)ζ(s)− αs−1
j

(xk)ζ(sj)‖ <
ε

2
√
|V |

,

which implies that

‖αs−1(xk)ξ(s)− αs−1(xk)ζ(s)‖

=

∥∥∥∥ m∑
j=1

hj(s)αs−1(xk)ζ(sj)−
m∑
j=1

hj(s)αs−1(xk)ζ(s)

∥∥∥∥
5

m∑
j=1

hj(s)‖αs−1(xk)ζ(sj)− αs−1(xk)ζ(s)‖

5
m∑
j=1

hj(s)
(
‖αs−1(xk)ζ(sj)− αs−1

j
(xk)ζ(sj)‖

+‖αs−1
j

(xk)ζ(sj)− αs−1(xk)ζ(s)‖
)

<
ε√
|V |

, k = 0, 1, . . ., n.
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So we conclude that

‖πα(xk)ξ − πα(xk)ζ‖2 =

∫
G

‖αs−1(xk)ξ(s)− αs−1(xk)ζ(s)‖2ds

=

∫
V

‖αs−1(xk)ξ(s)− αs−1(xk)ζ(s)‖2ds

<
ε2

|V |
· |V | = ε2, k = 0, 1, . . ., n

which means ξ ∈ Vζ . This completes the proof. �

3. GW ∗−crossed products

Throughout this sectionM is a closed O∗–algebra on D inH such thatM′
wD ⊂

D, G is a locally compact group with Haar measure ds and α is an action of G
on M, which is spatial; that is, αs(x) = wsxw

∗
s , x ∈ M, s ∈ G, where w is a

strongly continuous unitary representation of G on H such that wsD ⊂ D, for
each s ∈ G.

By Lemma 2.5, (M,G, α) is an O∗–covariant system and πα is a faithful closed

∗–representation of M. Hence, the O∗–crossed product M
O∗

o
α
G is well–defined.

Furthermore, we put

αs(a) = wsaw
∗
s , a ∈ (M′

w)′, s ∈ G.
Then α is a strongly continuous action of G on the von Neumann algebra (M′

w)′

and so we can consider the covariant system ((M′
w)′, α,G). The crossed product

of the von Neumann algebra (M′
w)′ by the action α of G will be denoted by

(M′
w)′o

α
G. For any a ∈ B(H) we define a bounded linear operator La on L2(G,H)

by
(Laξ)(s) = aξ(s), s ∈ G, ξ ∈ L2(G,H).

For t ∈ G we also define a unitary operator ρ(t) on L2(G,H) by

(ρ(t)ξ)(s) = ∆(t)
1
2 ξ(st), s ∈ G, ξ ∈ L2(G,H),

where ∆ is the modular function of G. Then we have the following

Lemma 3.1. (1) La = a⊗̄1 , for every a ∈ B(H).

(2) For every t ∈ G, ρ(t) = 1I ⊗̄ρt, where (ρtf)(s) := ∆(t)
1
2f(st), s ∈ G, f ∈

L2(G); 1I and 1 are the identity operators on H and L2(G), respectively.

Proof. The claims follow from the relations

((a⊗ 1 )(ξ0 ⊗ f))(s) = (aξ0 ⊗ f)(s) = f(s)aξ0 = (La(ξ0 ⊗ f))(s) and

((1I ⊗ ρt)(ξ0 ⊗ f))(s) = (ρtf)(s)ξ0 = (ρ(t)(ξ0 ⊗ f))(s),

respectively, for all ξ0 ∈ D and f ∈ Cc(G). �

By [32, Theorem 3.12] the commutant of (M′
w)′o

α
G is characterized by the

following

Lemma 3.2. ((M′
w)′o

α
G)′ = {a′⊗̄1, wt⊗̄ρt; a′ ∈M′

w, t ∈ G}′′.
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Lemma 3.3. (1) For any a′ ∈ M′
w, x ∈ M and ξ ∈ D(M, G, α), we have that

(a′⊗̄1 )D(M,G , α) ⊂ D(M ,G , α) and (a′⊗̄1 )πα(x )ξ = πα(x )(a ′⊗̄1 )ξ.
(2) (wt⊗̄ρt)D(M, G, α) ⊂ D(M, G, α) and (wt⊗̄ρt)πα(x)ξ = πα(x)(wt⊗̄ρt)ξ,

whenever t ∈ G, x ∈M and ξ ∈ D(M, G, α).

Proof. (1) This follows from the equalities

((a′⊗̄1 )ξ)(s) = a′ξ(s), and

αs−1(x)((a′⊗̄1 )ξ)(s) = a′αs−1(x)ξ(s) = (a′⊗̄1 )(πα(x)ξ)(s), s ∈ G,
for all a′ ∈M′

w, ξ ∈ D0(M, G, α) and x ∈M.
(2) We show that (wt⊗̄ρt)D0(M, G, α) ⊂ D0(M, G, α), for all t ∈ G. Indeed,

this follows from the equalities

((wt⊗̄ρt)ξ)(s) = ∆(t)
1
2wtξ(st) and

(αs−1(x)(wt⊗̄ρt)ξ)(s) = ∆(t)
1
2wtα(st)−1(x)ξ(st), s ∈ G,

for all ξ ∈ D0(M, G, α) and x ∈ M. Furthermore, for any t ∈ G, x ∈ M and
ξ, η ∈ D0(M, G, α), we have that

(πα(x)(wt⊗̄ρt)ξ | η) =

∫
G

(αs−1(x)(wt⊗̄ρt)ξ(s) | η(s))ds

=

∫
G

∆(t)
1
2 (wtα(st)−1(x)ξ(st) | η(s))ds

=

∫
G

(αs−1(x)ξ(s) | w∗t∆(t)−
1
2η(st−1))ds

=

∫
G

(αs−1(x)ξ(s) | w∗t (ρ(t−1)η)(s))ds

= (πα(x)ξ | (wt⊗̄ρt)∗η),

which implies that πα(x)(wt⊗̄ρt)ξ = (wt⊗̄ρt)πα(x)ξ. This completes the proof.
�

Definition 3.4. The GW ∗–crossed product M
GW ∗

o
α

G of M by the action α of

G is defined as

M
GW ∗

o
α

G := {X ∈ L†(D(M, G, α)); Xη(M′
w)′ o

α
G}. (3.1)

Then we have the following

Theorem 3.5. M
GW ∗

o
α
G is a GW ∗–algebra on D(M, G, α) over (M′

w)′o
α
G con-

taining M
O∗

o
α
G. Moreover, if M is a regular GW ∗–algebra, then M

GW ∗

o
α

G is a

regular GW ∗–algebra over (M′
w)′o

α
G.

Proof. By Lemmas 2.8, 3.1 and 3.3 we have

((M′
w)′o

α
G)′D(M, G, α) ⊂ D(M, G, α),
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which implies that M
GW ∗

o
α

G is an O∗–algebra on D(M, G, α). Furthermore,

since a′⊗̄1 and wt⊗̄ρt commute with λ(s), for each a′ ∈ M′
w and s, t ∈ G, it

follows from Lemma 3.3 that M
O∗

o
α
G ⊂ M

GW ∗

o
α

G, which implies that M
GW ∗

o
α

G

is closed. By [13, Proposition 1.7.5],M
GW ∗

o
α
G is a GW ∗–algebra on D(M, G, α)

over (M′
w)′o

α
G. Suppose now that M is a regular GW ∗-algebra. It is clear that

((M′
w)′o

α
G)′ ⊂ (M

GW ∗

o
α

G)′w ⊂ (M
O∗

o
α
G)′w ⊂ (Mb

O∗

o
α
G)′w.

Conversely, we show (Mb

O∗

o
α
G)′w ⊂ ((M′

w)′o
α
G)′. Indeed, it suffices to prove

that πα(a)C = Cπα(a), for all a ∈ (M′
w)′ and C ∈ (Mb

O∗

o
α
G)′w. Take an

arbitrary a ∈ (M′
w)′. Since, (Mb)

′′ = (M′
w)′, it follows from the Kaplansky

density theorem that there exists a net {ai} in Mb such that ‖ai‖ 5 ‖a‖, for all
i and ai → a in the strong∗ topology. Hence, we have

‖αs−1(ai)ξ0 − αs−1(a)ξ0‖ 5 2‖a‖ ‖ξ0‖, ∀ i, ∀ s ∈ G and ∀ ξ0 ∈ D,
so using the Lebesgue convergence theorem, it is shown that lim

i
πα(ai)(ξ0⊗ f) =

πα(a)(ξ0 ⊗ f), for each ξ0 ∈ D and f ∈ Cc(G). This implies that

(Cπα(a)(ξ0 ⊗ f) | η0 ⊗ g) = lim
i

(Cπα(ai)(ξ0 ⊗ f) | η0 ⊗ g)

= lim
i

(C(ξ0 ⊗ f) | πα(a∗i )(η0 ⊗ g))

= (C(ξ0 ⊗ f) | πα(a∗)(η0 ⊗ g)),

for all C ∈ (Mb

O∗

o
α
G)′w, ξ0, η0 ∈ D and f, g ∈ Cc(G). Hence, C ∈ ((M′

w)′o
α
G)′.

Thus,

((M′
w)′o

α
G)′ = (M

GW ∗

o
α

G)′w = (M
O∗

o
α
G)′w = (Mb

O∗

o
α
G)′w,

which implies that M
GW ∗

o
α

G is regular. This completes the proof. �

At the end of this section we shall show that the crossed product M
GW ∗

o
α

G is

the fixed point algebra in a GW ∗–algebra defined by the tensor product (M′
w)′

W ∗

⊗
B(L2(G)) of the von Neumann algebras (M′

w)′ and B(L2(G)), for a certain action
of G on it. For the case of von Neumann algebras it follows from [32, Theorem
3.11] that

(M′
w)′ o

α
G = {A ∈ (M′

w)′
W ∗

⊗ B(L2(G)); θt(A) = A, ∀ t ∈ G}, (3.2)

where θ is an action of G on (M′
w)′

W ∗

⊗ B(L2(G)) defined by

θt(A) = (wt⊗̄ρt)A(wt⊗̄ρt)∗, t ∈ G.
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We generalize this to the case of GW ∗–algebras. Since,

((M′
w)′

W ∗

⊗ B(L2(G)))′D(M, G, α) = (M′
w

W ∗

⊗ 1 )D(M, G, α) ⊂ D(M, G, α),

it follows that

(M′
w)′

GW ∗

⊗
D(M,G,α)

B(L2(G)) := {X ∈ L†(D(M, G, α)); Xη(M′
w)′

W ∗

⊗ B(L2(G))}

is an O∗–algebra on D(M, G, α). By (3.2) we have

M
GW ∗

o
α

G = {X ∈ L†(D(M, G, α)); Xη(M′
w)′ o

α
G}

⊂ {X ∈ L†(D(M, G, α)); Xη(M′
w)′

W ∗

⊗ B(L2(G))}

= (M′
w)′

GW ∗

⊗
D(M,G,α)

B(L2(G)), (3.3)

which implies that (M′
w)′

GW ∗

⊗
D(M,G,α)

B(L2(G)) is closed. Hence, (M′
w)′

GW ∗

⊗
D(M,G,α)

B(L2(G)) is a GW ∗–algebra on D(M, G, α) over (M′
w)′

W ∗

⊗ B(L2(G)) and it is

called the GW ∗–tensor product defined by (M′
w)′

W ∗

⊗ B(L2(G)) and D(M, G, α).
For more details concerning GW ∗–tensor products, the reader is referred to [6].

We extend now the action θ of G on (M′
w)′

W ∗

⊗ B(L2(G)) to the action of G on

the GW ∗–tensor product (M′
w)′

GW ∗

⊗
D(M,G,α)

B(L2(G)) by

θt(X) = (wt⊗̄ρt)X(wt⊗̄ρt)∗, t ∈ G, X ∈ (M′
w)′

GW ∗

⊗
D(M,G,α)

B(L2(G)). (3.4)

Proposition 3.6. The following holds true:

M
GW ∗

o
α

G = {X ∈ (M′
w)′

GW ∗

⊗
D(M,G,α)

B(L2(G)); θt(X) = X, ∀ t ∈ G}.

Proof. Take an arbitrary X ∈M
GW ∗

o
α
G. By (3.3), X ∈ (M′

w)′
GW ∗

⊗
D(M,G,α)

B(L2(G))

and by (3.2) there exists a sequence {Xn} in (M′
w)′

W ∗

⊗ B(L2(G)) such that
θt(Xn) = Xn, for all t ∈ G and Xn → X strongly on D(M, G, α). Since,
θt(Xn) → θt(X) strongly onD(M, G, α), for all t ∈ G, it follows that θt(X) = X,
for all t ∈ G.

Conversely, take an arbitrary X ∈ (M′
w)′

GW ∗

⊗
D(M,G,α)

B(L2(G)), such that θt(X) =

X, for all t ∈ G. Let X = U |X| be the polar decomposition of X and |X| =∫∞
0
λdE(λ) the spectral resolution of |X|. Put Xn = XE(n), n ∈ N. Then Xn ∈

(M′
w)′

W ∗

⊗ B(L2(G)), for each n ∈ N. Let t ∈ G. Since, X = θt(X) = θt(U)θt(|X|),
it follows by the uniqueness of the polar decomposition of X that θt(U) = U
and θt(|X|) = |X|. Furthermore, since |X| = θt(|X|) =

∫∞
0
λdθt(E(λ)), by the

uniqueness of the spectral resolution of |X| we have that θt(E(λ)) = E(λ), for all
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λ ≥ 0. Therefore, θt(Xn) = Xn, for all n ∈ N and t ∈ G, which by (3.2) implies
that Xn ∈ (M′

w)′o
α
G, for each n ∈ N. Since, Xn → X strongly on D(M, G, α),

we have Xη(M′
w)′ o

α
G. Hence, X ∈ M

GW ∗

o
α

G by (3.1). This completes the

proof. �

4. Duality

Throughout this section, M is a closed O∗–algebra on D in H such that
M′

wD ⊂ D, G is an abelian locally compact group with Haar measure ds and α a
spatial action of G on M, that is, αs(x) = wsxw

∗
s , where w is a strongly contin-

uous unitary representation of G on H such that wsD ⊂ D, for each s ∈ G. Let

Ĝ be the dual group of G, that is, the locally compact group of all characters of

G and let dp denote the Haar measure of Ĝ. Given p ∈ Ĝ, s ∈ G, and f ∈ L2(G)
we set

(mpf)(s) = < s, p > f(s),

where < s, p > is the value of p at s. Then m : p 7−→ mp is a strongly continuous

unitary representation of Ĝ on L2(G), whose properties are listing in the following

Lemma 4.1. (1) mpλtm
∗
p = < t, p >λt, for all t ∈ G and p ∈ Ĝ.

(2) (1I ⊗̄mp)D0(M, G, α) = D0(M, G, α), (1I ⊗̄mp)D(M, G, α) = D(M, G, α),
and (1I ⊗̄mp)πα(x)(1I ⊗̄mp)

∗ξ = πα(x)ξ, for all ξ ∈ D(M, G, α), x ∈ M, and

p ∈ Ĝ.

(3) (wt⊗̄ρt)(1I ⊗̄mp)(wt⊗̄ρt)∗ = < t, p > (1I ⊗̄mp), for all t ∈ G and p ∈ Ĝ.

Proof. (1) This follows by a short direct calculation.
(2) Since,

((1I ⊗̄mp)(ξ0 ⊗ g))(s) = < s, p > g(s)ξ0 = < s, p > (ξ0 ⊗ g)(s),

for all s ∈ G, p ∈ Ĝ, ξ0 ∈ D, and g ∈ Cc(G), it follows that

((1I ⊗̄mp)ξ)(s) = < s, p > ξ(s),

for all ξ ∈ L2(G,H). Clearly (1I ⊗̄mp)
∗ = 1I ⊗̄mp−1 . Hence,

(1I ⊗̄mp)D0(M, G, α) = D0(M, G, α) and

((1I ⊗̄mp)πα(x)ξ)(s) = < s, p >αs−1(x)ξ(s)

= αs−1(x)((1I ⊗̄mp)ξ)(s) = (πα(x)(1I ⊗̄mp)ξ)(s),

for all s ∈ G, x ∈ M, and ξ ∈ D0(M, G, α). To complete the proof of assertion
(2), we show that the last equation is also satisfied for ξ ∈ D(M, G, α). For
this we consider a net {ξi} in D0(M, G, α) which converges to ξ under the graph

topology generated by M
O∗

o
α
G. Then by using Lemma 2.8 several times, we
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obtain

(1I ⊗̄mp)πα(x)ξ = lim
i

(1I ⊗̄mp)πα(x)ξi = lim
i
πα(x)(1I ⊗̄mp)ξi,

(1I ⊗̄mp)πα(x)ξ = πα(x)(1I ⊗̄mp)ξ,

(1I ⊗̄mp)ξ ∈ D(M, G, α) and (1I ⊗̄mp)πα(x)ξ = πα(x)(1I ⊗̄mp)ξ,

which proves assertion (2).

(3) Given t ∈ G, p ∈ Ĝ, g ∈ Cc(G), and ξ0 ∈ H, we have

((1I ⊗̄mp)(wt⊗̄ρt)∗(ξ0 ⊗ g))(s) = ((1I ⊗̄mp)(wt−1⊗̄ρt−1)(ξ0 ⊗ g))(s)

= < s, p > g(st−1)wt−1ξ0 = < t, p >< st−1, p > g(st−1)wt−1ξ0

= < t, p > (wt⊗̄ρt)∗(1I ⊗̄mp)(ξ0 ⊗ g)(s).

Since, the linear span of elements of the form ξ0 ⊗ g is dense in L2(G,H), this
implies assertion (3). �

Definition 4.2. The dual action α̂ of the dual group Ĝ on L†(D(M, G, α)) is
defined by α̂p(X) = (1I ⊗̄mp)X(1I ⊗̄mp)

∗, X ∈ L†(D(M, G, α)).

Lemma 4.3. For each p ∈ Ĝ, α̂p(M
O∗

o
α
G) ⊂ M

O∗

o
α
G, and α̂p(M

GW ∗

o
α

G) ⊂

M
GW ∗

o
α
G, so α̂ is a spatial action of Ĝ on M

O∗

o
α
G and on M

GW ∗

o
α
G. Moreover,

the action α̂ of Ĝ on M
O∗

o
α
G is strongly continuous.

Proof. As a consequence of Lemma 4.1, α̂p(X) ∈M
O∗

o
α
G, whenever X ∈M

O∗

o
α
G.

To show that α̂p(M
GW ∗

o
α
G) ⊂M

GW ∗

o
α
G, letX ∈M

GW ∗

o
α
G be fixed. By Proposition

3.6, X ∈ L†(D(M, G, α)), X η (M′
w)′

W ∗

⊗ B(L2(G)) and θt(X) = X, for all t ∈ G.
We show that α̂p(X) = (1I ⊗̄mp)X(1I ⊗̄mp)

∗ has the same properties. Indeed, it

belongs to L†(D(M, G, α)) by Lemma 4.1 (2); α̂p(X) = (1I ⊗̄mp)X(1I ⊗̄mp)
∗ is

affiliated to (M′
w)′

W ∗

⊗ B(L2(G)), since, (1I ⊗̄mp) ∈ (M′
w)′

W ∗

⊗ B(L2(G)). Since,
Lemma 4.1 (3) implies that (wt⊗̄ρt)(1I ⊗̄mp) = < t, p > (1I ⊗̄mp)(wt⊗̄ρt) and
(1I ⊗̄mp)

∗(wt⊗̄ρt)∗ = < t, p > (wt⊗̄ρt)∗(1I ⊗̄mp)
∗, we also obtain

θt(α̂p(X)) = (wt⊗̄ρt)(1I ⊗̄mp)X(1I ⊗̄mp)
∗(wt⊗̄ρt)∗

= < t, p >< t, p > (1I ⊗̄mp)(wt⊗̄ρt)X(wt⊗̄ρt)∗(1I ⊗̄mp)
∗

= α̂p(θt(X)) = α̂p(X).

By applying again Proposition 3.6, we see that α̂p(X) ∈M
GW ∗

o
α

G.

To show that α̂ is strongly continuous onM
O∗

o
α
G, we use the fact, thatM

O∗

o
α
G

is the linear span of elements of the form πα(x)λ(t), x ∈ M, t ∈ G. For those
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elements Lemma 4.1 implies that α̂p(πα(x)λ(t)) = < t, p >πα(x)λ(t). Hence,

lim
p→p0

‖(α̂p(πα(x)λ(t))ξ − α̂p0(πα(x)λ(t))ξ)‖ =

lim
p→p0

|< t, p >−< t, p0 >| · ‖(πα(x)λ(t))ξ‖ = 0,

for all x ∈ M, t ∈ G, p0 ∈ Ĝ, and ξ ∈ D(M, G, α). This implies that the action

α̂ is strongly continuous on M
O∗

o
α
G. �

We may now consider the crossed products

(M
O∗

o
α
G)

O∗

o
α̂
Ĝ, (M

O∗

o
α
G)

GW ∗

o
α̂

Ĝ and (M
GW ∗

o
α

G)
GW ∗

o
α̂

Ĝ.

Note that Lemma 2.6 implies that λ(t)πα(x) = πα(αt(x))λ(t), for all x ∈ M
and t ∈ G. Using also (1) and (2) of Lemma 4.1, we conclude that for each

L2(G,H)–valued function ζ on Ĝ the function

(α̂p−1(πα(x)λ(t))ζ)(p) = < t, p−1 >πα(x)λ(t)ζ(p) =< t, p > λ(t)πα(αt−1(x))ζ(p)

depends continuously on p ∈ Ĝ, if and only if p→ πα(αt−1(x))ζ(p) is continuous.
Hence,

D0(M
O∗

o
α
G, Ĝ, α̂) =

{
ζ ∈ Cc(Ĝ, L2(G,H)); ζ(p) ∈ D(M, G, α),

for all p ∈ Ĝ and the map Ĝ 3 p→ πα(x)ζ(p) ∈ L2(G,H)

is continuous, for all x ∈M
}
. (4.1)

Since, α̂ is strongly continuous onM
O∗

o
α
G by Lemma 4.3, it follows from Propo-

sition 2.9 that

D0(M, G, α)⊗ Cc(Ĝ) is dense in D(M
O∗

o
α
G, Ĝ, α̂) =

D((M
O∗

o
α
G)

O∗

o
α̂
Ĝ) = D((M

O∗

o
α
G)

GW ∗

o
α̂

Ĝ) w. r. t.

the graph topology t
(M

O∗
o
α
G)

O∗
o
α̂
Ĝ
. (4.2)

Clearly, (M
O∗

o
α
G)

O∗

o
α̂
Ĝ) ⊂ (M

O∗

o
α
G)

GW ∗

o
α̂

Ĝ.

To investigate the structure of (M
O∗

o
α
G)

O∗

o
α̂
Ĝ, we first consider another equivalent

construction of it.

Lemma 4.4. For x ∈M, ξ ∈ D0(M, G, α), and s ∈ G, we put

[L0
xWξ](s) = x(Wξ)(s).

Then L0
x is a linear operator on WD0(M, G, α) and L0

xWξ = Wπα(x)ξ, for all
x ∈ M and ξ ∈ D0(M, G, α). L0 : x 7−→ L0

x is a ∗–representation of M on
WD0(M, G, α) and L0

M := {L0
x : x ∈M} is an O∗–algebra on WD0(M, G, α).



334 M. FRAGOULOPOULOU, A. INOUE, K.-D. KÜRSTEN

Proof. Take arbitrary x ∈ M and ξ ∈ D0(M, G, α). Since, (Wξ)(s) = wsξ(s) ∈
D and (L0

xWξ)(s) = xwsξ(s) = wsπα(x)ξ(s), for all s ∈ G, it follows that L0
xWξ =

Wπα(x)ξ and L0
xWD0(M, G, α) ⊂ WD0(M, G, α). Then it is easy to see that

L0 is a ∗–representation of M on WD0(M, G, α). �

Lemma 4.5. For each x ∈M, ξ ∈ D0(M, G, α) and t ∈ G we have

πα(x)ξ = W ∗L0
xWξ and λ(t)ξ = W ∗(wt⊗̄λt)Wξ.

Hence, we also have⋂
x∈M

D(L0
x) = WD(M,G, α), Lx := L0

x �WD(M,G,α)= Wπα(x)W ∗.

In particular, the O∗–algebra M generated by {π0
α(x)λt; x ∈ M, t ∈ G} is spa-

tially isomorphic to the O∗–algebra on WD0(M, G, α) generated by the operators

{L0
x, wt⊗̄λt �WD0(M,G,α); x ∈M, t ∈ G}

and its closureM
O∗

o
α
G is spatially isomorphic to the O∗–algebra on WD(M,G, α)

generated by the operators

{Lx, wt⊗̄λt �WD(M,G,α); x ∈M, t ∈ G}.

Proof. By Lemma 4.4 we have that

L0
xWD0(M, G, α) ⊂ WD0(M, G, α) and W ∗L0

xWξ = πα(x)ξ,

for all x ∈M and ξ ∈ D0(M, G, α), which implies that⋂
x∈M

D(L0
x) = WD(M,G, α) and Lx = Wπα(x)W ∗.

Moreover, given s, t ∈ G and ξ ∈ D0(M, G, α), we have

(λ(t)ξ)(s) = ξ(t−1s) = ws−1twt−1sξ(t
−1s) = w∗s((wt⊗̄λt)Wξ)(s)

= (W ∗(wt⊗̄λt)Wξ)(s),

which implies that (wt⊗̄λt)Wξ = Wλ(t)ξ ∈ WD(M,G, α). This completes the
proof. �

Note that the correspondence⊕
ι∈J

Hι 3 {ξ0
ι }−→

∑
ι∈J

ξ0
ι ⊗ ϕι ∈ H⊗̄L2(G) ∼= L2(G,H),

where {ϕι}ι∈J is a complete orthonormal system in L2(G) and Hι = H, for all
ι ∈ J , establishes a unitary equivalence of the direct sum

⊕
ι∈J H of Hilbert

spaces and the tensor product H⊗̄L2(G).

Lemma 4.6. For each x ∈M, we have

D(L∗x) =

{∑
ι∈J

ξ0
ι ⊗ ϕι; ξ0

ι ∈ D(x∗) and
∑
ι∈J

‖x∗ξ0
ι ‖2 <∞

}
and

L∗x

(∑
ι∈J

ξ0
ι ⊗ ϕι

)
=
∑
ι∈J

x∗ξ0
ι ⊗ ϕι, whenever

∑
ι∈J

ξ0
ι ⊗ ϕι ∈ D(Lx

∗). (4.3)
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Moreover,

L∗x = (x⊗ 1)∗ = x∗ ⊗ 1 and Lx = x⊗ 1 = (x∗ ⊗ 1)∗.

Proof. Since, W ∗(D⊗L2(G)) ⊂ D(M, G, α), LxWW ∗(ξ0⊗ f) = (x⊗ 1)(ξ0⊗ f),
for all ξ0 ∈ D and f ∈ L2(G), that is, x⊗ 1 ⊂ Lx. Consequently, L∗x ⊂ (x⊗ 1)∗.
Suppose that

∑
ι∈J ξ

0
ι ⊗ ϕι ∈ D((x⊗ 1)∗) and that (x ⊗ 1)∗

(∑
ι∈J ξ

0
ι ⊗ ϕι

)
=∑

ι∈J ζ
0
ι ⊗ ϕι ∈ H⊗̄L2(G) ∼= L2(G,H). Then

((x⊗ 1)(ξ0 ⊗ f) |
∑
ι∈J

ξ0
ι ⊗ ϕι) = ((ξ0 ⊗ f) |

∑
ι∈J

ζ0
ι ⊗ ϕι),

for all ξ0 ∈ D and f ∈ L2(G). This implies

(xξ0 | ξ0
ι ) = (ξ0 | ζ0

ι ) and consequently x∗ξ0
ι = ζ0

ι ,

for all ι ∈ J . Hence,∑
ι∈J

‖x∗ξ0
ι ‖2 =

∑
ι∈J

‖ζ0
ι ‖2 <∞ and (x⊗ 1)∗

(∑
ι∈J

ξ0
ι ⊗ ϕι

)
=
∑
ι∈J

x∗ξ0
ι ⊗ ϕι.

Conversely, given ξ0
ι ∈ D(x∗) with

∑
ι∈J ‖x∗ξ0

ι ‖2 < ∞, it is easy to see that∑
ι∈J ξ

0
ι ⊗ϕι ∈ D(L∗x) and L∗x

(∑
ι∈J ξ

0
ι ⊗ ϕι

)
=
∑

ι∈J x
∗ξ0
ι ⊗ϕι, which completes

the proof. �

By Lemmas 4.5 and 4.6 we have⋂
x∈M

D(x⊗ 1 ) =
⋂
x∈M

D(Lx) = WD(M, G, α) and

x⊗ 1 �⋂
y∈MD(y⊗1 )= Lx, x ∈M;

so we may denote Lx by x⊗̃1 . By Lemmas 4.4, 4.5, and 4.6 we have the following

Theorem 4.7. M
O∗

o
α
G is spatially isomorphic to the closed O∗–algebra on the

domain WD(M, G, α) generated by the operators {x⊗̃1 , ws⊗̄λs; x ∈M, s ∈ G},
and it is self–adjoint if and only if M is self–adjoint.

Proof. It is sufficient to show that M is self–adjoint if and only if M
O∗

o
α
G has

this property. Suppose that M is self–adjoint. Take an arbitrary ζ =
∑

ι ζ
0
ι ϕι ∈⋂

x∈MD((x ⊗ 1 )∗). Then it follows from Lemma 4.6 that ζ0
ι ∈ D(x∗), for all

indices ι and x ∈ M. By the self–adjointness of M, this implies that ζ0
ι ∈ D,

for all ι and
∑

ι ‖xζ0
ι ‖2 < ∞, for all x ∈ M. Hence, ζ ∈

⋂
x∈MD(x⊗ 1 ) and so⋂

x∈MD((x ⊗ 1 )∗) ⊂
⋂
x∈MD(x⊗ 1 ). The converse inclusion is trivial. Hence,

we have ⋂
x∈M

D((x⊗ 1 )∗) =
⋂
x∈M

D(x⊗ 1 ) = WD(M, G, α),
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which implies that

D∗(M
O∗

o
α
G) =

⋂
x∈M

D(πα(x)∗) =
⋂
x∈M

D(W ∗(x⊗ 1 )∗W )

=
⋂
x∈M

D(W ∗x⊗ 1W ) = D(M, G, α),

so that M
O∗

o
α
G is self–adjoint.

Conversely, suppose that M
O∗

o
α
G is self–adjoint. Since,

⋂
x∈MD((x ⊗ 1 )∗) =⋂

x∈MD(x⊗ 1 ), it follows from Lemma 4.6, that ζ0 ⊗ ϕι ∈
⋂
x∈MD(x⊗ 1 ), for

all ζ0 ∈ D∗(M) and for all indices ι. This implies ζ0 ∈
⋂
x∈MD(x) = D, therefore

M is self–adjoint. This completes the proof. �

Let 1̂ denote the identity operator on L2(Ĝ) and let Ŵ be the unitary operator

1I ⊗̄mp⊗̄1̂ on the Hilbert space H⊗̄L2(G)⊗̄L2(Ĝ) = L2(G,H)⊗̄L2(Ĝ). Then

(Ŵ ζ)(p) = (1I ⊗̄mp)ζ(p) for p ∈ Ĝ and ζ ∈ D0(M
O∗

o
α
G, Ĝ, α̂). Let also λ̂p be the

unitary operator on L2(Ĝ) defined by (λ̂p g)(q) = g(p−1q) and λ̂(p) the unitary

operator 1I ⊗̄1 ⊗̄λ̂p on H⊗̄L2(G)⊗̄L2(Ĝ). Using Lemma 4.1 and Theorem 4.7 for

the covariant system (M
O∗

o
α
G, Ĝ, α̂) instead of (M, G, α), we obtain the following

result.

Lemma 4.8. (M
O∗

o
α
G)⊗̃1̂ is a closed O∗–algebra on ŴD(M

O∗

o
α
G, Ĝ, α̂) and

πα̂(πα(x)) = Ŵ ∗(πα(x)⊗̃1̂ )Ŵ ,

πα̂(λ(s))ζ = Ŵ ∗(λ(s)⊗̄1̂ )Ŵ ζ,

λ̂(p)ζ = Ŵ ∗(1I ⊗̄mp⊗̄λp)Ŵ ζ,

for all x ∈ M, s ∈ G, p ∈ Ĝ and ζ ∈ D(M
O∗

o
α
G, Ĝ, α̂). Hence, (M

O∗

o
α
G)

O∗

o
α̂

Ĝ is spatially isomorphic to the closed O∗–algebra generated by restrictions to

ŴD(M
O∗

o
α
G, Ĝ, α̂) of the operators {πα(x)⊗̃1̂ , 1I ⊗̄λs⊗̄1̂ , 1I ⊗̄mp⊗̄λ̂p; x ∈M, s ∈

G, p ∈ Ĝ}.

Lemma 4.9. For any f ∈ Cc(G×G), put

(V f)(s, t) := f(st, t), ∀ s, t ∈ G.
Then V may be extended to a unitary operator on L2(G× G) with the following
properties:

(1) V Cc(G×G) ⊂ Cc(G×G),
(2) (V ∗f)(s, t) = f(st−1, t), ∀ s, t ∈ G,

(3) V ∗(mp⊗̄mp)V = mp⊗̄1 , ∀ p ∈ Ĝ,
(4) V ∗(λs⊗̄1 )V = λs⊗̄1 , ∀ s ∈ G,
(5) (1I ⊗̄V )(WD(M, G, α)⊗ L2(G)) ⊂ D(Lx ⊗ 1 ) and

(1I ⊗̄V )(Lx ⊗ 1)(Wξ ⊗ h) = Lx ⊗ 1 (1I ⊗̄V )(Wξ ⊗ h),
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for all x ∈M, ξ ∈ D(M, G, α) and h ∈ L2(G).
(6) (1I ⊗̄V )∗(WD(M, G, α)⊗ L2(G)) ⊂ D(Lx ⊗ 1 ), and

(1I ⊗̄V )∗(Lx ⊗ 1 )(Wξ ⊗ h) = (Lx ⊗ 1 )(1I ⊗̄V )∗(Wξ ⊗ h),
for all x ∈M, ξ ∈ D(M, G, α) and h ∈ L2(G).

Proof. The statements, (1)–(4) are almost trivial.

(5) We define a unitary operator V̂ on L2(G,H)⊗̄L2(G), as follows:

[V̂ (ξ ⊗ h)](s, t) := ξ(st)h(t), ∀ s, t ∈ G, ξ ∈ L2(G,H) and h ∈ L2(G).

Now, since

‖V̂ (ξ ⊗ h)− (1I ⊗ V )(η0 ⊗ g ⊗ h)‖2 =

∫ ∫
‖ξ(st)h(t)− η0g(st)h(t)‖2dsdt

= ‖h‖2‖ξ − η0 ⊗ g‖2,

for all ξ ∈ L2(G,H), h ∈ L2(G), η0 ∈ D, g ∈ Cc(G) and since D ⊗ Cc(G) is dense
in L2(G,H), we obtain

V̂ (ξ ⊗ h) = (1I ⊗̄V )(ξ ⊗ h), ∀ ξ ∈ L2(G,H), and h ∈ L2(G).

Similarly we can show that

[(1I ⊗̄V )∗(ξ ⊗ h)](s, t) = ξ(st−1)h(t), (4.4)

for all s, t ∈ G, ξ ∈ L2(G,H) and h ∈ L2(G). Note now that if {ϕn} is an
orthonormal basis in L2(G), then the correspondence

∞⊕
n=1

L2(G,H) 3 (ξn) 7→
∞∑
n=1

ξn ⊗ ϕn ∈ L2(G,H)⊗̄L2(G)

establishes a canonical identification between the direct sum
⊕∞

n=1 L
2(G,H) of

the spaces L2(G,H) and the tensor product Hilbert space L2(G,H)⊗̄L2(G).
Similarly to the proof of Lemma 4.6, one obtains

D((Lx ⊗ 1 )∗) =

{ ∞∑
n=1

ξn ⊗ ϕn; ξn ∈ D(L∗x), ∀ n ∈ N and

∞∑
n=1

‖L∗xξn‖2 <∞
}
, x ∈M,

and

(Lx ⊗ 1 )∗
( ∞∑

n=1

ξn ⊗ ϕn
)

=
∞∑
n=1

L∗xξn ⊗ ϕn,
∞∑
n=1

ξn ⊗ ϕn ∈ D((Lx ⊗ 1 )∗). (4.5)

Moreover,

((L∗xξ)(st
−1) | (Wη)(s))

=
∑
k

(ϕk(st
−1)x∗ξ0k | (Wη)(s))

=
∑
k

(ϕk(st
−1)ξ0k | x(Wη)(s)) = (ξ(st−1) | x(Wη)(s)), (4.6)
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for all ξ =
∑

k ξ
0
k ⊗ϕk ∈ D(L∗x), η ∈ D(M, G, α) and s, t ∈ G, which by (4.3) and

Lemma 4.6 implies that

((Lx ⊗ 1 )∗
∑
n

ξn ⊗ ϕn | (1I ⊗̄V )(Wξ ⊗ h))

=
∑
n

(L∗xξn ⊗ ϕn | (1I ⊗̄V )(Wξ ⊗ h))

=
∑
n

∫ ∫
((L∗xξn)(s)ϕn(t) | (Wξ)(st)h(t))dsdt

=
∑
n

∫
ϕn(t)h(t)dt

∫
((L∗xξn)(s) | (Wξ)(st))ds

=
∑
n

∫
ϕn(t)h(t)dt

∫
(L∗xξn(st−1) | (Wξ)(s))ds

=
∑
n

∫
ϕn(t)h(t)dt

∫
(ξn(st−1) | x(Wξ)(s))ds

= ((1I ⊗ V )(
∑
n

ξn ⊗ ϕn) | (Lx ⊗ 1 )(Wξ ⊗ h)),

for all x ∈ M, ξ ∈ D(M, G, α),
∑

n ξn ⊗ ϕn ∈ D((Lx ⊗ 1 )∗) and h, g ∈ L2(G),

which yields that (1I ⊗̄V )(Wξ ⊗ h) ∈ D(Lx ⊗ 1 ) and

(Lx ⊗ 1 )(1I ⊗̄V )(Wξ ⊗ h) = (1I ⊗̄V )(Lx ⊗ 1 )(Wξ ⊗ h).

(6) This is proved in a similar way to (5) by using (4.4), (4.5), (4.6). �

We now define a unitary operator

U : H⊗̄L2(G)⊗̄L2(Ĝ) 7→ H⊗̄L2(G)⊗̄L2(G), by

U := (1I ⊗̄V )∗(1I ⊗̄1⊗̄F)(W ⊗̄1̂)Ŵ ,

where F is the Fourier transform of L2(Ĝ) onto L2(G).
By Theorem 4.7, LM⊗ 1 = (M⊗̃1 )⊗ 1 is an O∗–algebra on WD(M, G, α)⊗

FL2(Ĝ) in H⊗̄L2(G)⊗̄L2(G), whose closure is denoted by LM⊗̃1 . That is,

D(LM⊗̃1 ) =
⋂
x∈M

D(Lx ⊗ 1 ) := WD(M, G, α)⊗̃L2(G),

Lx⊗̃1 := Lx ⊗ 1 �D(LM⊗̃1 ), x ∈M.

Since, Lx ⊗ 1 = (x⊗̃1 )⊗ 1 = x⊗ (1 ⊗ 1 ), for every x ∈ M, we may denote
Lx⊗̃1 by x⊗̃1 ⊗̃1 and LM⊗̃1 by M⊗̃1 ⊗̃1 .

In this regard, we state the following

Lemma 4.10. We have

D(M⊗̃1 ⊗̃1 ) := D(LM⊗̃1 ) = WD(M, G, α)⊗̃L2(G) = UD(M
O∗

o
α
G, Ĝ, α̂).
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Moreover, πα̂(πα(x))ζ = U∗(x⊗̃1 ⊗̃1 )Uζ, πα̂(λ(s))ζ = U∗(ws⊗̄λs⊗̄1 )Uζ, and

λ(p)ζ = U∗(1I ⊗̄mp⊗̄1 )Uζ, for all x ∈M, s ∈ G, p ∈ Ĝ and ζ ∈ D(M
O∗

o
α
G, Ĝ, α̂).

Proof. We first show that

ŴD0(M
O∗

o
α
G, Ĝ, α̂) = D0(M

O∗

o
α
G, Ĝ, α̂) and (4.7)

πα̂(πα(x))ζ = Ŵ ∗πα̂(πα(x))Ŵ ζ, ∀ x ∈M and ζ ∈ D0(M
O∗

o
α
G, Ĝ, α̂). (4.8)

Indeed, take arbitrary x ∈M and ζ ∈ D0(M
O∗

o
α
G, Ĝ, α̂). By Lemma 4.1,

(Ŵ ζ)(p) = (1I ⊗̄mp)ζ(p) ∈ D(M, G, α), ∀ p ∈ Ĝ.

Again by Lemma 4.1, for every p0 ∈ Ĝ fixed, we obtain

‖πα(x)(Ŵ ζ)(p)− πα(x)(Ŵ ζ)(p0)‖ = ‖(1I ⊗̄mp)πα(x)ζ(p)− (1I ⊗̄mp0)πα(x)ζ(p0)‖
5 ‖πα(x)ζ(p)− πα(x)ζ(p0)‖+ ‖(1I ⊗̄mp)πα(x)ζ(p0)− (1I ⊗̄mp0)πα(x)ζ(p0)‖.

Hence, (4.1) implies that the correspondence

Ĝ 3 p 7−→ α̂p−1(πα(x))ζ(p) ∈ L2(G,H), is continuous , ∀ x ∈M.

Thus, Ŵ ζ ∈ D0(M
O∗

o
α
G, Ĝ, α̂). Similarly we obtain that Ŵ ∗ζ ∈ D0(M

O∗

o
α
G, Ĝ, α̂).

Therefore the statement (4.7) holds. Now by Lemma 4.1, for each x ∈ M and

ζ ∈ D0(M
O∗

o
α
G, Ĝ, α̂), we have

[Ŵ ∗πα̂(πα(x))Ŵ ζ](p) = πα̂(πα(x))ζ(p), ∀ p ∈ Ĝ,

which implies (4.8). Furthermore, (4.2), (4.7) and (4.8) yield that

ŴD(M
O∗

o
α
G, Ĝ, α̂) = D(M

O∗

o
α
G, Ĝ, α̂), (4.9)

πα̂(πα(x))ζ = Ŵ ∗πα̂(πα(x))Ŵ ζ, x ∈M, ζ ∈ D(M
O∗

o
α
G, Ĝ, α̂). (4.10)

Yet by (5) and (6) of Lemma 4.9 and by (4.2) we conclude that

(1I ⊗̄V )(WD(M, G, α)⊗̃L2(G)) ⊂ D(M⊗̃1 ⊗̃1 ) = WD(M, G, α)⊗̃L2(G) and

(1I ⊗̄V )∗(WD(M, G, α)⊗̃L2(G)) ⊂ WD(M, G, α)⊗̃L2(G),

which implies that

UD(M
O∗

o
α
G, Ĝ, α̂) = (1I ⊗̄V )∗(WD(M, G, α)⊗̃L2(G))

= WD(M, G, α)⊗̃L2(G).
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Continuing, we consider x ∈ M, ξ ∈ D0(M, G, α) and h ∈ Cc(Ĝ), so that we
have

πα̂(πα(x))(ξ ⊗ h)

= πα(x)(ξ ⊗ h) (by (4.1))

= W ∗x⊗̃1W (ξ ⊗ h) (by Lemma 4.5)

= (W ⊗̄1̂ )∗(x⊗̃1 ⊗ 1̂ )(W ⊗̄1̂ )(ξ ⊗ h)

= (W ⊗̄1 )∗(1I ⊗̄1 ⊗̄F)∗(x ⊗̃1 ⊗ 1 )(1I ⊗̄1 ⊗̄F)(W ⊗̄1̂ )(ξ ⊗ h)

= (W ⊗̄1 )∗(1I ⊗̄1 ⊗̄F)∗(1I ⊗̄V )(x ⊗̃1 ⊗̃1 )(1I ⊗̄V )∗(1I ⊗̄1 ⊗̄F)(W ⊗̄1̂ )(ξ ⊗ h),

where in the last equality we applied Lemma 4.9. This, together with (4.2) and
Lemma 4.9 imply that

πα̂(πα(x))ζ = (W ⊗̄1 )∗(1I ⊗̄1 ⊗̄F)∗(1I ⊗̄V )(x⊗̃1 ⊗̃1 )(1I ⊗̄V )∗(1I ⊗̄1 ⊗̄F)(W ⊗̄1̂ )ζ,

for all ζ ∈ D(M
O∗

o
α
G, Ĝ, α̂). Furthermore, by (4.9) and (4.10), we obtain

Ŵπα̂(πα(x))ζ = πα̂(πα(x))Ŵ ζ

= (W ⊗̄1 )∗(1I ⊗̄1 ⊗̄F)∗(1I ⊗̄V )(x ⊗̃1 ⊗̃1 )(1I ⊗̄V )∗(1I ⊗̄1 ⊗̄F)(W ⊗̄1̂ )Ŵ ζ.

Hence, we have

πα̂(πα(x))ζ = U∗(x⊗̃1 ⊗̃1 )Uζ, ∀ ζ ∈ D(M
O∗

o
α
G, Ĝ, α̂).

Similarly,

πα̂(λ(s)) = Ŵ ∗(1I ⊗̄λs⊗̄1 )Ŵ = U∗(ws⊗̄λs⊗̄1 )U .

Using now that W and 1I ⊗̄mp commute and that FλpF
∗ = mp, for every p ∈ Ĝ,

we obtain

λ(p) = Ŵ ∗(1I ⊗̄mp⊗̄λp)Ŵ

= Ŵ ∗(W ⊗̄1̂ )∗(1I ⊗̄mp⊗̄λp)(W ⊗̄1̂ )Ŵ

= Ŵ ∗(W ⊗̄1̂ )∗(1I ⊗̄1 ⊗̄F)∗(1I ⊗̄mp⊗̄mp)(1I ⊗̄1 ⊗̄F)(W ⊗̄1̂ )Ŵ

= U∗(1I ⊗̄mp⊗̄1 )U (by Lemma 4.9 (3)).

This completes the proof. �

By Lemmas 4.9 and 4.10 we have the following

Proposition 4.11. (M
O∗

o
α
G)

O∗

o
α̂
Ĝ is spatially isomorphic to the closed O∗–algebra

on UD(M
O∗

o
α
G, Ĝ, α̂) generated by restrictions of the operators

{x⊗̃1 ⊗̃1 , ws⊗̄λs⊗̄1 , 1I ⊗̄mp⊗̄1 ; x ∈M, s ∈ G , p ∈ Ĝ}.
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Let now A be the closed O∗–algebra on WD(M, G, α) generated by the oper-

ators {x⊗̃1 , ws⊗̄λs, 1I ⊗̄mp; x ∈M, s ∈ G, p ∈ Ĝ}. Then

(M
O∗

o
α
G)

O∗

o
α̂
Ĝ = U∗(A⊗̃1 )U. (4.11)

Thus, we have the following

Theorem 4.12. (M
O∗

o
α
G)

O∗

o
α̂
Ĝ is spatially isomorphic to the closed O∗–algebra

A⊗̃1 , where A is a closed O∗–algebra on WD(M, G, α), generated by the opera-
tors

{x⊗̃1 , ws⊗̄λs, 1I ⊗̄mp; x ∈M, s ∈ G, p ∈ Ĝ}.

Now by (4.11) the map

(M
O∗

o
α
G)

O∗

o
α̂
Ĝ −→ A : U∗(X⊗̃1 )U 7−→ X,

is a ∗–isomorphism onto. Hence, we obtain

Theorem 4.13. (M
O∗

o
α
G)

O∗

o
α̂
Ĝ is isomorphic to the closed O∗–algebra A on the

domain WD(M, G, α), generated by the operators

{x⊗̃1 , ws⊗̄λs, 1I ⊗̄mp; x ∈M, s ∈ G, p ∈ Ĝ}.

For the GW ∗–crossed product (M
O∗

o
α
G)

GW ∗

o
α̂

Ĝ we now conclude

Proposition 4.14. Suppose that (M
O∗

o
α
G)′wD(M, G, α) ⊂ D(M, G, α), which

holds in particular, if M is self–adjoint. Then the GW ∗–crossed product (M
O∗

o
α

G)
GW ∗

o
α̂

Ĝ of M
O∗

o
α
G by the action α̂ of Ĝ is well-defined. Furthermore, if M

is a regular GW ∗–algebra, then (M
O∗

o
α
G)

GW ∗

o
α̂

Ĝ is spatially isomorphic to the

GW ∗–algebra

((M′
w)′

GW ∗

⊗
WD(M,G,α)

B(L2(G)))⊗̃1

and it is isomorphic to the GW ∗–tensor product (M′
w)′

GW ∗

⊗
WD(M,G,α)

B(L2(G)).

Proof. By Theorem 3.5, the assumption (M
O∗

o
α
G)′wD(M, G, α) ⊂ D(M, G, α)

guarantees that (M
O∗

o
α
G)

GW ∗

o
α̂

Ĝ is well–defined. Furthermore, if M is self–

adjoint,M
O∗

o
α
G is self–adjoint by Theorem 4.7. This implies that the assumption

(M
O∗

o
α
G)′wD(M, G, α) ⊂ D(M, G, α) is satisfied.
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Suppose now that M is regular. Then it is easily shown that ((M
O∗

o
α
G)′w)′ =

(M′
w)′ o

α
G. Moreover, similarly to (4.11) one obtains that

((M′
w)′ o

α
G) o

α̂
Ĝ = U∗(R

W ∗

⊗ 1 )U, where

R = {a⊗̄1 , ws⊗̄λs, 1I ⊗̄mp; a ∈ (M′
w)′, s ∈ G, p ∈ Ĝ}′′.

Since, R = (M′
w)′

W ∗

⊗ B(L2(G)), by [32, Lemma I.4.9], it follows that

((M′
w)′ o

α
G) o

α̂
Ĝ = U∗((M′

w)′
W ∗

⊗ B(L2(G))
W ∗

⊗ 1 )U,

which implies that

(M
O∗

o
α
G)

GW ∗

o
α̂

Ĝ

= U∗{X⊗̃1 ∈ L†(UD(M
O∗

o
α
G, Ĝ, α̂));Xη(M′

w)′
W ∗

⊗ B(L2(G))}U

= U∗((M′
w)′

GW ∗

⊗
WD(M,G,α)

B(L2(G))⊗̃1 )U. (4.12)

Consequently, (M
O∗

o
α
G)

GW ∗

o
α̂

Ĝ is spatially isomorphic to the GW ∗–algebra

((M′
w)′

GW ∗

⊗
WD(M,G,α)

B(L2(G)))⊗̃1 .

This completes the proof. �

Lemma 4.15. Suppose that D[tM] is a Fréchet space. Then the following state-
ments hold:

(1) D(M, G, α)[t
M

O∗
o
α
G

] is a Fréchet space and t
M

O∗
o
α
G

= t
M

GW∗
o
α

G
= tL†(D(M,G,α)).

(2) α̂ is a strongly continuous action of Ĝ on M
GW ∗

o
α

G.

(3) D(M
O∗

o
α
G, Ĝ, α̂) = D(M

GW ∗

o
α

G, Ĝ, α̂) and they are Fréchet spaces under

the graph topology t
(M

O∗
o
α
G)

O∗
o
α̂
Ĝ

= t
(M

GW∗
o
α

G)
GW∗
o
α̂

Ĝ
. Hence, we have

(M
O∗

o
α
G)

O∗

o
α̂
Ĝ ⊂ (M

GW ∗

o
α

G)
GW ∗

o
α̂

Ĝ.

Proof. (1) Since, D[tM] is a Fréchet space, there exists a sequence {an} in M
defining the graph topology tM such that 0 5 a1 5 a2 5 · · · . Hence, for any
fixed element x of M there exists an element an and a positive constant γ such
that

‖xξ0‖ 5 γ‖anξ0‖, ∀ ξ0 ∈ D.
Then

‖πα(x)ξ‖2 =

∫
‖xwsξ(s)‖2ds 5 γ2

∫
‖anwsξ(s)‖2ds = γ2‖πα(an)ξ‖2,
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for all ξ ∈ D(M, G, α), which implies that D(M, G, α)[t
M

O∗
o
α
G

] is a Fréchet

space. Hence, it follows from the closed graph theorem that t
M

O∗
o
α
G

= t
M

GW∗
o
α

G
=

tL†(D(M,G,α)).

(2) Take an arbitrary A ∈M
GW ∗

o
α

G. By (1), there exists an element an and a

constant γ such that

‖Aξ‖ 5 γ‖πα(an)ξ‖, ∀ ξ ∈ D(M, G, α), (4.13)

which by Lemma 4.1 (2) implies that for any ξ ∈ D(M, G, α)

‖α̂p−1(A)ξ − α̂p−1
0

(A)ξ‖ = ‖(1I ⊗̄mp)
∗A(1I ⊗̄mp)ξ − (1I ⊗̄mp0)A(1I ⊗̄mp0)ξ‖

5 ‖(1I ⊗̄mp)
∗A((1I ⊗̄mp)− (1I ⊗̄mp0))ξ‖

+ ‖((1I ⊗̄mp)
∗ − (1I ⊗̄mp0)∗)A(1I ⊗̄mp0)ξ‖

5 γ‖πp(an)((1I ⊗̄mp)− (1I ⊗̄mp0))ξ‖
+ ‖((1I ⊗̄mp)

∗ − (1I ⊗̄mp0)∗)A(1I ⊗̄mp0)ξ‖
= γ‖((1I ⊗̄mp)− (1I ⊗̄mp0))πα(an)ξ‖
+ ‖((1I ⊗̄mp)

∗ − (1I ⊗̄mp0)∗)A(1I ⊗̄mp0)ξ‖
−→
p→p0

0.

Hence, α̂ is a strongly continuous action of Ĝ on M
GW ∗

o
α

G.

(3) Take arbitrary A ∈M
GW ∗

o
α
G and ζ ∈ D0(M

O∗

o
α
G, Ĝ, α̂). Then from (4.13)

it follows that the map Ĝ 3 p 7−→ Aζ(p) ∈ L2(G,R) is continuous, which implies

that ζ ∈ D0(M
GW ∗

o
α

G, Ĝ, α̂). Hence, D0(M
O∗

o
α
G, Ĝ, α̂) ⊂ D0(M

GW ∗

o
α

G, Ĝ, α̂).

The converse inclusion is trivial. Thus, we have D0(M
O∗

o
α
G, Ĝ, α̂) = D0(M

GW ∗

o
α

G, Ĝ, α̂). Furthermore, from (4.13) it follows that for any A ∈M
GW ∗

o
α

G

‖πα̂(A)ζ‖ 5 γ‖πα̂(an)ζ‖, ∀ ζ ∈ D0(M
O∗

o
α
G, Ĝ, α̂) = D0(M

GW ∗

o
α

G, Ĝ, α̂),

which implies that D(M
O∗

o
α
G, Ĝ, α̂) = D(M

GW ∗

o
α

G, Ĝ, α̂) and that they are

Fréchet spaces under the graph topology t
(M

O∗
o
α
G)

O∗
o
α̂
Ĝ

= t
(M

GW∗
o
α

G)
GW∗
o
α̂

Ĝ
. Therefore

we also have (M
O∗

o
α
G)

GW ∗

o
α̂

Ĝ ⊂ (M
GW ∗

o
α

G)
GW ∗

o
α̂

Ĝ. �

Theorem 4.16. Suppose that D[tM] is a Fréchet space. Then the following
statements hold:
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(1) The crossed product (M
GW ∗

o
α
G)

GW ∗

o
α̂
Ĝ is spatially isomorphic to the GW ∗–

algebra ((M′
w)′

GW ∗

⊗
WD(M,G,α)

B(L2(G))⊗̃1 and isomorphic to the GW ∗–tensor product

(M′
w)′

GW ∗

⊗
WD(M,G,α)

B(L2(G)).

(2) Furthermore, if M is regular, then (M
O∗

o
α
G)

GW ∗

o
α̂

Ĝ = (M
GW ∗

o
α

G)
GW ∗

o
α̂

Ĝ.

Proof. By Lemma 4.15 and similarly to (4.12), one obtains

(M
GW ∗

o
α

G)
GW ∗

o
α̂

Ĝ = U∗(((M′
w)′

GW ∗

⊗
WD(M,G,α)

B(L2(G)))⊗̃1 )U,

which implies the statement (1).
The statement (2) follows from Lemma 4.15 and Proposition 4.14. �

Throughout the rest of this section, we suppose that D[tM] is a Fréchet space.
We denote by α̃ the dual action of α̂, and we call it bidual action of G on

the crossed product (M
GW ∗

o
α

G)
GW ∗

o
α̂

Ĝ. Then α̃ is implemented by the unitaries

1I ⊗̄1 ⊗̄m̂s, s ∈ G, where m̂s is defined on L2(Ĝ) by (m̂sh)(p) = < s, p >h(p),

h ∈ L2(Ĝ), p ∈ Ĝ. We show that α̃ is transformed under the isomoprhism γ

between (M
GW ∗

o
α

G)
GW ∗

o
α̂

Ĝ and (M′
w)′

GW ∗

⊗
D(M,G,α)

B(L2(G)) to the action θ defined

by (3.4) in Section 3.

Since, (1I ⊗̄1 ⊗̄m̂s)
∗ commutes with (W ⊗̄1̂ ) and Ŵ , we conclude that

Fm̂sF
∗ = ρs, V ∗(1 ⊗̄ρs)V = ρs ⊗ ρs and W ∗(1I ⊗̄ρs)W = ws⊗̄ρs, ∀ s ∈ G.

Thus, we obtain (W ⊗̄1 )∗U(1I ⊗̄1 ⊗̄m̂s)
∗ = (ws⊗̄ρs⊗̄ρs)∗(W ⊗̄1 )∗U , for each s ∈

G, therefore

α̃s(U
∗(W ⊗̄1 )(X⊗̃1 )(W ⊗̄1 )∗U)

= (1I ⊗̄1 ⊗̄m̂s)U
∗(W ⊗̄1 )(X⊗̃1 )(W ⊗̄1 )∗U(1I ⊗̄1 ⊗̄m̂s)

∗

= U∗(W ⊗̄1 )(ws⊗̄ρs⊗̄ρs)∗(X⊗̃1 )(ws⊗̄ρs⊗̄m̂s)
∗(W ⊗̄1 )∗U

= U∗(W ⊗̄1 )((ws⊗̄ρs)X(ws⊗̄ρs)∗⊗̃1 )(W ⊗̄1 )U

= U∗(W ⊗̄1 )(θs(X)⊗̃1 )(W ⊗̄1 )∗U, ∀ s ∈ G.
Hence, we have

γ(α̃s(X)) = θs(γ(X)), ∀ X ∈ (M
GW ∗

o
α

G)
GW ∗

o
α̂

Ĝ and s ∈ G.

We now obtain the following

Proposition 4.17. The bidual action α̃ of G on (M
GW ∗

o
α
G)

GW ∗

o
α̂
Ĝ is transformed

under the ∗–isomorphism γ between (M
GW ∗

o
α
G)

GW ∗

o
α̂
Ĝ and (M′

w)′
GW ∗

⊗
D(M,G,α)

B(L2(G))

to the action θ.
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Finally we want to know whether the crossed productM
GW ∗

o
α
G coincides with

the image of πα̂(M
GW ∗

o
α

G) under the ∗–isomorphism γ. In this regard, we first

have

Lemma 4.18.

{X ∈M
GW ∗

o
α

G; α̂p(X) = X, ∀ p ∈ Ĝ} = {X ∈M
GW ∗

o
α

G; Xηπα((M′
w)′)}.

Proof. Take an arbitrary X ∈ M
GW ∗

o
α

G. Let X = U |X| be the polar de-

composition of X and |X| =
∫∞

0
λdE(λ) the spectral resolution of |X|. Put

Xn = XE(n), n ∈ N. Suppose Xηπα((M′
w)′). Then E(n), Xn ∈ πα((M′

w)′), for

every n ∈ N. Moreover, from [32, Proposition I.4.12] it follows that for all p ∈ Ĝ,
α̂p(E(n)) = E(n) and α̂p(Xn) = Xn, for all n ∈ N. On the other hand, since,

α̂p(Xn) = Xn −→ X, strongly on D(M, G, α) and

α̂p(Xn) = α̂p(X)α̂p(E(n)) = α̂p(X)E(n) −→ α̂p(X), strongly on D(M, G, α),

we have α̂p(X) = X. Conversely, suppose α̂p(X) = X, for every p ∈ Ĝ. Then in
the same way as in the proof of Proposition 3.6, it is shown that α̂p(Xn) = Xn,
for all n ∈ N, which by [32, Proposition I.4.12] implies that Xn ∈ πα((M′

w)′),
for all n ∈ N and the respective sequence converges strongly to X. Hence,
Xηπα((M′

w)′). This completes the proof. �

Proposition 4.19. M
GW ∗

o
α
G = {γ(X); X ∈ (M

GW ∗

o
α
G)

GW ∗

o
α̂
Ĝ, Xηπα̂((M′

w)′o
α

G)}.

Proof. Using Proposition 3.6, Theorem 4.16 and Lemma 4.18, we obtain

M
GW ∗

o
α

G = {Y ∈ (M′
w)′

GW ∗

⊗
D(M,G,α)

B(L2(G)); θs(Y ) = Y, ∀ s ∈ G}

= {γ(X); X ∈ (M
GW ∗

o
α

G)
GW ∗

o
α̂

Ĝ, θs(γ(X)) = γ(X), ∀ s ∈ G}

= {γ(X); X ∈ (M
GW ∗

o
α

G)
GW ∗

o
α̂

Ĝ, α̃s(X) = X, ∀ s ∈ G}

= {γ(X); X ∈ (M
GW ∗

o
α

G)
GW ∗

o
α̂

Ĝ, Xηπα̂((M′
w)′ o

α
G)}.

�

Question: Suppose thatM is a GW ∗–algebra on D in H. Does the following
equality

{X ∈M
GW ∗

o
α

G; Xηπα̂((M′
w)′)} = πα(M)

hold? In the case of a positive answer, Proposition 4.19 can be clearly stated as

M
GW ∗

o
α

G = γ(πα̂(M
GW ∗

o
α

G)).
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5. Crossed products with modular actions

Let M be a closed O∗–algebra on D in H such that M′
wD ⊂ D.

Definition 5.1. An element ξ0 of D is said to be a standard vector forM if the
following statements (1) – (4) hold:

(1) Mξ0 is dense in H.

(2) M′
wξ0 is dense in H.

(3) ∆it
ξ0
D ⊂ D, ∀ t ∈ R, where ∆ξ0 is the modular operator of the achieved left

Hilbert algebra (M′
w)′ξ0.

(4) ∆it
ξ0
M∆−itξ0

=M, ∀ t ∈ R.

Let ξ0 be a standard vector for M. We put

σξ0t (x) = ∆it
ξ0
x∆−itξ0

, x ∈M, t ∈ R.

Then σξ0 := {σξ0t }t∈R is a 1–parameter group of ∗–automorphisms ofM and it is
called the modular action associated with ξ0. Furthermore, sinceM′

wξ0 ⊂ Cσξ0 (D)
and it is dense inH, it follows from Lemma 2.2 that (M,R, σξ0) is anO∗–covariant
system. Hence, as seen in Sections 3, 4, we may consider the crossed products

M
O∗

o
σξ0

R and M
GW ∗

o
σξ0

R. To show that M
O∗

o
σξ0

R and M
GW ∗

o
σξ0

R are independent

of standard vectors ξ0 up to isomorphism in case that M is a GW ∗–algebra, we
introduce the generalized Connes cocycle theorem [13, Theorem 2.5.6]

Lemma 5.2. Let ξ0 and η0 be standard vectors for a GW ∗–algebra M on D in
H. Then there uniquely exists a strongly continuous map R 3 t 7−→ ut ∈ M
such that

(1) ut is unitary, t ∈ R;

(2) ση0
t (x) = utσ

ξ0
t (x)u†t , t ∈ R, x ∈M;

(3) us+t = utσ
ξ0
t (us) = ση0

t (us)ut, t, s ∈ R.

Proposition 5.3. Let ξ0 and η0 be standard vectors for a GW ∗–algebra M on

D in H. Then M
O∗

o
σξ0

R and M
O∗

o
ση0

R, as well as M
GW ∗

o
σξ0

R and M
GW ∗

o
ση0

R are

unitarily isomorphic.

Proof. We define a unitary operator U on L2(R,H) by

(Uξ)(t) := u−tξ(t), t ∈ R, ξ ∈ L2(R,H).

Then

UD0(M,R, σξ0) = D0(M,R, ση0). (5.1)

Indeed, take an arbitrary ξ ∈ D0(M,R, σξ0). Then (Uξ)(t) = u−tξ(t) ∈ D, for
every t ∈ R and the support of Uξ is compact. Furthermore, since

ση0
−t(x)(Uξ)(t) = ση0

−t(x)u−tξ(t) = (by Lemma 5.2 (2)) u−tσ
ξ0
−t(x)ξ(t),

for each x ∈ M and t ∈ R, it follows that R 3 t 7−→ ση0
−t(x)(Uξ)(t) ∈ H is

continuous, which implies that Uξ ∈ D0(M,R, ση0). Hence, UD0(M,R, σξ0) ⊂
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D0(M,R, ση0). Take an arbitrary η ∈ D0(M,R, ση0). Then (U∗η)(t) = u†−tη(t) ∈
D, for every t ∈ R and the support of U∗η is compact. Since,

σξ0−t(x)(U∗η)(t) = σξ0−t(x)u†−tη(t) = (by Lemma 5.2 (2)) u†−tσ
η0
−t(x)η(t),

for each x ∈ M and t ∈ R, it follows that R 3 t 7−→ σξ0−t(x)(U∗η)(t) ∈ H
is continuous which implies U∗η ∈ D0(M,R, σξ0). Hence, U∗D0(M,R, ση0) ⊂
D0(M,R, σξ0). Thus, (5.1) holds. We next show that

U∗πση0 (x)Uξ = πσξ0 (x)ξ, x ∈M, ξ ∈ D0(M,R, σξ0). (5.2)

Indeed, this follows from (U∗πση0 (x)Uξ)(t) = u†−tσ
η0
−t(x)u−tξ(t) = (by Lemma 5.2

(2)) σξ0−t(x)ξ(t) = (πσξ0 (x)ξ)(t), for each x ∈ M, ξ ∈ D0(M,R, σξ0) and t ∈ R.
We shall also prove that

(U∗λ(t)U)ξ = (πσξ0 (ut)λ(t))ξ, ∀ t ∈ R, ∀ ξ ∈ D0(M,R, σξ0), (5.3)

(Uλ(t)U∗)η = (πση0 (u−t)λ(t))η, ∀ t ∈ R, ∀ η ∈ D0(M,R, ση0). (5.4)

Indeed, (5.3) follows from

((U∗λ(t)U)ξ)(s) = u†−sλ(t)(Uξ)(s) = u†−s(Uξ)(s− t)
= u†−sut−sξ(s− t) = (by Lemma 5.2 (3)) σξ0−s(ut)(λ(t)ξ)(s)

= (πσξ0 (ut)λ(t)ξ)(s),

for all ξ ∈ D0(M,R, σξ0) and s, t ∈ R. The statement (5.4) is similarly shown.

By (5.1) – (5.4), we have U∗(M
O∗

o
ση0

R)U =M
O∗

o
σξ0

R. Finally, we show that

U∗(M
GW ∗

o
ση0

R)U =M
GW ∗

o
σξ0

R.

Indeed, by [32, Theorem II.2.3], U∗((M′
w)′ o

ση0
R)U = (M′

w)′ o
σξ0

R. Hence,

U∗(M
GW ∗

o
ση0

R)U = {U∗XU ; X ∈M
GW ∗

o
ση0

R}

= {U∗XU ∈ L†(D(M,R, σξ0)); U∗XUη(M′
w)′ o

σξ0
R}

=M
GW ∗

o
σξ0

R.

This completes the proof. �

We identify R̂ with R itself as usual by setting < s, t >= eits. As seen in
Section 4, the dual action is defined by

σ̂ξ0t (X) = (1I ⊗̄mt)X(1I ⊗̄mt)
∗, X ∈M

GW ∗

o
σξ0

R,

where (mtf)(s) = e−istf(s), f ∈ Cc(R). We show that, in case of M
GW ∗

o
σξ0

R,

{σ̂ξ0t }t∈R is independent of ξ0 up to isomorphism.
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Proposition 5.4. Let ξ0 and η0 be standard vectors for a GW ∗–algebra M on
D in H. Put

δ(X) = U∗XU, X ∈M
GW ∗

o
ση0

R,

where U is as in Proposition 5.3. Then δ is a ∗–isomorphism of M
GW ∗

o
ση0

R onto

M
GW ∗

o
σξ0

R and

σ̂ξ0t (δ(X)) = δ(σ̂η0
t (X)), for all X ∈M

GW ∗

o
ση0

R and t ∈ R.

Proof. It is easily shown that U and (1I ⊗̄mt) commute. Hence, we have

σ̂ξ0t (δ(X)) = (1I ⊗̄mt)U
∗XU(1I ⊗̄mt)

∗ = U∗(1I ⊗̄mt)X(1I ⊗̄mt)
∗U

= U∗σ̂η0
t (X)U = δ(σ̂η0

t (X)),

for each X ∈M
GW ∗

o
ση0

R and t ∈ R. �

By Propositions 5.3 and 5.4,M
GW ∗

o
σξ0

R and (M
GW ∗

o
σξ0

R)
GW ∗

o
σ̂ξ0

R are independent

of ξ0, and so we simply denote σξ0 and σ̂ξ0 by σ and σ̂, respectively.
For any compact subset K of R we put

ξK = ξ0 ⊗ F∗fK and PK = 1I ⊗̄F∗MXKF,
where F is the Fourier transform in L2(R), fK(s) := XK(s)es/2, s ∈ R and
MXKf = XKf , f ∈ L2(R). Then we have the following

Lemma 5.5. ξK ∈ D(M,R, σ) and PK is a projection in (M′
w)′ o

σ
R such that

PKξK = ξK and {PK} ↑ I.

Proof. There exists a sequence {fn} in Cc(R) such that lim
n→∞

‖fn − F∗fK‖ = 0.

Since, ξ0 ⊗ fn ∈ Cσ(D)⊗ Cc(R) ⊂ D0(M,R, σ), for every n ∈ N and

ξ0 ⊗ fn−→
n→∞

ξK ,

‖πσ(x)(ξ0 ⊗ fn)− πσ(x)(ξ0 ⊗ fm)‖ = ‖xξ0‖ ‖fn − fm‖ −→
m,n→∞

0,

for each x ∈M, we have ξK ∈
⋂
x∈MD(πσ(x)) = D(M,R, σ).

Since, PK = 1I ⊗̄F∗MXKF belongs to the von Neumann algebra generated by
{λ(s); s ∈ R}, PK is a projection in (M′

w)′ o
σ
R. It is clear that PKξK = ξK and

{PK} ↑ I. �

Put M = (M′
w)′o

σ
R or M =M

GW ∗

o
σ

R. By Lemma 5.5, for any compact subset

K of R we can define a strongly positive linear functional τK on M by

τK(X) = (XξK | ξK), X ∈M.

Then we have the following
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Lemma 5.6. Let K and K1 be compact subsets of R such that K ⊂ K1. The
following hold:

(1) ‖PKXξK1‖ = ‖PK1X
†ξK‖, for all X ∈M.

(2) τK(X) 5 τK1(X), for all X ∈M+.
(3) τK(σ̂t(X)) = e−tτK+t(X), for all X ∈M and t ∈ R.

Proof. Take an arbitrary X ∈M
GW ∗

o
σ

R. Then there exists a net {Aλ} in (M′
w)′o

σ

R, which converges strongly∗ to X. The statement (1) follows from

‖PKXξK1‖2 = lim
λ
‖PKAλξK1‖2

= lim
λ
τK1((PKAλPK1)∗(PKAλPK1))

= lim
λ
τK1((PKAλPK1)(PKAλPK1)∗)

= lim
λ
‖PK1A

∗
λPKξK1‖2

= ‖PK1X
†ξK‖2

(see also [32, Lemma II.3.4]). The statement (2) follows from

τK1(X) = lim
λ
τK1(Aλ) = lim

λ
{τK(Aλ) + (Aλ(ξK1 − ξK) | ξK!

− ξK)}

= τK(X) + (X(ξK1 − ξK) | ξK1 − ξK)

(see also [32, p. 48]). The statement (3) follows from

τK(σ̂t(X)) = lim
λ
τK(σ̂t(Aλ)) = lim

λ
e−tτK+t(Aλ) = e−tτK+t(X)

(see also [32, p. 49]). �

By Lemma 5.6 (2) we may define a map τ from M+ to [0,∞] by

τ(X) = sup
K
τK(X), X ∈M+.

Then for the W ∗–crossed product (M′
w)′ o

σ
R we have

Lemma 5.7. ([32, Theorem II.3.5]) τ is a faithful semifinite normal trace on
((M′

w)′ o
σ
R)+ such that τ(σ̂t(A)) = e−tτ(A), for each A ∈ ((M′

w)′ o
σ
R)+ and

t ∈ R.

On the other hand, for the GW ∗–crossed product M
GW ∗

o
σ

R we obtain

Theorem 5.8. τ is a faithful normal trace on (M
GW ∗

o
σ

R)+ such that τ(σ̂t(X)) =

e−tτ(X), for all X ∈ (M
GW ∗

o
σ

R)+ and t ∈ R.

Proof. We first show that τ is a trace on (M
GW ∗

o
σ

R)+. Take arbitrary X, Y ∈

(M
GW ∗

o
σ

R)+. For any compact K in R we have

τK(X + Y ) = τK(X) + τK(Y ) 5 τ(X) + τ(Y )
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and so τ(X + Y ) 5 τ(X) + τ(Y ). Furthermore, for any compact K1 ⊃ K, we
have by Lemma 5.6 (2) that

τK(X) + τK1(Y ) 5 τK1(X) + τK1(Y ) = τK1(X + Y ) 5 τ(X + Y ),

which implies that τ(X) + τ(Y ) 5 τ(X + Y ). Hence, τ(X + Y ) = τ(X) + τ(Y ).
It is clear that τ(tX) = tτ(X), for each t ≥ 0.

We next show that τ(X†X) = τ(XX†), for each X ∈ M
GW ∗

o
σ

R. Indeed, take

arbitrary compact subset K of R and X ∈ M
GW ∗

o
σ

R. From Lemma 5.6 (1), we

conclude that

τK(XX†) = ‖X†ξK‖2 = sup{‖PK1X
†ξK‖2; K1 ⊃ K}

= sup{‖PKXξK1‖2; K1 ⊃ K}
5 sup{‖XξK1‖2; K1 ⊃ K}
= sup{τK1(X†X); K1 ⊃ K}
= τ(X†X),

where the suprema are taken over all compact sets K1 ⊃ K. And so τ(XX†) 5
τ(X†X). Similarly, τ(X†X) 5 τ(XX†). Hence, τ(X†X) = τ(XX†). Thus, τ is

a trace on (M
GW ∗

o
σ

R)+.

Since, τ is the supremum of the normal functionals τK , it is normal.
We show that τ is faithful. Indeed, suppose τ(X†X) = 0. Then we have

X(a′ξ0 ⊗ F∗fK) = (a′⊗̄1 )X(ξ0 ⊗ F∗fK) = 0,

for each compact K in R and a′ ∈ M′
w. Now, since {a′ξ0 ⊗ F∗fK ; a′ ∈ M′

w,
K ⊂ R, compact} is dense in L2(R,H), we have X = 0. By Lemma 5.6 (3),

τ(σ̂t(X)) = e−tτ(X), for every X ∈ (M
GW ∗

o
σ

R)+ and t ∈ R. This completes the

proof. �

It is important to consider the following

Question. When is the trace τ on (M
GW ∗

o
σ

R)+ semifinite? Concerning this

question we present

Theorem 5.9. Suppose that the graph topologies tM and tMσ on D coincide,
where Mσ = {x ∈ M; σt(x) = x, ∀ t ∈ R} is the fixed point algebra for σ.

Then PK ∈M
GW ∗

o
σ

R, for each compact subset K in R. Moreover, τ is a faithful

normal semifinite trace on (M
GW ∗

o
σ

R)+.

Proof. Since, tM = tMσ and the family of seminorms {‖·‖x; x ∈Mσ} is directed,
for every x ∈M there exists an element x0 in Mσ such that

‖xξ‖ 5 ‖x0ξ‖, ∀ ξ ∈ D. (5.5)
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We now show that σ is strongly continuous. Indeed, for each x ∈M, ξ ∈ D and
t ∈ R, we have

‖σt(x)ξ − xξ‖ 5 ‖∆itx∆−itξ −∆itxξ‖+ ‖∆itxξ − xξ‖
= ‖x∆−itξ − x∆−it∆itξ‖+ ‖∆itxξ − xξ‖
5 (by (5.5)) ‖x0ξ − x0∆

itξ‖+ ‖∆itxξ − xξ‖
= ‖x0ξ −∆itx0ξ‖+ ‖∆itxξ − xξ‖,

which implies that lim
t→0
‖σt(x)ξ − xξ‖ = 0. Hence, from Proposition 2.9 it follows

that

D ⊗ Cc(R) is dense in D(M,R, σ) w.r.t. the graph topology t
M

GW∗
o
σ

R
. (5.6)

We show now that PKD(M,R, σ) ⊂ D(M,R, σ). Take arbitrary ξ ∈ D and
f ∈ Cc(R). Then there is a sequence {gn} in Cc(R) which converges to F∗MXKFf
with respect to the L2–norm. Since,

ξ ⊗ gn−→
n→∞

PK(ξ ⊗ f) and

‖πσ(x)(ξ ⊗ gn)− πσ(x)(ξ ⊗ gm)‖2 =

∫
‖x(gn(s)− gm(s))∆isξ‖2ds

5 (by (5.5))

∫
‖x0(gn(s)− gm(s))∆isξ‖2ds

=

∫
‖x0(gn(s)− gm(s))ξ‖2ds

= ‖x0ξ‖2
∥∥gn − gm∥∥2

2
−→

n,m→∞
0, ∀ x ∈M,

it follows from (5.6) that PK(ξ ⊗ f) ∈ D(M, G, σ), which implies

PK(D ⊗ Cc(R)) ⊂ D(M,R, σ). (5.7)

Furthermore, for every x ∈M, ξk ∈ D and fk ∈ Cc(R), we have∥∥∥∥πσ(x)PK

(∑
k

ξk ⊗ fk
)∥∥∥∥2

=

∥∥∥∥∑
k

(F∗MXKFfk)(s)∆
−isx∆isξk

∥∥∥∥2

=

∫ ∥∥∥∥x∑
k

(F∗MXKFfk)(s)∆
isξk

∥∥∥∥2

ds

5 (by (5.5))

∫ ∥∥∥∥x0

∑
k

(F∗MXKFfk)(s)ξk

∥∥∥∥2

ds

=

∫ ∑
k,j

(
(F∗MXKFfk)(s)x0ξk |

(
F∗MXMFfj)(s)x0ξj

)
ds

=
∑
k,j

(x0ξk | x0ξj)(F
∗MXKFfk | F∗MXKFfj)
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=
∑
k,j

(x0ξk | x0ξj)

∫
K

(Ffk)(s)(Ffj)(s)ds

=

∫
K

∥∥∥∥∑
k

(Ffk)(s)x0ξk

∥∥∥∥2

ds

5
∫ ∥∥∥∥∑

k

(Ffk)(s)x0ξk

∥∥∥∥2

ds

=
∑
k,j

(x0ξk | x0ξj)(Ffk | Ffj)

=
∑
k,j

(x0ξk | x0ξj)(fk | fj)

=

∥∥∥∥∑
k

x0ξk ⊗ fk
∥∥∥∥2

=

∥∥∥∥πσ(x0)

(∑
k

ξk ⊗ fk
)∥∥∥∥2

,

which by (5.6) and (5.7) implies that PKD(M,R, σ) ⊂ D(M,R, σ) and by

Lemma 5.5 that PK ∈M
GW ∗

o
σ

R.

Now, according to Theorem 5.8, it remains only to show that τ is semifinite.
We put

N0
τ = {X ∈M

GW ∗

o
σ

R; τ(X†X) <∞},

Nτ = {X ∈ N0
τ ; AX ∈ N0

τ , ∀ A ∈M
GW ∗

o
σ

R}.

Then we have PK ∈ Nτ , for each compact subset K of R. Indeed, take any
compact subset K1 of R with K1 ⊃ K. Then by Lemma 5.6 (1), for any A ∈
M

GW ∗

o
σ

R, we obtain

τK1((PKA)†(PKA)) = ‖PKAξK1‖2 = ‖PK1A
†ξK‖2.

Hence, we conclude that

τ((PKA)†(PKA)) = ‖A†ξK‖2 and

τ((PKA)†(PKA)) = τ((APK)(APK)†) = ‖AξK‖2,

which yields PK ∈ Nτ . Furthermore, PK ↑ I by Lemma 5.5. Hence, it follows

that Nτ is strongly dense in M
GW ∗

o
σ

R, i.e., τ is semifinite. This completes the

proof. �

Corollary 5.10. Let D be a Fréchet space equipped with the graph topology tMσ

defined by {‖ · ‖x; x ∈ Mσ}. In particular, let D =
⋂∞
n=1D(hn), where h is a

positive self–adjoint operator such that h � D ∈ Mσ. Then PK ∈ M
GW ∗

o
σ

R,
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for each compact subset K of R and τ is a faithful normal semifinite trace on

(M
GW ∗

o
σ

R)+.

Proof. This is proved by applying the closed graph theorem and Theorem 5.9.
�

Example 5.11. Let {ξn}∞n=0 be the orthonormal basis in the Hilbert space L2(R)
consisting of all normalized Hermite functions. Let q and p be the position and
the momentum operators on the Schwartz space S(R), respectively, and let h be
the number operator. That is,

h =
1

2
(q + ip)(q − ip) =

∞∑
n=0

(n+ 1)ξn ⊗ ξn, (5.8)

where ξn ⊗ ξn stands for the operator ξ 7−→ (ξ | ξn) ξn. Then

S(R) =
∞⋂
n=0

D(h
n
). (5.9)

Let A be the O∗–algebra on S(R), generated by the position operator q, the
momentum operator p, and all bounded functions of h.

Denote by L2(R)⊗̄L2(R) the Hilbert space of all Hilbert–Schmidt operators on

L2(R) with inner product < x | y >= tr(y∗x), x, y ∈ L2(R)⊗̄L2(R). Put

S(R)⊗̃L2(R) = {x ∈ L2(R)⊗̄L2(R); xL2(R) ⊂ S(R)},

π(a)x = ax, a ∈ A, x ∈ S(R)⊗̃L2(R).

Then π is a self–adjoint ∗–representation of A on S(R)⊗̃L2(R) such that

π(A)′w = π′(B(L2(R))) := {π′(a); a ∈ B(L2(R))},
(π(A)′w)′ = π′′(B(L2(R))) := {π′′(a); a ∈ B(L2(R))},

where π′(a)x = xa, π′′(a)x = ax, a ∈ B(L2(R)), x ∈ L2(R)⊗̄L2(R).
Now, for each β > 0, put

Ωβ =
∞∑
n=0

e−nβξn⊗̄ξn.

Then Ωβ is a standard vector for the self–adjoint O∗–algebra M := π(A) on

S(R)⊗̃L2(R) and

σ
Ωβ
t (π(x)) = π(Ωit

βxΩ−itβ ), x ∈ A, t ∈ R

(see [13, Example 2.4.24]). Furthermore, by (5.8) the essentially self–adjoint

operator π(h) is contained inMσ
Ωβ

and by (5.9), S(R)⊗̃L2(R) =
⋂∞
n=0D(π(h)

n
).

Thus, (M,Ωβ, σ
Ωβ) satisfies the conditions of Corollary 5.10. Hence, PK ∈M

GW ∗

o
σ

Ωβ

R, for each compact subset K of R and τ is a faithful normal semifinite trace on

(M
GW ∗

o
σ

Ωβ

R)+.
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Also, for the maximal O∗–algebra L†(S(R)) on S(R) instead of A, the ∗–repre-
sentation π, the standard vector Ωβ for the self–adjoint O∗–algebra π(L†(S(R)))

on S(R)⊗̃L2(R), and the modular automorphism group {σΩβ
t }t∈R (for Ωβ) may be

defined similarly. Then it follows that PK ∈ π(L†(S(R)))
GW ∗

o
σ

Ωβ

R, for each compact

subset K of R and that τ is a faithful normal semifinite trace on (π(L†(S(R)))
GW ∗

o
σ

Ωβ

R)+.

Finally we investigate the structure of type III–like GW ∗–algebras. It is well
known [29, Chapter XII, Theorem 1.1] that if the von Neumann algebra (M′

w)′ is
of type III, then (M′

w)′o
σ
R is of type II∞ and (M′

w)′ is isomorphic to the crossed

product ((M′
w)′o

σ
R)o

σ̂
R. We extend this result to the case of GW ∗–algebras. Let

M be a GW ∗–algebra on D in H. Suppose that the von Neumann algebra (M′
w)′

is of type III. Then there exists a sequence {en}, n ∈ N, of mutually orthogonal
projections in (M′

w)′, such that en ∼ 1I , for every n ∈ N, and
∑∞

n=1 en = 1I [25,
Proposition 4.12]. Since, en ∼ 1I , for every n ∈ N, there exists a sequence {vn},
n ∈ N, of partial isometries in (M′

w)′, such that

en = v∗nvn and 1I = vnv
∗
n, ∀ n ∈ N. (5.10)

By [6, Theorem 5.3] we have the following

Lemma 5.12. Suppose that the graph topology tM on D is defined by a sequence
{‖ . ‖tk ; tk ∈ M} of seminorms such that vntk ⊂ tkvn, for all k, n ∈ N, where
{vn} is as in (5.10). Then M is ∗–isomorphic to the GW ∗–tensor product

M
GW ∗

⊗ B(L2(R)) :=
{
X ∈ L†(D⊗̃L2(R)); X η (M′

w)′
W ∗

⊗ B(L2(R))
}
,

where D⊗̃L2(R) :=
⋂
x∈M

D(x⊗ 1 ).

Theorem 5.13. Let M be a GW ∗–algebra on D in H with a standard vector ξ0.
Suppose that

(1) the von Neumann algebra (M′
w)′ is of type III;

(2) vntk ⊂ tkvn, for all k, n ∈ N, where {vn} is as in (5.10) and {tk} is a
sequence in M defining the graph topology tM.

Then (M′
w)′o

σ
R is a von Neumann algebra of type II∞ and M is isomorphic

to (M
GW ∗

o
σ

R)
GW ∗

o
σ̂

R.

Proof. By Lemmas 4.5 and 4.6 we have

WD(M,R, σ) =
⋂
x∈M

D(x⊗ 1 ) = D⊗̃L2(R),

where W is the unitary operator on L2(R,H) defined by

(Wξ)(t) = ∆itξ(t), t ∈ R, ξ ∈ L2(R,H).
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By Theorem 4.16 and Lemma 5.12, this implies

(M
GW ∗

o
σ

R)
GW ∗

o
σ̂

R ∼= (M′
w)′

GW ∗

⊗
WD(M,R,σ)

B(L2(R))

=
{
X ∈ L†(WD(M,R, σ)); X η (M′

w)′
W ∗

⊗ B(L2(R))
}

=
{
X ∈ L†(D⊗̃L2(R)); X η (M′

w)′
W ∗

⊗ B(L2(R))
}

=M
GW ∗

⊗ B(L2(R))
∼=M.

This completes the proof. �

Under the assumptions (1) and (2) of Theorem 5.13, (M′
w)′o

σ
R has a faithful

normal semifinite trace, but we do not know whether the GW ∗–algebraM
GW ∗

o
σ

R
has a faithful normal semifinite trace. By Theorems 5.9 and 5.13, we have the
following

Theorem 5.14. Let M be a GW ∗–algebra on D in H with a standard vector ξ0.
Suppose that

(1) the graph topologies tM and tMσ coincide;
(2) the von Neumann algebra (M′

w)′ is of type III;
(3) vntk ⊂ tkvn, for all n, k ∈ N, where {vn} is as in (5.10) and {tk} is a

sequence in M defining the graph topology tM.

Then (M′
w)′o

σ
R is a von Neumann algebra of type II∞,M

GW ∗

o
σ

R has a faithful

normal semifinite trace and M is isomorphic to (M
GW ∗

o
σ

R)
GW ∗

o
σ̂

R.

Remark 5.15. Under the assumptions of Theorem 5.14, we have

D⊗̃L2(R) = WD(M,R, σ) = D(M,R, σ).

Indeed, take arbitrary ξ ∈ D⊗̃L2(R) and x ∈ M. Then there exist sequences
{ξk} and {fk} in D and Cc(R) respectively, such that

n∑
k=1

ξk ⊗ fk−→
n→∞

ξ and (x0 ⊗ 1 )(
n∑
k=1

ξk ⊗ fk)−→
n→∞

(x0⊗̃1 )ξ,

where x0 is as in (5.5); therefore,

‖πσ(x)
m∑
k=n

ξk ⊗ fk‖2 =

∫ ∥∥∥∥x∆is

m∑
k=n

fk(s)ξk

∥∥∥∥2

ds 5
∫ ∥∥∥∥x0

m∑
k=n

fk(s)ξk

∥∥∥∥2

ds

=

∥∥∥∥(x0 ⊗ 1 )(
m∑
k=n

ξk ⊗ fk)
∥∥∥∥2

−→
n→∞

0.

Hence, ξ ∈ ( ˜D ⊗ Cc(R))tπσ = D(M,R, σ) and D⊗̃L2(R) ⊂ D(M,R, σ), where

the symbol ( ˜D ⊗ Cc(R))tπσ means completion with respect to the graph topol-
ogy tπσ on D(πσ). The inverse inclusion D(M,R, σ) ⊂ D⊗̃L2(R) follows from
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Theorem 5.14 (1) and the equality∥∥∥∥πσ(x0)
n∑
k=1

ξk ⊗ fk
∥∥∥∥ =

∥∥∥∥(x0 ⊗ 1)
n∑
k=1

ξk ⊗ fk
∥∥∥∥,

where x0 ∈ Mσ and
∑n

k=1 ξk ⊗ fk ∈ D ⊗ Cc(R). Thus, we conclude that
D(M,R, σ) = D⊗̃L2(R).

By Theorems 5.13 and 5.14 , we now have the following

Corollary 5.16. LetM be a GW ∗–algebra on D :=
⋂
n∈ND(hn) with a standard

vector, where h is a positive self–adjoint operator in H such that h�D ∈M. Sup-
pose that (M′

w)′ is a von Neumann algebra of type III and that vnh ⊂ hvn, for all
n ∈ N, where {vn} is a sequence of partial isometries in (M′

w)′ satisfying (5.10).
Then (M′

w)′o
σ
R is a von Neumann algebra of type II∞ and M is isomorphic to

(M
GW ∗

o
σ

R)
GW ∗

o
σ̂

R. Moreover, if h�D ∈Mσ, then M
GW ∗

o
σ

R has a faithful normal

semifinite trace.

We now give an example of a GW ∗–algebra satisfying the assumptions of The-
orems 5.13 and 5.14.

Example 5.17. Let M0 be a von Neumann algebra on H of type III with a
cyclic and separating vector ξ0. Let {en} be a sequence of pairwise orthogonal

projections in M0 such that
∞∑
n=1

en = 1I and en ∼ 1I , for all n ∈ N. Let {vn}

be a sequence of partial isometries in M0 such that en = v∗nvn and 1I = vnv
∗
n,

for all n ∈ N. Suppose that {vn}′
⋂
M0 is a von Neumann algebra of infinite

dimension. Then there exists a sequence {fn} of pairwise orthogonal projections

in {vn}′
⋂
M0, such that

∞∑
n=1

fn = 1I . Then since ‖ξ0‖2 =
∞∑
n=1

‖fnξ0‖2, there exists

a subsequence {fnk} of {fn} such that ‖fnkξ0‖ ≤ e−k, for all k ∈ N. We put
D(h) =

{
ξ ∈ H;

∞∑
k=1

k2 ‖fnkξ‖2 <∞
}

hξ =
∞∑
k=1

kfnkξ, ξ ∈ D(h).

Then h is a positive self–adjoint unbounded operator affiliated with {vn}′
⋂
M0.

Furthermore, we define a GW ∗–algebra M on D as follows: D := D∞(h) =

{
ξ ∈ H;

∞∑
k=1

kl ‖fnkξ‖2 <∞, ∀ l ∈ N
}

M :=
{
x ∈ L†(D), x ηM0

}
.

Then ξ0 ∈ D andM is a GW ∗–algebra on D in H overM0 with standard vector
ξ0. Moreover, vnh

m ⊂ hmvn, for all n,m ∈ N. Thus, M satisfies all assumptions
of Corollary 5.16.
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In case that {vn}′ ∩Mσ
0 is a von Neumann algebra of infinite dimension, we

can similarly construct a positive self–adjoint unbounded operator affiliated with
{vn}′

⋂
Mσ

0 and a GW ∗–algebra M on D∞(h) with a faithful normal semifinite

trace such that M and (M
GW ∗

o
σ

R)
GW ∗

o
σ̂

R are isomorphic.
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21. K. Schmüdgen, Unbounded Operator Algebras and Representation Theory, Birkhäuser–
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