
CROWDMOS: AN APPROACH FOR CROWDSOURCING MEAN OPINION SCORE STUDIES

Flávio Ribeiro1, Dinei Florêncio2, Cha Zhang2 and Michael Seltzer2

1 Electronic Systems Engineering Department, Universidade de São Paulo, Brazil
2 Microsoft Research, One Microsoft Way, Redmond, WA, 98052

ABSTRACT

MOS (mean opinion score) subjective quality studies are used to
evaluate many signal processing methods. Since laboratory qual-
ity studies are time consuming and expensive, researchers often run
small studies with less statistical significance or use objective mea-
sures which only approximate human perception. We propose a
cost-effective and convenient measure called crowdMOS, obtained
by having internet users participate in a MOS-like listening study.
Workers listen and rate sentences at their leisure, using their own
hardware, in an environment of their choice. Since these individuals
cannot be supervised, we propose methods for detecting and dis-
carding inaccurate scores. To automate crowdMOS testing, we offer
a set of freely distributable, open-source tools for Amazon Mechan-
ical Turk, a platform designed to facilitate crowdsourcing. These
tools implement the MOS testing methodology described in this pa-
per, providing researchers with a user-friendly means of performing
subjective quality evaluations without the overhead associated with
laboratory studies. Finally, we demonstrate the use of crowdMOS
using data from the Blizzard text-to-speech competition, showing
that it delivers accurate and repeatable results.

Index Terms— crowdsourcing, subjective quality, mean opinion
score, MOS, MUSHRA, mechanical turk, crowdMOS.

1. INTRODUCTION

Subjective listening tests are generally regarded as the most reliable
and definitive way of assessing audio quality. In the 1990s, several
types of listening tests commonly used in telephony were standard-
ized in ITU-T P.800 [1]. The most popular of these is the absolute
category rating (ACR) test, in which a volunteer is asked to rate au-
dio files using the discrete 1-5 scale presented in Table 1. This ACR
test became the standard for subjective audio quality, and is com-
monly referred to as the MOS (mean opinion score) test. Since then,
other ACR tests were proposed with different scales and for other
domains (e.g. [2, 3]).

In general, subjective quality measures require that:

1. there are enough listening subjects of sufficient diversity to
deliver statistically significant results;

2. experiments are conducted in a controlled environment with
specific acoustic characteristics and equipment;

3. every subject receives the same instructions and stimuli.

The degree to which one follows these requirements strongly deter-
mines the accuracy and repeatability of a study. However, the moti-
vation to produce an accurate MOS test is often outweighed by the
pressure to make it affordable and practical. Indeed, it is not trivial to
assemble panels of pre-screened listeners, and have them rate sam-
ples in a laboratory conforming to the recommendations. Thus, the
costs associated with laboratory MOS testing often lead researchers
to only run informal subjective opinion tests or to use objective qual-
ity measures, such as PESQ [4].

Table 1. MOS (ACR) scores

Rating Quality Distortion

5 Excellent Imperceptible

4 Good Just perceptible, but not annoying

3 Fair Perceptible and slightly annoying

2 Poor Annoying, but not objectionable

1 Bad Very annoying and objectionable

Objective quality measures are convenient because they do not
have the costs associated with human subjects. On the other hand,
each objective measure is only designed to estimate specific quality
aspects and is tuned to map to a unique dataset. Thus, an objective
measure will only produce predictable results for the listening envi-
ronment, error conditions and impairments it was developed for. In
particular, conventional PESQ was developed for telephone speech
applications, and variants are needed for other domains; also, it has
been shown to incorrectly estimate MOS in the presence of jitter
buffer adjustment, packet loss concealment and other nonlinear pro-
cessing [5, 6].

In this paper, we propose a class of subjective listening tests
which are obtained by relaxing requirement (2) listed above. Instead
of running a MOS test in a controlled environment, we outsource this
task to workers from an internet crowd, obtaining a measure we call
crowdMOS. Several companies provide elements to help facilitate
or intermediate this crowdsourcing, with the most famous probably
being Amazon Mechanical Turk [7], which we use in our approach.
Recruited workers conduct listening experiments at their leisure, us-
ing their own hardware. They are typically non-experts drawn from
a pool of hundreds of thousands of individuals distributed around
the world. Thus, a crowdMOS study can easily have a much larger
and more diverse pool than a traditional MOS study, at a significantly
lower cost. On the other hand, crowdMOS has to deal with the work-
ers’ lack of supervision and uncontrolled environment. Even though
we provide financial incentive for workers to deliver high quality re-
sults, they have no obligation to do so. Thus, we propose a screening
process to detect and discard inaccurate or malicious submissions.

A useful byproduct of crowdMOS is a two-way random effects
model for MOS, which we propose to reliably determine confidence
intervals (CIs). While performing a literature review, we noticed
that it is not widely acknowledged how to compute CIs for MOS.
Many studies present no CIs, and others make incorrect assumptions
about the independence of scores, producing CIs that are extremely
optimistic. With crowdMOS, one can easily and reliably compute
CIs for a wide range of experiments.

Even though crowdsourcing has become quite popular for user
studies, to our knowledge the previous work involving subjective
quality assessment has only focused on paired comparison [8]. Our
preference for MOS is three-fold: (i) while paired comparison can
be very useful to determine the relative performance of two methods,
if the objective is to have absolute scores on an 1-5 scale, then us-
ing paired comparisons will require much more data to obtain results
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with the same statistical significance; (ii) in a MOS test, listeners can
be instructed to rate according to given references, thus producing
calibrated scores; (iii) MOS is the most popular measure for subjec-
tive quality, and we aim to maintain compatibility with previous re-
search. Our proposal is also unique since it provides an open-source
set of tools1, making it more accessible and customizable. For ex-
ample, we recently extended the crowdMOS tools for image quality
assessment [9] and region of interest determination [10].

Our experiments show that crowdMOS is a very reliable method
for evaluating subjective audio quality when expert training is not
required. By modeling preference variation across users, intrinsic
quality variation across test files and subjective uncertainty, crowd-
MOS provides an accurate measure of statistical significance, which
can be combined with the scalability of crowdsourcing to design
studies with a desired level of accuracy.

The remainder of this paper is organized as follows: Section 2
shows how we design crowdsourcing experiments to maximize accu-
racy and worker throughput. Section 3 describes test methodologies,
and how scores are modeled and analyzed for statistical significance.
Section 4 presents an application using data from the Blizzard text-
to-speech challenge [11], in which we compare our crowdsourced
subjective measures with Blizzard’s laboratory study. Finally, Sec-
tion 5 has our conclusions and future work.

2. CROWDSOURCING WITH MECHANICAL TURK

2.1. Elements of Mechanical Turk

Amazon Mechanical Turk (MTurk) [7] is a service designed for con-
necting prospective workers and requesters using a web interface.
Jobs are known as human intelligence tasks (HITs), and are typically
designed to be very simple. Indeed, most HITs can be completed in
under a minute, and workers are rewarded per submitted HIT us-
ing a micropayment scheme. Submitted HITs can be rejected, in
which case the worker does not get paid. Requesters can also award
bonuses to workers who have submitted high quality work.

Each HIT is typically designed to look like a web page, with
form elements where the worker can provide answers. For crowd-
MOS, the HIT contains instructions, followed by audio players which
are used to reproduce the samples. Next to each audio player there
are controls to enter scores. We typically design HITs to require be-
tween one and two minutes of working time, which is in line with
most MTurk tasks.

2.2. Effective crowdsourcing

The procedure to run a study using the crowdMOS tools [12] con-
sists of: (1) obtaining a set of files which one wishes to score on
a subjective ACR scale; (2) choosing the experiment design, as de-
scribed in Section 3.1; (3) setting parameters such as HIT reward and
bonus; (4) using the tools to automatically create HITs on MTurk;
(5) using the tools to retrieve, update, analyze and automatically ap-
prove/reject submitted HITs.

In MTurk, workers have thousands of jobs to choose from. Thus,
to obtain a significant number of answers, we design HITs with a
low entry barrier and provide adequate incentive for participation.
This section describes the experiment design used by the crowdMOS
tools to maximize the quantity and quality of the answers.

A MTurk requester can require workers to pass a qualification
test before working on his HITs. When designing crowdMOS, we
experimented using qualification tests, which required workers to
score two samples (one obviously good, the other obviously bad)

1Available online at http://research.microsoft.com/crowdmos/.
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Fig. 1. HIT throughput for different strategies

according to instructions and reference samples. This test discour-
aged most workers from accepting our HITs, since there are numer-
ous other HITs which offer no such barrier. Since it was very easy,
it probably did nothing to improve the quality of our results. Thus,
crowdMOS uses no qualification tests, and HITs only feature a link
to a page with instructions.

Workers are often hesitant to participate in subjective studies out
of fear their work might be rejected automatically by statistical anal-
ysis software. Unfair requesters can easily get a bad reputation, since
workers have forums and social networks. Thus, crowdMOS uses
very conservative thresholds for automatically rejecting HITs, as de-
scribed in Section 3.2.

After some experimentation, we designed a user interface to max-
imize worker throughput. For example, we do not allow submission
of incomplete HITs, use radio buttons instead of drop-down boxes,
since with radio buttons all options are visible, and selection requires
only one click.

We successfully ran studies with rewards ranging from $.05/HIT
to $.10/HIT, for HITs requiring about 90 seconds to complete. To
motivate users to continue working, we paid a bonus of $.05/HIT if a
user submitted more than a given number of HITs. To promote qual-
ity, we ranked scores according to their correlation coefficient, and
paid a bonus of $.10/HIT if they were in the top 50%, and an addi-
tional $.10/HIT if they were in the top 10%. A careful worker could
thus potentially earn up to $.30/HIT or around $12/hour, which is a
generous payment for MTurk. While it would have been possible to
use smaller bonuses and thus lower costs, this would have impacted
throughput, which we highly valued for these studies.

Fig. 1 shows the HIT submission throughput for a few experi-
ments. One obtains a dramatic effect by awarding bonuses, having
clear instructions and a well designed user interface, as provided by
the crowdMOS tools.

3. EXPERIMENT DESIGN AND ANALYSIS

3.1. Experiment methodologies

A given subjective study is meant to detect specific types of impair-
ments, whose intensity must be within the discrimination capacity of
the listeners. Current consumer-level equipment easily allows one
to evaluate impairments for low and intermediate quality audio, en-
abling a wide variety of studies. In this section we briefly describe
the approaches implemented for subjective evaluation, which draw
heavily from existing recommendations.

CrowdMOS is inspired by the ACR test from ITU-T P.800 [1].
An algorithm’s crowdMOS is intended to be an absolute measure of
subjective quality. It is implemented by having listeners rate sam-
ples drawn at random from a pool, under the constraint that the same
HIT never contains two samples created from the same test signal
(for example, the same utterance). Thus, the listener is not tempted
to give relative scores. An instructions page presents Table 1 and
also shows examples of files with scores ranging from 1 to 5 for the
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application of interest (text-to-speech, speech coding, dereverbera-
tion, etc.), which are intended to anchor each worker’s scores.

We also implement a crowdsourced version of ITU-R BS.1534-1
[3], also known as MUSHRA (multi-stimulus test with hidden refer-
ence and anchor). MUSHRA was designed to deliver better discrim-
ination capacity by having listeners always compare samples created
from the same test signal. Furthermore, the unprocessed (reference)
sample is presented to the user before the processed files, and is la-
beled with a 5.0 score. An anchor is generated by low-pass filtering
the reference, and the test features a hidden copy of the reference
and of the anchor hidden among the other samples.

3.2. Score determination and screening

Since MTurk workers are unsupervised, post-screening is needed to
validate their answers. Fortunately, workers have little incentive to
submit intentionally misleading results, because their percentage of
rejected HITs is used as a qualification requirement by almost every
requester. Furthermore, a malicious worker can be easily blocked by
requesters and automatically banned by MTurk. Thus, workers have
a strong incentive to produce large amounts of consistent results.

Nevertheless, screening is important because listeners may not
be working in a suitable environment or using appropriate audio
hardware. At the beginning of each HIT, the worker is asked if he
is using in-ear headphones, over-the-ear headphones, desktop speak-
ers or laptop speakers. Workers using loudspeakers generally have
smaller discrimination capacity than users wearing headphones. One
cannot require workers to always wear headphones, as there is no
way to enforce this requirement. Thus, we only inform workers that
it is much easier to deliver high quality results (and receive a bonus)
if they wear headphones.

Assume we are evaluating K algorithms using M sentences. All
sentences are processed by all algorithms, producing KM samples
which are rated by N workers. In laboratory user studies, volunteers
can be instructed to always score a precise subset of samples. In
crowdMOS, we have no such choice, since HITs are assigned ran-
domly, and a worker can quit at any time. To measure the statistical
significance of the result we use 95% confidence intervals (CIs) for
the algorithm mean score. To obtain CIs we use the approach de-
scribed below.

Consider a fixed algorithm of interest whose mean score μ we
wish to estimate. Let μmn be the score given to sentence m by
worker n, with 1 ≤ m ≤ M and 1 ≤ n ≤ N . To determine CIs for
a wide variety of experiments, we use the two-way random effects
model given by

μmn = μ + xm + yn + zmn

xm ∼ N `
0, σ2

s

´

yn ∼ N `
0, σ2

w

´

zmn ∼ N `
0, σ2

u

´
,

where σ2
s , σ2

w, and σ2
u model the diversity of intrinsic sentence qual-

ity, diversity of worker preference, and subjective uncertainty (σ2
s ,

σ2
w and σ2

u depend on the algorithm). To simplify this discussion
and the notation, assume there are no missing scores (the crowdMOS
tools make no such assumption, and also account for cases when the
formulas below degenerate). We then have the estimates

μ̂ =
1

MN

NX
n=1

MX
m=1

μmn

σ̂2
w + σ̂2

u =
1

M

MX
m=1

var (μm,1, ..., μm,N )

σ̂2
s + σ̂2

u =
1

N

NX
n=1

var (μ1,n, ..., μM,n)

σ̂2
s + σ̂2

w + σ̂2
u = var (μ1,1, ..., μM,N ) .

σ̂2
s , σ̂2

w and σ̂2
u can be obtained from the above using a least-squares

estimate (if there are missing scores, σ̂2
w + σ̂2

u and σ̂2
s + σ̂2

u can
be determined by averaging sample variances over smaller blocks of
fixed size). An estimate of the mean score variance is given by

var [μ̂] =
σ̂2

s

M
+

σ̂2
w

N
+

σ̂2
u

MN
.

(Note that the factors 1/M , 1/N , and 1/MN change if there are
missing scores.) To exactly determine the 95% CI for μ̂, one must
integrate the PDF of the sum of 3 scaled t-distributed random vari-
ables with M −1, N −1 and MN −1 degrees of freedom, which is
quite inconvenient to determine. Instead, the crowdMOS tools use a
slightly more conservative CI for μ̂ given by

h
μ̂ − t

p
var [μ̂], μ̂ + t

p
var [μ̂]

i
,

where t is the appropriate percentile from a t distribution with
min (N, M) − 1 degrees of freedom.

To validate this approach, we used an experiment where all the
scores were available and compared the obtained CIs with those
produced by percentile bootstrap resampling [13] (a non-parametric
method), with very similar results. Our approach is much more con-
venient, since unlike bootstrap resampling, it can be easily extended
to work with missing values and does not require a computationally
intensive procedure.

Once enough scores have been submitted, the tool can perform a
post-screening procedure to automatically approve and reject HITs.
To do so, it computes the global MOS values μ̂k and the worker

MOS values ν̂k
n = 1

M

PM
m=1 μk

mn, for 1 ≤ k ≤ K and 1 ≤ n ≤
N . Let

rn =
cov

`
μ̂1, ..., μ̂K ; ν̂1

n, ..., ν̂K
n

´
p

var (μ̂1, ..., μ̂K)
p

var (ν̂1
n, ..., ν̂K

n )
,

which is the sample correlation coefficient between the MOS esti-
mates from worker n and the global MOS estimates. If rn < 0.25
(which is an arbitrarily chosen, conservative threshold), all HITs
from worker n are rejected. HITs which were submitted too quickly
to have been listened to are also rejected. All rn values are recom-
puted for the remaining HITs, and workers are ranked in decreasing
order of rn. Workers are then awarded the bonuses described in Sec-
tion 2.2.

4. APPLICATION: THE BLIZZARD TTS CHALLENGE

The Blizzard Challenge [11] is an evaluation of corpus-based speech
synthesizers. For this experiment, we compared 17 speech synthesis
algorithms and a human speech reference, corresponding to Bliz-
zard’s EH1 task (English speech generated from a 15 hour dataset).
We restricted this comparison to Blizzard’s MOSnews listening test,
in which users rate the naturalness of synthesized speech for the
"news" domain, using a discrete 1-5 scale. The comparison is made
using 18 sentences, such that the full set consists of 324 sentences
lasting 3-5 seconds each. We compare our results with two Blizzard
studies: one generated by paid UK undergraduates in a controlled
environment and the other generated by online volunteers (not re-
lated to MTurk).

In our studies, users scored 8-10 samples per HIT, and could
work until they scored all 324 sentences. Results are presented in
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Fig. 2. Comparison between crowdMOS and official Blizzard scores, with 95% confidence intervals

Table 2. Experiment sizes

Experiment # of Scores # of Listeners

crowdMOS 1 (headphones) 4410 20

crowdMOS 2 (headphones) 8307 35

crowdMOS 2 (loudspeakers) 3831 17

Blizzard Paid Participants 1440 80

Blizzard Online Volunteers 558 31

Table 3. Correlation with Blizzard Paid Participants

Experiment r

crowdMOS 1 (headphones) 0.95

crowdMOS 2 (headphones) 0.92

crowdMOS 2 (loudspeakers) 0.78

Blizzard Online Volunteers 0.94

Fig. 2 with 95% confidence intervals. To measure repeatability, we
ran two crowdMOS studies (crowdMOS 1 and crowdMOS 2), each
with a budget of approximately $200. Note that this comes out to
$200/18 ≈ $11/algorithm. Thus, typical MOS studies that only
compare a few algorithms would be much cheaper to perform. 64%
(76%) of the scores in crowdMOS 1 (crowdMOS 2) were generated
by workers who did not participate in crowdMOS 2 (crowdMOS 1).
Nevertheless, results from the two studies are very closely matched,
with a correlation coefficient of 0.99. Scores are also consistent with
those from Blizzard’s paid workers, except for algorithms T and W.

By listening to the Blizzard dataset, one notices that samples
from algorithms T and W distinguish themselves by having a very
narrowband sound, but by otherwise having no glaring artifacts or
cadence problems. Untrained listeners equipped with commodity
hardware should find algorithms T and W quite acceptable. On the
other hand, the narrowband characteristic would definitely set them
apart if compared using laboratory equipment. Results from crowd-
MOS 2 from workers listening with loudspeakers support this con-
clusion. Indeed, their scores for algorithms T and W are significantly
higher, indicating that they do not notice the low-pass characteristic
and thus do not consider the speech to be excessively unnatural.

5. CONCLUSION

In this paper we described crowdMOS, a crowdsourced measure
for subjective audio quality. It was designed to deliver statistically
meaningful results with costs which are at least an order of magni-
tude smaller than laboratory MOS. Indeed, we ran experiments with
a cost of about $10/algorithm.

CrowdMOS applies to studies where impairment can be detected

without high-end hardware, and expert training is not required. Thus,
it can be used to complement or replace objective quality measures in
preliminary quality assessments, where a rigorous laboratory MOS
test is not yet justified, yet a subjective assessment is highly desir-
able. It also has the characteristic (and potential advantage) of hav-
ing random real world users with commodity hardware in their own
environments. Because these are typical users, the differences be-
tween laboratory MOS and crowdMOS are likely to highlight what
is most important or noticeable to real users.

This work also provides an open source set of tools designed to
carry out subjective opinion experiments in a customizable and user-
friendly way, completely shielding the researcher from the details
surrounding crowdsourcing or Mechanical Turk, and from the book-
keeping required for user studies. We have briefly illustrated the use
of these tools to obtain subjective quality measures for the Blizzard
Challenge 2009 dataset. They can be easily modified to run other
subjective experiments for signal processing, which are the subject
of ongoing work.
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