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Abstract. We introduce new techniques for generating and reasoning 
about protocols. These techniques are based on protocol transformations 
that depend on t he  nature of t he  adversaries under consideration. We 
propose a set of definitions that, captures and unifies the intuitive notions 
of correctness, privacy, and robustness, and enables us to give concise and 
modular proofs that  our protocols possess these desirable properties. 
Using these techniques, whose major purpose is to  greatly simplify the 
design and verification of cryptographic prot,ocols, we show how to con- 
struct  a multiparty cryptographic protocol t,o compute any given fcasi- 
ble function of the parties’ inputs. We prove that our  protocol is secure 
against the malicious actions of any adversary, limited to feasible compu- 
tation, but  with the power to eavesdrop on all messages and to corrupt 
any zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAd y n a m i c a l l y  c h o s e n  minority of the parties. This is the first proof 
of sccurity against dynamic adversaries in the “ciyptogidp1iiL” 1nodel 

of multiparty protocols. We assume the existeuce of a one-way function 
and allow the participants to erase small portions of memory. Our result 
combines the superior resilience of the cryptographic setting of [GMW87] 
with the stronger (dynamic) fault pattern of the “noii-cryptographic” 
sett ing of [BGW88,CCD88]. 

1 Introduction 

A large body of recent work in distributed computing has addressed the problem 
of constructing protocols whereby zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAn parties can cooperatively compute a function 
of n arguments, each secretly held by one party. RiIucli of this work can be clas- 
sified either as the “cryptographic” approach or as the “non-cryptographic” ap- 
proach. In the non-cryptographic scenar io,  one posits the existence of a complete 
network of private communications channels connecting all pairs of users, some- 
thing that may not exist in practice. In this optimistic situation, [ lo ,  12, 26, 31 

have shown that one can tolerate misbehavior by any dynamically chosen col- 
luding minority of faii l ty p layws In the cryptographic sceiiario, on the other 
hand, we rely on unproven assumptions about the complexity of certain compu- 
tational problems instead of on “physical” assumptions about the network. Here 
again, [23, 241 have shown that one can tolerate faulty behavior by a minority of 
the players, but the proof techniques in the literature seem to require that  the 
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subset of misbehaving parties be chosen "statically," tha t  is a t  the  beginning of 
the protocol execution. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Oiir contribution. We introduce a new technique for enhancing the security 
of mult iparty protocols. Beginning with an "idcal protocol" for zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA3 cornpiitational 
problem, we proceed by a sequence of rcduct,ions in ort lpr t o  generate a masirnally 
secure protocol. One result we can achieve by this technique is to  combine t h P  
virtues of the best known constructions for both the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcryp tograph ic  and the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA71011- 

cryp logrnph ic  scenarios, so that we are d ) l ?  to achieve all desired properties of 
a mult iparty protocol for the evaluation of any  feasihle probabilistic function 
on private inputs: our protocol does riot require private channels! it tolerates 
a fully dynamic, ful ly Bymi l t ine adversary, and it is very simple to describe. 
Wit,h novel, concise, and penetrating definitions, our techniques support direct, 
modular proofs tha t  provide a deep un~lers t~anding not, only of the bourrds of 
cryptographic protocols but of t.he nature of security itself. 

Defining security; zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAdesirable properties; pruvh ig  security. I n  the past few 
years many different mult iparty protocols have heen proposed [23, 24,  17, 10: 12, 
2,  28, 3 ,  7 ,  161 for various p~~rposc".  aucI authors have given scparate arguments 
for the correctness, privacy, resilience, iiidepi'iiclt;nce, fairness, robustness, siniul- 
taneity, etx. of the comput~ations performed hy t(1irse protocols. It can be very 
difficult to compare different a t tompts to define the same property, let, alone to 
compare the (more or less formal) definitions of these different properties. Con- 
tinuing the work of [s, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 ,  61, our iicw tIefinit,joiis eiiahle 11s t,o write surprisingly 
simple and clear proofs of the security of i n a n y  of the protocol transformations 
in the lit,erature-including, of course, t,lie i iew ones we iiitroduce i n  this zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAdr- 
st ract .  Following Clior and R.ahin [13], wc a,rguc tha t  "in the slippery husiticss 
of distvihut~ed cryptographic protocols, simpler proofs arc important." 

T h e  introduction of zero-knowledge proofs [21] made two impor tant  contri- 
butions to  t,he field of cryptography: first,- t,lif, t i f ' w  idea of proving a n  asscrtiotl 
to he true witliout giving away m y  aclditioiial information; and second, the 
technical insight tha t  fea.sible simulatahility is a good way to talk about and 
reason about "iiot giving away infortnatiori." The idea of zero-knowledge proofs 
inspired much fruitful resea.rcli. resulting i i i  riraiiy new procedures. In trying to 
sta.te the properties of these procedures p r ~ i s e 1 y ,  researchers have had trouble. 
Distracted, as i t  were, tiy the technical tlifficultics of simulation, they have beell 
drawn away froin the main point,, which is to  achieve: in the absence of trusted 
parties, various goals that  would he easy t,o achieve i l l  a world where t.rustcd 
hosts of various sorts were availal,le. 

Here, we get back to the point. \Ve descrit-te a wa.y to formally compare two 

different protocols, atid then we compare any proposed protocol to the ideal 
protocol-usually ridiculously easy to desigii-that one can write for an ideal 
world t1ia.t (by f i a t )  includes t,rusted hosts. Zero-knowledge uses Yao's notion of 
indistinguishability of ensembles [31] i n  reasoning a.bout feasible simulat,ion. Our 
definitions and proof techniques use indistiiiguislia.hility to reason not just  about  
the 27~furmntZoa~ a n  adversary can glean froni a protocol execution but also about  
the ZnJluence the adversary can Iia.ve on t,lie course of ail execution. 
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Static zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAUS.  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAdynamic adversaries. The difference between tolerating stat ic and 
tolerating dynamic adversaries is crucial to distributed system security. I t  is in- 
conceivable tha t  in exactly the scenario where all the transmitted information is 
exposed to  the adversary (even though in an encrypted form), the adversary is 
not allowed to  take advantagc of this in its corruption policy. The major difficulty 
in the case of cryptographic protocols is that ,  having access to on-line commu- 
nication, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa. dynamic adversary’s behavior can depend on this communication in 
an unpredictable manner. Standard simulation arguments fail, preventing even 
a proof of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAp r i v a c y  against a dynamic adversary from having appeared in the 
literature (despite claims of dynamic security (cf. i23, 161)). 

I t  has recently come to the authors’ atber ih r i  that cryptographic techniques 
similar to  ours have been used previously to address the question of simulat- 
ing private-channels protocols in the cryptographic model [15]. However, this 
work was not primarily concerned with the question of properly defining the 
desired security, and the proof sketches a r e  stated in terms of rather incomplete 
definitions. 

With clear and siniplt: defiriilions and proof techniques, we are able to  de- 
scribe a simple protocol transformation demonstrating that if processors can 
erase very small portions of memory, then any zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAresrr/t deceloped f o r  i he  non- 

c r y p l o g r a p h i c  model h o l d s  also f o r  t h e  cryptographic model, e w n  in t h e  p r e s e n c e  
of dynamic adversariPn 

Efficiency. Our protocol transformation is remarkahlJ- efficient in terms of over- 
head. The simplifying but unrealistic assumption that private channels exist 
provides efficient protocols for the non-cryptographic model; our transformat,ion 
preserves the simplicity of non-cryptographic protocols while deftly handling the 
difficulties encountered in proof techniques for the cryptographic scenario. At lit- 
tle aclditiorial cost we supply the guarantee of prorclble security with the ease of 
simple protocol design. 

Remarks. From a practical standpoint, our assumption that processors may 
erase memory is far less unreasonable than absolutely private channels, given 
physical circuits with volatile memory that is destro>-ed upon tampering. Our 
transformations require each processor to erase a ver? small portion of memory, 
on the order of the  size of the keys needed to encrJ-pt or decrypt messages. 

Our purpose in this abstract is, first, to demonstrate the power of our new 
technique to generate and reason about protocols; second, to apply the technique 
in order t o  show tha t  it is possihlt t,n achieve security against zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa fully dynamic ad- 
versary in the cryptographic scenario; and, third, to prove that we have achieved 
this level of security. 

Contents. Section 2.2 defines relative resilience, our main new technical tool; 
52.3 proves some support ing theorems; $3 describes modular protocol transfor- 
mations and proves tha t  they produce a secure protocol. Details of our proofs 
are contained in the  appendix. 
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2 Definitions and proof techniques 

2.1 Background mechanics 

~ackgrouritl. Let zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAC zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= ( 0 ,  l }  with symbols such as delimiters (#) eticoded in 
a natural way. Let zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[ n ]  = (1, .  . . , n }  and let zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx = (21,. . . , z n > .  Let d i s t ( X )  be 
the  set of distributions on zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBArz sct X (normally finite), arid let uni form(X)  he 
the uniform distribution. Let PPTM be t,he set of probabilistic polynomial-time 
TM’s. Let PFF be the set of functions mapping -+ dist((C‘n)n) t,hat 
are described by poly-size circuit families { C p ( n ,  in)} where each circuit has a 
certain number of distinguished, “random” inputs. 

T h e  difference J P  - &I  between distributions P,& E d is t (X )  is zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcx lPrp [z] - PrQ [.]I. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA probabilistic function is a function whose range 
contains distributions, namely f : .A‘ --- d is t (Y ) .  The composition of proh- 
abilistic functions y and f is given by Prso,,(Tl zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[ 2 ]  = C, Pr,(z) [y] Pig(,) [z] .  
An cnscmhlc is a probabilistic fur ict, ion P : 2 7  x N - d i s t ( r )  such t’hat 
Prp[*,k) [z] = 0 for 1x1 > zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAk‘ arid some fisrtl e .  Two ensembles P and Q are 
computationally iiitlistiiigiiishablc (P ‘v (2) if 

(VT  E PPThl)(V‘C > o ) ( g k u ) ( v k  2 ko) ( ‘d .? )  IT(r(.?, k)) - T ( Q ( z ,  k))/ < k-‘ 

where T(D) indicates the probability Y‘ outpiits 1 on input distribution D. TWO 
fr/,m,iliEs of ensembles { 1-i } arid { Qi} arc uniforrnly3 coiiiputatiuiially iiidis- 

tiiiguisliable if 

(VT E PPTM)(VC > o) (~~, ) (vx :  2 b o ) ( v 2 )  (VJi) / T ( J J ~ ( E ~ ~ ) )  - ~ ( ~ i ( r ,  k))I  < k - ‘ .  

Cryptographic tools. When we takr a protBocol designed for a network with 
private chaniiels and try to implcment i t  wit)liout such channels, the only method 
we have available t,o send private messages is to use cryptogra.phic means. Thcrc- 
fore, i n  order to prove the security of our protocols, we shall make the complexity- 
theoretic assumption tha t  one-way trapdoor permutations exist. Let, pkc 
denote a key generator for a polynornially secure probabilistic public-key en- 

cryption scheme [20]; t8his is a probabilistic algorithm tha t ,  on  input l K  and 
K ( K )  random bits, produces an  (encrypt,ion key, decryption key) pair tha t  we 
write ( E ,  D ) .  For an encryption key E ,  we write c = E ( m ,  p )  for an  encryption of 
message nz using random bils p .  Let prg denote a cryptographically strong 

pseudorandom number generator , an algorit,hm ma.pping Ii’ bits to R ( I i )  
hits [27, 261. We will also make use of zero-knowledge proofs of knowledge; 

in our  application, tjliese will be proofs of knowledge of m performed by the 
sender of a ciphertext c = E(rn,p) [11, 30,  19, 91 

Networks and protocols. A player is an interact#ive PPTM having a random 
tape,  input tape, output  ta.pe, and work tape. The  1 /0  tapes may encode several 
( n )  different tapes for communicat,ion with several machines. T h e  superstate Si 
of player Mi is a string describing its fir1it.e cotit,rol. current s ta te,  a.nd contents of 

Uniform” refers t o  uiiiform convergrlice. not ‘l’hl-computability. 3 <( 
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all tape squares read or written so far. W i th  messages zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAp (  1, , . . , p(nl  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAi) written 
on its input tape, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAIll, induces a transition b(S;! p( 1: i )  . . . p ( n ,  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAi ) )  = (Sil zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAP ) ~  where 
p is a l ist of outgoing messages to be sent on specific communication channels. 

A channel is a probabilistic function C : zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAc" - d i ~ t ( ' , , ? ~ ' ~ ' ~ * ) .  For ex- 
ample, a private channel from i to j satisfies Prc,m) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[{(zlj, m)} ]  = 1, while a 
broadcast channel from i is Prqm)  [{(i, 1, m), . . _ .  ( i ,  n ,  m)}]  = 1. Other chan- 
ncls, such as oblivious transfer (noisy) channels: are equally easily described. A 
network is a set of channel functions. 

A (synchronous) protocol is a collectioii of sets of players 17 = 
{ ( M I , .  . . , h l , - , ) } , , E ~ .  It is implementable on a network if the messages output 
by players specify channels in that network. For each n (number of players)] 
m (size of inputs), k (protocol security parameter), zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx E (Em)" (inputs)] and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
a E ( 2 7 ) "  (auxiliary inputs), a protocol IT indiices a distr ibution n(n, m, 6 ,  xoa) 

on outputs by running player Mi on input tape Si = In# lm#lk#~;#a; .  Letting 
z = ln#lm#lk#x#a, this defines an ensemble. The rneclianics of protocol execu- 
tion are straightforward but tedious (see e.g. [3> 5) j: a sketch with loose notation 
follows. The notation p ( A ,  B ,  r )  denotes the messages sent from players in set A 
to those in B during round r. Let R(n, nz, b )  be the number of rounds taken by 
a protocol (alternatively, the protocol ca.n run unt i l  all nonfaulty players decide 
to halt). 

Synchronous Protocol Execution 
For i = l . .n do 

For r = l . ,R(n, m, k) do 
pin(& i ,  0) = x, 

For i = l . .n  do in parallel 
/* Compute locally ( func t ion  Local) : x/ 

/* Apply channel funct ions ( funct ion Channel) : */ 

/* Deliver messages output  f rom channels */ 
/* ( func t ion  Deliver) : */ 

(S; pou*(i, [n], r ) )  +- h ( ~ r - ' ,  p*n([nj. i. I' - 1)) 

Pd"([,Il [nl, r> - c(~0"t([7J1! zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[.I\ r ) )  

,uin([71], [n], r+ 1) + p d c ' ( [ n ] ,  [n] .  7.1 

The main point is to consider the i n d i i c d  probabilistic functions. Let S, = 
[(SI, p ( [ n ] ,  1), . . ., ( S , , p ( [ n ] ,  n) ) ]  represent a global state of the system. A round 
and an execution of a synchronous protocol are described by 

Round(S,) = Deliver(Channel(Local( S,))) 

Exec(S,) = RoundR(ninl,k)(S,,). 

Let Y,  : ĉ  - C be an output function; the output of Mi is yi = 
y, (Sf(,-, rn k 1 ). The view vi of Mi is the list of states and messages it has seen. In 
the memoryless model, however, the view consists only of the final state and 
output; intermediate states and tape contents are not recorded, and information 
can thus be erased by a player. The view of a player during an intermediate 
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round of the protocol includes all its states and messages up to that point; in 
the memoryless model, an intermediate view contains only the current state, 
tape contents, and incoming and outgoing messages. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Adversaries. An adversary zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA is an interactive T M  with zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAo m  rommunica- 
tion line, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAon which it makes corruption requests. In this paper, all adversaries 
are probabilistic polynomial-time TRI's. A Byzantine adversary requests either 
the view of a player zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAi or requests t,o replace outgoing messages from corrupted 
players. Note that an adversary may change input and random tapes before the 
protocol starts ( i .  e. before any messages are generated). A passive adversary 
cannot change messages. If the adversary superstate is zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBASA, let T = T ( S A )  de- 
notme tshe zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAset of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAplayers it has corrupted. A &adversary satisfies ]T (SA) ]  5 t .  A 

static adversary satisfies T ( S a )  = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA7'0 for some fixed To. A rushing, dynamic 
adversary sees pd"((T, T, T )  (st,ep 2.2.2) before choosing whom to corrupt and 
how to  corrupt them. We remark that our adversary model is quite robust; we 
allow players to be interrupt,ed and corrupted even in the middle of a computa- 
tion. The function Fault provides A wit,li requested information and allows it 
to  compute a new request. The function Replace allows A to change outgoing 
messages p o U t ( T ,  [n] ,  T ) ,  which are then passed through channels, changing some 
of the messages in pde'(T, [n], r )  in st,ep 2.2.2.  An execution of a protocol with 
adversary is: 

RoundA(S,, SA) = Deliver(Replace(Faultt( Channel(Local(S,, Sa))))) 

ExecA(Sg, SA)  = RoundAR("i"ik?)(S,, SA) .  

Let U A  be an auxiliary input, for A and let YA denot,e its outsput ya = YA(SA).  
An execution thus maps x , a . u A  t,o y ' v ' y ~  where v is the list of player views 
(including final states) arid y = (Yl(Sl), . , . , Yn(&)) is the list of outputs. We 
define the induced ensemble that describe ad\.ersary and player outputs as 

LA, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAn]' = (Yl(Sl) ,  . . . I yn(e5n)\ h ( S A ) ) ,  

and we use a subscript A (resp. 1 . ~ )  to refer to the restriction to YA(SA) (resp. 
(Yl(Sl), . . . , Yn&))). 

2.2 Security 

We come to the important definitions: relat.i?;e resilience and absolute resilienxe. 
The principle behind zero-knowledge [21] is tha t  a simulator tha t  produces 

accurate verifier (adversary) views, given only information "z E 15," shows that 
a real execution leaks no additional information, This idea covers only half the 
picture of interaction, however. In addition to znformation, there is the influence 
an adversary has on the outputs of nonfaulty players. (This is overlooked by ZK 
because a faulty verifier doesn't "influence" the final output of the prover, which 
is irrelevant in ZK proof systems-only the verifier's decision is considered .) 
In a protocol, the influence is reflected in the distributions on final outputs 
of nonfaulty players. Previous a.pproaches to security attempted to deal with 
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desired properties zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(e.g. correctness, independence) separately; we unify them all 
by choosing to consider the ensemble zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[A, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAn]. 

We present a tool called relative resil ience, introduced by the first author in 
[3,5], that allows us to compare the security of one protocol to another. Resilience 
is a combination of several properties, including privacy and correctness. In order 
to say that zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa is as resilient as /3, we should like that an adversary who attacks zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
u zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAis also allowed to attack p. If its information and influence on a are the 
same as on p, then cr is intuitively as secure-or resilient-as p. But A may be 
incompatible with p for many reasons: the network may differ from protocol a ,  
the communication format may differ, and so on. J\e give A an interface Z to 
allow it to at,tack p. Because the interface should not give A undeserved extra 
power, the combination Z(A)  (interface together with adversary, regarded as a 
single machine) should not exceed the power allowed to adversaries attacking p. 
For example, when adversaries are poly-time bounded, the interface itself must 
be poly-time as well. 

Definition. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA n  i n te r face  is an interactire TM Z w f h  t w o  tapes, an ‘environ- 
ment simulutaon” tape and an “adversarial” tape. On tJle former, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAZ receives and 
responds t o  messages from an adversary; o n  the latter. Z passes on requests and 
receives responses as a n  adversary in its o w n  right. A n  interface f rom cu to 3 
is such that for al l  A E zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA, we have Z(A)  E Ap, uhere A. ( resp . ,  AD) is the class 
of flllflliied aduersaries f o r  o (resp., f?). 

The interface is the proper generalization of a simulator to an interactive setting 
where all properties (not just privacy) are important. Unless otherwise speci- 
fied, we shall be concerned with t-bounded polynomial-time message-rushing, 
dynamic, Byzantine adversaries. 

A preliminary definition for resilience ca.ptures the essential intuition: pro- 

tocol a is weakly us resilient as protocol ,8 i f  there exists an interface salisfyirig 
[A, a]’ x [I(d), PI’. While this would suffice for a single protocol execution, we 
require an additional property in order to show t,liat concatenating protocols 
preserves resilience. 

Post-Protocol  Corruption. After a protocol is finished, the views become 
auxiliary inputs to later protocols. Therefore, an interface for an early protocol 
cy should be able to gcncrate views of players that had not been corrupted dvrzng 
a, so that an interface for a later protocol can include these views in the auxiliary 
information captured by the later adversary. An interface satisfying our weak 

definition might not even be well-defined for corruption requests occurring after 
the protocol is finished. We therefore consider an int,erface Z designed to respond 
to post-protocol requests. The adversary is allowed to send request ppc, in which 
case it receives all outputs (yl ) . . . , y,), but not the views. The interface receives 
nothing. Adversary A can then request new corruptions J (up to its t-limit) and Z 
must respond with outputs and newly-synt.hesized viem. Z is allowed to continue 
requesting corruptions in completed protocol $ (up  to its t-limit), obtaining 

convincing view v; of a. Thus, A is able to test-in a strong fashion-the ability 

accurate output y j ,  input zj , and view v j  b of p-from which it must synthesize a 
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of the interface to answer continual requests, even after the given protocols are 
finished. 

The variable zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAYyc rcfers to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA’s out.put when it is allowed to elect post- 
protocol corruption. The induced protocol ensemhle is denoted: 

[A, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAIT] zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1 ( E i ( S 1 ) ,  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA. . . ~ Y J S n ) ,  Y,Ppc(SA)). 

We can now concisely define relat.ive wsil iciicp: 

Definition. (Relative Resilience) Protocol u‘ zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAis as resilient as protocol p, 
wriiten zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa @, if there ezinfs a n  interface Z f r o m  a t o  ,!3 such th,at for. a l l  A E A,, 

[A,  01 = [Z(A),  ,PI. 

Protocol o is as private zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAas /3 if [A, ~ 1 . 4  [Z(A),  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA$ ] A  and it, is as correct as /3 
if [ A , a ] ~ . . n  M [1(A),/3]1..0. 
Absolute Resilience. T h e  measure of absolutk resilience is given by the stan- 
dard of an ideal protocol. A real prot,ocol has a. t-adversary class and n players; no 
player is above corruption. An ideal protocol contains one or more irusted hosts 
(players ( n  + l), ( n  f 2), . . .) who cannot be corrupted. The ideal t-adversary 
class includes all t-boundcd poly-time adversaries that corrupt players in the 
range l . .n (excluding trusted hosts n+ 1: 71 t - 2 ,  etc . ) .  If F E PFF is a probabilis- 
tic finite function, the ideal protocol for F !  I D ( F ) ,  has two rounds: all players 
send their inputs to trusted host (n + I ) ,  who then coinputcs F and returns the 
values. 

Definition. (Resilience) IT 2,s a t -ws i l ien!  pro lucol for  F ifn 2- ID(F). 

Computational issues. Although our definit,ions arc presented with resource- 
bounded adversaries in mind, our approach works equally well when the notions 
of statistical or perfect  indislinguisliabili(y is employed, and adversary classes 
include unbounded TM’s (or even nonrecursivc funct,ions). 

Comparison to other definitioiis. Several authors L18, 8 ,  41 have considered 
a fault-oracle approach, an extension of ZK in which a simulator const,ructs an 
adversary’s view based on a single rcquest for a computation of F ,  which thereby 
induces player outputs as well. Though the fault-oracle approach can be regarded 
as a step in the right direction, it is limited to comparing a protocol to a function 
computation, and it is rather inflexible. It. does not support modular proofs: it 
is not clear how the concatenation of two secure protocols can be proven secure, 
since one must convert two oracle calls to a single one. Other approaches [7 ,  251 
also suffer from the limitation that arhit,rary, different protocols cannot easily 
be compared. 

Zero-Knowledge at One Blow. In the ideal zero-knowledge proof SYS- 

tern, denoted ID(L), player P sends “ r e  E L” to trusted host TH, who calculates 
whether 2 E L and sends ‘‘3 E L” to 1,’ if so. The host otherwise sends “?” to 
indicate a failed proof. One of the more a.ttractive uses of relative resilien.ce is an 
equivalent definition of the classical notion of zero-knowledge proof system [21] 

in one sentence: A two-party protocol TI = ( P ,  I f )  is a zero-knowledge proof 

system for L iff it is as resilient as ID(f,), a.gainst, static 1-a.dversa.ries. 
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2.3 

Many intuitively justified zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAapproaches become provable using relative resilience. 

Pitfalls in the naive application of intuition are brought out by our formal defini- 
tions. The contribution of this section is a formal statement of provable theorems 
and the necessary conditions under which they hold. Concise proofs of the non- 
cryptographic versions of these theorems appear in the dissertation of the first 
author zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[5] .  Full proofs for the cryptographic setting are short and direct but 
would require more space than permitted here. 

The concatenation zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa2 o al is defined by setting the inputs and auxiliary in- 
puts zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx ( 2 ) . a ( 2 ) . a ~ ( 2 )  to  protocol a2 to be the outputs and views y(l).v(l).yA(l) 
generated by running a1 on the original inputs x( l ) .a( l )aA( l )  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= x.a.aA. We 
say that protocol family {a,} is uniforinly a s  t-resilient as family {pi} if there 
exists a family {Ti} of interfaces so that for all a.dversaries zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAE A m ,  the ensemble 
families { [A ,  a;]} and { [Zi(A), pi]} are uniformly indistinguishable. Recall that 
the term “uniform“ denotes not the Turing-machine notion but the mathemati- 
cal notion of uniform convergence. If the requirenient of uniform convergence is 
relaxed, counterexamples to the results stated below are easy to find I.?], demon- 
strating unforeseen pitfalls in the blind use of folk-t,heorenis. 

Define the composition of f(n, nz, k)-many ensembles from {Pi} as 
~f ( z ,  k) = P ~ ( n , m , k ) ( ~ f ( n , m , k ) - l ( .  . . zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA~ ~ ( 2 ,  k ) .  . -1. P I .  The concatenation 
of f(n, m ,  k)-mmy protocols from { o i }  is tjlir protocol af such that 
of(,> m, k,x.a.aA) = &j(n,rn,k) o . . . o (Y [ 11. ni. k , x.a.ci.& 1. 

Lemma 1. (Composing poly-many eusenibles) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAIf {Ps ]  is uriifvrinly compu- 
lalionally indislinguishable from { Q i )  and i f f ( n ,  I R .  k )  IS polynomial ly bounded, 
then Pf z & I .  

Proof. A proof for perfect and statistical indist,inguisliability appears in [3, 51; 
the proof for computational indistinguisha.bility is direct and follows the same 
lines. 0 

Proof techniques and now-provable folk theorems 

Theorem 2. (Concatenating poly-many protocols) l / { c x , )  zs iiniformly as 

t-resalaenl as {pi} and if f ( n ,m,  kj I S  polynomznlly bounded, then af zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA2 ,Of. 

Proof. The proof uses Lemma 1 and follows a proof for stat,istical resilience in 

~31- 0 

Theorem3. (Transitivity of 2- ) cr j3 arid i3 t y imply cx 7 .  
Polynomaally m a n y  appl icat ions work as well: If {aitl} ts uniformly as t-resilient 
as { c x ~ } , ~  and zff(n, m, k) is polynomially bounded. tlrera a! 

Proof. See [3, 51; the interface Z from af to cro internally runs f(n, m, kj nested 
interfaces Z j , j - l  o . . . o 2 2 , 1  o 2 1 , o .  0 

[YO. 

‘ Roughly speaking, (Vi)a;+I  ? a,. 
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The ideal vacuous protocol. I D ( G ) ,  returns no result. A t-threshold 

scheme is a pair of protocols zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(Sr-IA, Rtc) computing probabilistic functions 
(sha, rec) such that 

1 
2.  
3. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBArec IS t-robust ( z  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAI . ,  insen4tive to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 t changcs in inputs), 

sha is t-prikatc ( z  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAc . ,  ID(sha) 2- ID(0)); 
rec o sha(s) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- z 

Define hide(H) = sha o H o rec the probabilistic function that recon- 
strucls a shared value, compute5 11, arid shares i t  again. The standard 
share/compute/reueal paradigm for multiparty protocols is to express F as 
Pr = o { T ,  drid compute rec o [o[hidc~(J~)]  o sha. That is, inputs are secretly 
shared; intermediate values are secretly computed but not revealed; then the 
final output is reconstructcd The “folk throrem” claiming that this method 
is secure, but whose intuitive statemciit 1 5  sonietirries false is formalized and 
proven as. 

Theorem 4. (“Completeness” paradigm) L d  ( SHA, REC) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAbe a t threshold 

scheme, and l e t  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAF = Ff  = 0.i F, for some polynaminlly boundad f (n ,  m, k). If 
{az} zs uniformly as t-reszlzenl as {ID(hidc(F,))} then 

REC o [.{aj] o SHA ID( F f )  

Proof. 
bustness and privacy of (rec, sha) h u t  i\ oiriittetl (c f  [3. 51, however). zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA0 

Unaformzly is essential T h e  proof uses TIieorPms 2 and 3 and t h e  ro- 

3 Achieving security against dynamic adversaries 

In this section we descrihc our  construction of a cryptographic multiparty proto- 
col that  is t-resilient against dynamic adversaries for t < n/2, for any F E PFF. 
Recall that n is the number of players and 7n is the size of the inputs. Let 
It‘ = k + n + rn. A feasible protocol has polgiiomial-size messages: assume that 
each message from i to j has fixed lengtrh L(1<), for a total of B ( K )  = O ( K c )  
bits over R ( K ) / L ( K )  rounds, for some c. If p l j  is a string of B ( K )  bits, let 
p i j ( r )  denote the r th  block of L ( K )  hits. Let pkc be a public-key generator 
requiring rc(K) random bits, and let prg he a cryptographically strong pseudo- 
random generator from I< to R ( K )  hits. Figure 1 describes the transformation 
and subprotocols used in the transforrnatioii and proof of security for our main 
results. 

Theorem5. (Main Result I) lf one-way trupdoor functzons exist, then an 
the memoryless model, przliaie channe ls  can be replaced b y  public (broadcast) 
channels at  a cost of 2 extra rovsds:  fur uEl f cnszb le  17,  TRANSFORM(^) lir. 
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~~ 

 TRANSFORM(^) =  PAD(^) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAo zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBASENDSEED. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
PAU zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(n) /* zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAUse pads, not channels */ 

Input for player i is zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAX, = ( z I , p I ~ ,  . . . zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA, i ~ , ~ , p ~ ~ ,  . . . , p n t )  

Run zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAII on z;, except replace steps "(r) i - j : m,,[- mij]" by: 
0 (r) ci l  + pij(r) @ mtJ 

i broadcasts: cII[- c:,] 
0 (r + 1) receive c:,;  m:, t pJ;(r) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa cl, 

SEND PAD 
1 

2 

SEND P SPAD 
1 

2 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
f * Send random pad over private channel */ 

pjI c uniiom({O, I )  B('')) 

i --L j : pil[A P:,] 
receive pJi; output (x . ,pia, .  . . , I I , , , , ~ : , ,  . . . ,pk,) 

/* Send pseudorandom pad over private channel */ 
sij c uniform({o, 13"); ptl + p1*g(stl) 

a --c j : st,[- s:,] 
receive sli; i f  not K bits theii si, +- 0" 

erase dI except output (I,, p , i , .  . . , pt lL,  p i , ,  . . . , p t )  
Pii  +'Prg(a:i) 

SENDSEED 

1 

2 

/* Send pseudorandom pad using encryption */ 
r; +- uniform({O, l)"(K)); ( E , ,  D,) - pkc(l",r , )  

i broadcasts: Ei[- E:] 
rcceive E:; if bad then EI - identity fuiictioii 

si, +- unijornl({O, 1 lh* ) ;  ptI - prg(aIJ) 

ri, c unifotm({o, 114~3); 6,) - Ej(stj,r,,) 
i broadcasts: u;,[-+ u:)]; 
i and j execute a zero-knowledge proof of i's knowledge of a,J 

receive u;,; if proof f a  or s:, + ~ ~ ( n : , )  fails then sit - 0'' 
Pi, - Prg(3:;) 
erase a~ except output ( z l , p t l , .  . . , p l t l , p ; l , .  . . , p L , )  

3 

Fig. 1. Subprotocols for our transformation. Code lor player i ;  take 1 5 i ,  j 5 n,  j # i .  
"(I) i + j : m[- m'l" means i should send m to j at round r over 
a private channel, and rn' denotes I.he luessage actually sent. See text for 

pkc, 4 W , c ( W ,  B( K )  , pI ( r ) . 

Proof. TRANSFORM(IT) assumes only broadcast channels whereas zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA17 may use 
private channels. The proof is modular: first, replace private channels by uni- 
form one-time pads sent in a preprocessing stage over private channels; then 
replace uniform one-time pads by pseudorandom pads also sent initially over 
private channels; finally, replace initial private channels by public-key encryp- 

tions of the seeds for the pads. Keys and seeds are erased before the body of 
the protocol starts. The  proof follows from Lemmas 7.  8 ,  9 (listed below), using 
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transitivity (Theorem 3): 

 TRANSFORM(^) =  PAD(^) o SENDSEED zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
0 

PAD(II) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAo SENDPSPAD zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
5 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAP A D ( f l )  0 SENUPAD zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAn. 

Theorem6. (Main Result 11) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAIf onc-way trapdoor functzons exist, then zn 
t he  memoryless model, for  t ( n )  < n / 2  ai id  any probabalistzc finite funcizon 
F E PFF, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthere zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAzs a cornputatiuirully t-rcsalztni protocol for  F secure aguznsl 
dynarntc, message-rushzng, Byzantzne adrersarzes. 

Proof. Rabin, Ben-Or [28] and Heaver [3] demonstrate the existence of a pro- 
tocol n ( F )  using private and broadcast channels that is statistically (hence 
computationally) t-rcsilient agairist dynamic, rushing, Hyzantine t-adversaries, 
for any t ( n )  < n/2 and F E PFF. (Beaver’s proof uses “resilience” as defined 
here.) Theorem 5 suffices 0 

Proofs of the following lemmas are giveri in the Appendix. 

Lemma 7. One-time pads sent initially oiler prit iate channels are as secure as 
pr iva te  channels: f o r  allfeasihlf IT ,  PAD(II) 0 SENDPAD 

Lemma8. A pseudorandomly gen~rn fer f  p a d  (‘with erasing) is as good as a uni- 
formly random p a d :  for ulf f e a s i b l e  IT j  PAD(U)  o SEKDPSPAD  PAD(^) o 

SENDPAD. 

Lemma9. Generating a pnd by cnc ryp fz i rg  a n d  s e n d k g  a seed (with erasing) is 
as good as sending the p a d  over  a p r z r a t t  channe l :  for  a l l  feasible IT, PAD(IT) 0 

SENDSEED PAD(~) o SENUPSPAD. 

Remark. The overhead oi‘ the transformatioii is small enough to be practical. 
Rather than store a large pad at the outset, a provably secure and practical 
modification of the protocol permits every player to extend its pad each round 
(or every few rounds) using the last, unused li bits of the previous pad as a 
seed which it then erayes. S o  additional messages need be sent. Furthermore, 
the use of an underlying noncryptographic protocol with a simple algorithm 
appears more efficient and implementable than the use of, say, n2 two-party 
zero-knowledge proofs of behavior after each round. 

17. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

4 Open Questions 

These definitions and proofs suggest a 1iu1n\~er of stimulating lines of research: 

- Zero knowledge and interactive proofs are defined by [21, 11 against static 
adversaries; i . ~ . ,  the cases of fault,y P and faulty V are considered separately. 
Do there exist “dynamic” zero-knowledge proof systems, which are secure 
against dynamic adversaries, who choose P or V based on some preliminary, 
and thus committed, portion of the interaction? 

We remark that if the protocols of [ lo,  1 2 ,  81 are ~ I U V ~ I I  secure using our definitions, 
then a constant-roundprotocol for t < n / , ~  esists. 



31 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA9 

- O u r  protocol ernploys the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAstatistzcal zero-knowledge proofs used by Rabin, 
Ben-Or and Beaver zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[28, 31 in an underlying private-channel layer to pro- 
tect against  Byzant ine  adversaries. The staitdard. widely-adopted approach 
introduced in [23], using computational zero-knowledge proofs on the top 
broadcast-level to  guarantee behavior, seems to fail in a dynamic setting. 
Are computational two-party zero-knowledge proofs useful for interactive 
computation with dynamic s w u r i t y 7  

- Is it possible to  prove that erasing is necessary i n  order to achieve security 
against dynamic adversaries in cryptographic protocols? If this is true, we 
would have a nice characterization of the difference between “cryptographic” 
and %on-cryptographic” multi-party cornputring: either private channels or 
tape-erasing is necessary in order to withstand a dynamic adversary. 

- The use of public-key encryptions to replace private channels seems intuitive. 
Does the apparent failure of this approach without erasing keys suggest a 
subtle way that public-key encryptions fail wlien used in combination, or 
does it suggest that zero-knowledge based definitions of protocol security 
(virtually the only sort ever considered in coiiiputational models) are not 
suitable for a genera l  approach to srcurit!? 
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Appendix 

Conventions for conciseness. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAAn interface zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1 from zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAQ to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA,!3 is canonical if it 
runs internal copies of nonfaulty a-players zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAi on inputs 2, = 0 (or some other 
default value); when A requests to corrupt i in p, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAT corrupts i to obtain the real 
(z;, a;)  and overwrites the internal player’s state/tape to be “consistent” with 
( z i , a i )  and the a-messages already sent bctwccn Z and A. The set of faulty 
players chosen by A through round r is written T ( r ) .  The symbol ib indicates a 
faulty player ( i  E T); i9 indicates a good player ( i  @ T ) .  Bars over letters indicate 
internally-simulated values; lowercase letters refer to protocol a whereas capital 
letters (except E ,  0) refer to  protocol P ;  apostrophes indicate messages from an 
adversary. 

Even though the lemmas in this appendix hold for any feasible protocol 17, 
for concreteness the reader may wish to imagine zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA17 as a verifiable secret-sharing 
protocol (e.g. [lo]). 

Lemma 7. For al l  feasible 17,  PAD(^) o SENDPAD 17. 

Proof sketch. We remark that this lemma h d d s  for computationally- 
unbounded adversary classes as well as polynomiai-time adversary classes (even 
when erasing is not allowed). Let a = PAD(IT) o SENDPAD, p = 17. Run a 

canonical Z that  creates “fake” pads pij - unZform({O, l}B‘K’) for all initially 
nonfaulty i @ T(0).  Supply faulty j b  with piJ from internally simulated, non- 
faulty is; supply nonfaulty, simulated j Y  with whare\-er pads pij faulty i b  sends. 

If A corrupts i, get (zi, a;) from p and use fake y i j  values to supply view. Now 
A enters PAD(IT); consider round r .  If iY - j Y  : z\Izl(r) in  p (a private message 
not seen by Z), Z uses the internal message zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAE i 3 ( r )  (from fake player i on input 
zi = 0) with fake pad p,, to create broadcast message ci,( r )  t E i j ( v ) @ j j i j  ( r )  for 
A to see. If is - j b  : Mi j ( r )  in ,O, Z sends A4jj(r)$Fij(r) in cr. If ib - j g  : c i j ( r )  

in a,  Z sends mi,(r) - c; , ( r )  @ p l j ( ~ )  in ,B. If A newly corrupts i, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAZ gets (zil ~ i )  

and private messages { r n ; j ( p )  I V p  5 r 3 V j }  from 3: Z constructs consistent pads 
p; j  by, first, overwriting iised portions [Vp 5 r . V j  p ; j ( p )  - c ; j ( p )  @ n i j ( p ) ,  

which effects no change on pads already given to A (p i ,  = p i j  for j E T ) ,  and, 
second, keeping unused portions pp > r , V j ]  p , j ( p )  - F i j ( p ) .  Because the pads 
that A captures are uniformly random whether obtained from a or from 1, and 
because Z constructs consistent sets of messages, it is not difficult to show the 
collection of all outputs is identical: [A, a] = [Z(A) .  31. 0 

Lemma 8. For all feasible IK, PAD(IT) o SENDPSPXD t PAD(IT) o SENDPAD. 

Proof sketch. Let a = PAD(II) o SENDPSPAD, 3 = PAD(IT) o SENDPAD. 

Run a canonical Z that creates “fake” seeds St j  - u n z J u r ~ r ~ ( ( 0 ,  1 )  ) and pads 

pij t prg(Sij) for all initially nonfaulty i @ T(O). In Step 1, do ig -+ j b  : s i j  in 
SENDPSPAD; record uriiforrri pads i g  i J h  . PI] sent in SENDPAD. Record ib -L 

K 
- .  
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j g  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA: s i j  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAin SENDPSPAD, compute zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAI':] zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAt zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAp i j  - prg(s:j): and send zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAib -+ j g  : P!. in 
SENDPAD. If A corrupts i ,  then get ( zz ,  a * )  from 3 and supply Z i j r P i j  in the view. 
In Step 2, all seeds are erased; from here on, only j j i j  need be supplied in new 
corruptions. In fact, Z may later overwrite portions of pij  to create consistent 
views; if pi j  were uniformly random this would make no difference; because pi, is 
pseudorandom the resulting distribution is false, but indistinguishable (without 
the erased seed). 

Now A enters  PAD(^); consider round r .  If ig - j g  : C,i(r) in p, Z sends 
c i j ( r )  t unzform((0, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAl}L) in a ;  this is false but indistinguishable. If is - zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAj b  : 
Cij(r) in p, Z knows the pads Pi, in /3 and p i j  in CI and calculates an a-message 
~ i j ( ~ )  t Cij(r)@ Pi j ( r )@j j i j (~ ) .  If i b  -+ j g  : c i j ( r )  in a:  Z sends Cij(r) + C i j ( r )  

in ,f?; player j9 in ,f? uses the same pad P/ j ( r )  to decrypt this message as the one 
( p i j ( r ) )  that the simulated player j g  w-ould iisc in a. If A corrupts player i, 1 
recreates pads pij as in Lemma 7. For j zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAE T this changes nothing, but for j $! T ,  
this replaces a portion of a pseudorandom pad hy a uniform pad (because cii 
was artificially and uniformly created). 

To prove that [A, a] % [I(d), ,/3]> we assume there is a machine that K-"- 
distinguishes [ d , a ]  from [ z (A) ,p ] ,  i n  particular for some z = x.a.aA.  Say 
the protocols run for R = R(n, rn ,k )  rounds. Define (Rn2 + 1) hybrid distri- 
butions ( I J r ,  with ( I , J , r )  E { l . .n}  x { l . . n }  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx { l . .R} u { ( O , O , O ) } ,  in which 
certain pseudorandom pads are gradually replaced by uniform pads. We say 
( i ,  j 7  p )  5 ( I ,  J, r )  if i < I ,  or if i = I and j < J .  or if i = I and j = J and p 5 r .  
In ensemble ( I J r  the replacement is performed for those pads p ; j ( p )  for which 
( i , j  4 T ( p ) )  and ( i , j , p )  5 ( I ,  J,.). Choose d SO that I<-d < 1/K"R712. Since 
€000 = [ d , a ] ( x . a . a A )  and E n n ~  = [Z(A) ,$ l (~.a.a.~) .  there is a machine that 
I<-d-distinguishes t i j , ,  from ( i , j , p + I  (or froni < i , l + l , l .  if p = R; or from < i + 1 , 1 , 1 ,  

if p = R and j = n) for some i, j ,  and p? and hence one that K-d-distinguishes 
prg(uniform((0, l}K)) and unzfurm((0,  l }R(A-)),  implying prg is not a cryptc- 
graphically strong pseudorandom generat,or. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA0 

!J 

Lemma 9. For  all feasible 17, PAD(II) OSENDSEED P4D(fl)osENDPSPAD. 

Proof sketch. Let a = PAD(II) o SENDSEED. 3 =  PAD(^) o SENDPSPAD. 
Run a canonical Z tha t ,  through the elid of S L ~ U S E E U ,  creates "fake" keys 
(E i ,Di ) ,  seeds S i j ,  pads p i j ,  and that rvlien given a request to corrupt i ,  uses 
the "fake" state with only 2, and ai overwritten with tlie values obtained from 
corrupting i in SENDPSPAD. Z simulates t,lie proofs of knowledge of SENDSEED 
in a straightforward manner. Z records all seeds Sii and pads Pi, obtained from 
SENDPSPAD in corruptions of players i or j. Ii-hen i b  -+ j g  : u:, in step 2 of 
SENDSEED, then Z sends Slj t - D j ( a i j )  in step 1 of SENDPSPAD and 
records Plj - pi j  + prg(s:j). As in Lemma 8, Z does not supply A with these 
recorded values. Rather, as before, Z uses Pi, to translate messages in ,f3 to 
messages in a as follows. When ig -+ j b  : C;j ( I - )  in d, 1 converts this to ci, ( r )  t 
Cij(r) @ Pij(r) @ Fjj(r). 1Vhe11 ib  - j Y  : ~ , j ( r )  in O ,  Z sends Cij(r)  + ~ i j ( . >  

in P ;  player j g  in ,f? uses the sane  pad P/ j (  1 . )  to decrypt this message as the 
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one (pij(r)) tha t  the simulated player j g  would use in &. 'When messages are 
passed between zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAig and j g ,  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAZ uses random strings. FVhen zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA newly corrupts i, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Z constructs pads pij(p) for j Y  and [Vp zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 r]  by obtaining r n i j ( p )  from zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA,O and 
calculatingpij(p) + cij(p) @ n i j (p ) .  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAAs in Lemmas. all distributions are exact 
except for the calculation of pij pads (with j $ T )  upon corruption, in which 
case the resulting distribution is uniform (because cij has uniform distribution) 
rather than pseudorandom. 

Consider (Rn2 + 1) distributions J I J ~ ,  ns in the proof of Lemma 8, in which 
pseudorandom pads are progressively replaced by random pads. As before, a 
K-"-distinguisher between [d, a] and [Z(d) ,  p] gives a K-d-distinguisher be- 
tween, not prg(unzfom({O,1} X ) )  and vnijorm((0.1) B ( K )  . ) a s  in Lemma 8, but 
distributions PI and P4, where zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAP I  = ( E j ( s i j ,  r i j ) ,  prg(2ij)) with uniformly ran- 
dom Ej,  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAS;j , and r;, , and where P,  = (Ej  (s;j r i j ) ,  p; j  ) with uniformly random 

cause an encryption of the seed is present. The seed itself, the bits used to 
encrypt it, and the decryption key, however, are not present; they were erased. 
Define 7'2 = (Ej(O,r i j ) ,prg(Ti j ) )  and 7'3 = ( E I ( O , ~ , ~ ) , p i j ) ,  with Ej, rij, Sij, 
and pij uniformly random. Let 6 = $A'-". -4 6-distinguisher between PI and 
P2 provides a means to break the cryptosystem pkc: a 6-distinguisher between 
P2 and 7'3 provides a means to break the pseudorandom generator prg; and a 
6-distinguisher between P,  and P,  provides a means to break the cryptosystem 
pkc. (The reduction frrorri a PI-?, clisliriguisher 10 ari algvrithm that success- 

fully attacks pkc makes crucial use of the knoxledge extractor corresponding 
to the proof of knowledge of step 2 of SENDSEED: similarly for the case of a 

distinguisher between the distributions P3 and P4.) Therefore there is no K - d -  
distinguisher between PI and P,,  and hence no li-"-distinguisher between [A, a] 

E .  I ,  S . .  *), p . .  1 3 ,  a nd pij. This does not directly contradict the strength of prg be- 

and [Z(A), a].  0 
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