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## 1

## Introduction

### 1.1 Backgrounds

After the seminal paper by Diffie and Hellman [DH76], several cryptosystems based on the number-theoretic problems were proposed, such as the RSA encryption scheme [RSA78], the ElGamal encryption scheme [ElG85], and etc. They have succeeded in the real life and academic world. We have used them in the real life and have taught cryptography with exemplifying them.

Although there were several cryptosystems based on combinatorial problems, less attentions were payed on them than to number-theoretical ones. In my opinion, one of reasons is their fragile lives; several cryptosystems were cryptanalysed with the proposed parameters after a few years from their proposal. For example, the Merkle-Hellman "knapsack" encryption scheme [MH78] and their variants were soon cryptanalysed in the realistic parameters. The other of reasons is their inefficiency; the above attacks are against the proposed parameters and, hence, they need the larger parameter sets to bear the attacks. In addition, their inherent structures yield huge public keys, say the quadratic or cubic order of the security parameter.

This situation was changed externally by a new threat on number-theoretical cryptosystems, i.e., Shor's quantum attacks [Sho97]. These schemes were shed by the light and provided much attentions. After this new threat, many researchers have made strenuous efforts to construct secure schemes and found several combinatorial problems suiting to do.

An attractive one of them is lattice-based cryptography; it appeared in 1996 to construct one-way functions with average-case/worst-case equivalence in Aj tai [Ajt96], which rarely appears in number-theoretic problems and other combinatorial problems. Lattices have already appeared as the cryptanalytic tools in cryptography. See the surveys [Cai98a, NS01].

Lattice-based cryptography have bloomed in this two decades; we have obtained hash functions, digital signatures, public-key encryptions, identity-based primitives, and etc. and they enjoyed average-case/worst-case equivalences, that is, their securities are based on the worst-case hardness of certain lattice problems.

In this thesis, we will review them and give some intuitions on the constructions of them. The organization of this thesis is in Section 1.3. We first prepare the notions and notation.

### 1.2 Preliminaries

In this section, we review basic notions and notation on probabilities, distributions, hash functions, and protocols which will appear in this thesis.

### 1.2.1 Basic notions and notation

We define a negligible amount in $n$ as an amount that is asymptotically smaller than $n^{-c}$ for any constant $c>0$. More formally, We say a function $f(n)$ is a negligible function in $n$ if $\lim _{n \rightarrow \infty} n^{c} f(n)=0$ for any $c>0$. Similarly, a non-negligible amount is one which is at least $n^{-c}$ for some $c>0$. We denote by $n$ the security parameter of cryptographic schemes throughout this paper, which corresponds to the rank of the underlying lattice problems. We say that a problem is hard in the worst case if there exists no probabilistic polynomial-time algorithm solves the problem in the worst case with non-negligible probability. We sometimes use $\tilde{O}(g(n))$ for any function $g$ in $n$ as $O(g(n) \cdot \operatorname{poly} \log (g(n)))$. We assume that all random variables are independent and uniform. For a positive integer $n$, let $[n]$ denote a set $\{1,2, \ldots, n\}$.

Vectors will be denoted by bold italic, say $\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}$, etc. Polynomials are denoted by bold roman, say $\mathbf{a}, \mathbf{b}, \mathbf{c}$. In addition, we denote vectors of polynomials by bold italic with a check, $\check{\boldsymbol{a}}, \check{\boldsymbol{b}}, \check{\boldsymbol{c}}$, etc. We denote matrices by upper bold italic such as $\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{C}$.

To denote a column vector with elements, we write elements in parentheses; $\boldsymbol{a}=\left(a_{1}, \ldots, a_{m}\right)$. If a row vector, we denote by $\left[a_{1}, \ldots, a_{m}\right]$, elements in brackets. We often compose a matrix. If we write $\boldsymbol{A}=\left[\boldsymbol{A}_{1} \mid \boldsymbol{A}_{2}\right]$ with $\boldsymbol{A}_{1} \in S^{n \times m}$ and $\boldsymbol{A}_{2} \in$ $S^{n \times l}, \boldsymbol{A}$ is an $n$ by $(m+l)$ matrix. If we write $\boldsymbol{A}=\left[\boldsymbol{A}_{1} ; \boldsymbol{A}_{2}\right]$ where $\boldsymbol{A}_{1}$ is an $n$ by $m$ and $\boldsymbol{A}_{2}$ is an $l$ by $m$ then $\boldsymbol{A}$ is an $(n+l)$ by $m$ matrix.

For any $p \geq 1$, the $l_{p}$ norm of a vector $\boldsymbol{x}={ }^{t}\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, denoted by $\|\boldsymbol{x}\|_{p}$, is $\left(\sum_{i \in[n]} x_{i}^{p}\right)^{1 / p}$. For ease of notation, we define $\|\boldsymbol{x}\|:=\|\boldsymbol{x}\|_{2}$. The $l_{\infty}$ norm is defined as $\|\boldsymbol{x}\|_{\infty}=\lim _{p \rightarrow \infty}\|\boldsymbol{x}\|_{p}=\max _{i \in[n]}\left|x_{i}\right|$. Let $w_{H}(\boldsymbol{x})$ denote the Hamming weight of $\boldsymbol{x}$, i.e., the number of non-zero elements in $\boldsymbol{x}$. Let $\mathcal{S}(m, w)$ denote the set of binary vectors in $\{0,1\}^{m}$ whose Hamming weights are exactly equal to $w$, i.e., $\mathcal{S}(m, w):=\left\{\boldsymbol{x} \in\{0,1\}^{m} \mid w_{H}(\boldsymbol{x})=w\right\}$. We denote the concatenation of two vectors or strings $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ by $\boldsymbol{v}_{1} \circ \boldsymbol{v}_{2}$.
$B_{n}^{p}(\boldsymbol{c}, r)$ denotes an $n$-dimensional ball centered $\boldsymbol{c} \in \mathbb{R}^{n}$ and with radius $r \geq 0$
in the $l_{p}$ norm. We drop $n$ if the dimension $n$ is not ambiguous in the context. We drop $p$ if $p=2$ and drop $\boldsymbol{c}$ if the center is the origin, that is, $\boldsymbol{c}=\mathbf{0}$.

### 1.2.2 Probabilities and Distributions

Let $\phi_{1}$ and $\phi_{2}$ be two probability density functions on a finite set $S$. We often let $\phi_{1}$ indicate a distribution corresponding to probability density function $\phi_{1}$, vice verse. We define the statistical distance between two distributions $\phi_{1}$ and $\phi_{2}$ as $\Delta\left(\phi_{1}, \phi_{2}\right):=\frac{1}{2} \sum_{x \in S}\left|\phi_{1}(x)-\phi_{2}(x)\right|$. Given two distributions $\phi_{1}$ and $\phi_{2}$ over $\mathbb{R}^{m}$, which are continuous, we define the statistical distance between them as $\Delta\left(\phi_{1}, \phi_{2}\right):=\frac{1}{2} \sum_{x \in \mathbb{R}^{m}}\left|\phi_{1}(x)-\phi_{2}(x)\right| d x$. We also use the same notation for two arbitrary functions. Note that the acceptance probability of any algorithm on inputs from $X$ differs from its acceptance probability on inputs from $Y$ by at most $\Delta(X, Y)$.

If $\mathrm{A}(\cdot, \cdot, \ldots)$ is a randomized algorithm, then $y \leftarrow \mathrm{~A}\left(x_{1}, x_{2}, \ldots ; r\right)$ means that $y$ is assigned the unique output of the algorithm on inputs $x_{1}, x_{2}, \ldots$ and coins $r$. We often use the notation $y \leftarrow \mathrm{~A}\left(x_{1}, x_{2}, \ldots\right)$ as shorthand for first picking $r$ at random and then setting $y \leftarrow \mathrm{~A}\left(x_{1}, x_{2}, \ldots, ; r\right)$. If $S$ is a finite set then $s \leftarrow S$ indicates that $s$ is chosen uniformly at random from $S$. If $D$ is a distribution then $x \leftarrow D$ indicates that $x$ is chosen according to the distribution $D$.

We say two distributions $D_{1}$ and $D_{2}$ are perfectly indistinguishable if $D_{1}=D_{2}$, denoted by $D_{1} \approx_{P} D_{2}$. They are statistically indistinguishable if $\Delta\left(D_{1}, D_{2}\right)$ is negligible in the security parameter $n$, that is, $\Delta\left(D_{1}, D_{2}\right) \leq n^{-\omega(1)}$. We denote them by $D_{1} \approx_{S} D_{2}$. They are computationally indistinguishable if for any polynomialtime algorithm $\mathcal{A}$,

$$
\left|\operatorname{Pr}\left[\mathcal{A}\left(1^{n}, X_{1}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(1^{n}, X_{2}\right)=1\right]\right| \leq n^{-\omega(1)}
$$

where $X_{i}$ is a random variable distributed according to $D_{1}$ for $i=1,2$ and the probabilities are taken by $X, Y$, and coins of $\mathcal{A}$. We denote them by $D_{1} \approx_{C} D_{2}$.

Let $X$ be a random variable over a set $S$. The min-entropy of $X$ is defined by

$$
H_{\infty}(X)=-\log \max _{x \in S} \operatorname{Pr}[X=x]
$$

If $H_{\infty}(X)$ is $\log |\mathcal{S}|, X$ is distributed uniformly over $\mathcal{S}$.

### 1.3 Organization

Chapter 2 reviews lattices, lattice problems, and relations and reductions among the problems. Chapter 3 also reviews ideal lattices, and more. In Chapter 4, we review hash functions based lattice problems and ideal lattice problems. In Chapter 5, we introduce simple string commitment schemes based on lattice problems. Chapter 6gives two identification schemes which are variants of Stern's identification schemes and based on lattice and ideal lattice problems. Based on these two schemes, we construct ad hoc identification schemes in Chapter 8. As an interlude,
we point out that Stern's scheme yields zero-knowledge and proof-of-knowledge protocols for NTRU in Chapter 9 . Chapter 10 summarizes trapdoor generation algorithms by Ajtai and by Alwen and Peikert and propose ideal versions of the trapdoor generation algorithms. Chapter 11 reviews the signature scheme by Gentry, Peikert, and Vaikuntanathan, which employs the above trapdoor generation algorithms, and constructs a compact signature scheme following them. Combining the signature schemes and the Micciancio-Vadhan identification scheme, we obtain two identity-based identification scheme in Chapter 7. Survey on public-key encryption, key-encapsulation mechanism, and identity-based encryption schemes based on lattice problems appear in Chapter 12, Chapter 13, and Chapter 14, respectively. Chapter 15 proposes new lattice-based proxy re-encryption schemes, which are based on several encryption schemes.


## Lattices

Organization: Section 2.1 give the basic definitions and notions on lattices. Section 2.2 reviews the problems on lattice appeared in the literature. In Section 2.3, we briefly review the results on the hardness of lattice problems. In Section 2.4, we give the review of the average-case/worst-case reductions.

### 2.1 Lattices

We first review fundamental notions of lattices.
A lattice is a discrete additive subgroup of $\mathbb{R}^{m}$. Formally, an $n$-dimensional lattice $\Lambda$ in $\mathbb{R}^{m}$ is the set $\mathcal{L}\left(\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{n}\right)=\left\{\sum_{i \in[n]} \alpha_{i} \boldsymbol{b}_{i} \mid \alpha_{i} \in \mathbb{Z}\right\}$ of all integral combinations of $n$ linearly independent vectors $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{n} \in \mathbb{R}^{m}$. The sequence of vectors $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{n}$ is called a basis of the lattice $\Lambda=\mathcal{L}(\boldsymbol{B})$ and denoted by $\boldsymbol{B}=\left[\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{n}\right]$, where $\boldsymbol{B}$ is an $m$ by $n$ matrix. Using this notation, we can write $\Lambda=\left\{\boldsymbol{B} \boldsymbol{x} \mid \boldsymbol{x} \in \mathbb{Z}^{n}\right\}$. Notice that a lattice has infinitely many bases. This can be confirmed by checking that $\boldsymbol{B} \boldsymbol{U}$ is also a basis of $L$ for any unimodular matrix $\boldsymbol{U} \in \mathbb{Z}^{n \times n}$, which is a matrix with determinant -1 or 1 . In this thesis, we only consider the full-rank lattices, an $n$-dimensional lattice in $\mathbb{R}^{n}$.

The dual lattice of $\Lambda$, denoted by $\Lambda^{*}$, is $\Lambda^{*}=\left\{\boldsymbol{x} \in \mathbb{R}^{n}: \forall \boldsymbol{v} \in \Lambda,\langle\boldsymbol{x}, \boldsymbol{v}\rangle \in \mathbb{Z}\right\}$. It can be verified that $\left(\Lambda^{*}\right)^{*}=\Lambda$. If $\boldsymbol{B}$ is a basis of $\Lambda$, then the basis of the dual lattice is $\boldsymbol{B}^{*}=\left(\boldsymbol{B}^{-1}\right)^{T}$.

For any set $\boldsymbol{S}=\left\{\boldsymbol{s}_{1}, \ldots, \boldsymbol{s}_{n}\right\} \subset \mathbb{R}^{n}$ of linearly independent vectors, let $\tilde{\boldsymbol{S}}=$ $\left\{\tilde{\boldsymbol{s}}_{1}, \ldots, \tilde{s}_{n}\right\}$ be its Gram-Schmidt orthogonalization: for each $i \in[n]$,

$$
\tilde{\boldsymbol{s}}_{i}=\left\{\begin{array}{ll}
s_{1}, & \text { if } i=1, \\
s_{i}-\sum_{j \in[i-1]} \frac{\left\langle s_{i}, \tilde{s}_{j}\right\rangle}{\left\langle\tilde{s}_{j}, \tilde{s}_{j}\right\rangle} \tilde{s}_{j}, & \text { otherwise }
\end{array} .\right.
$$

Note that $\left\|\tilde{\boldsymbol{s}}_{i}\right\| \leq\left\|\boldsymbol{s}_{i}\right\|$ for any $i \in[n]$.
In the $l_{2}$ norm, for any full-rank set $S \subset \Lambda$, there is a basis $T$ of $\Lambda$ such that $\|\tilde{\boldsymbol{T}}\| \leq\|\tilde{\boldsymbol{S}}\| \leq\|\boldsymbol{S}\|$.

Lemma 2.1.1 (Lemma 7.1, page 129, MG02]). There is a deterministic polynomial-time algorithm MGReduce that, given an arbitrary basis $\boldsymbol{B}$ of an ndimensional lattice $\Lambda$ and a full-rank set of lattice vectors $\boldsymbol{S} \subset \Lambda$, outputs a basis $\boldsymbol{T}$ of $\Lambda$ such that $\left\|\tilde{\boldsymbol{t}}_{\boldsymbol{i}}\right\| \leq\left\|\tilde{\boldsymbol{s}}_{i}\right\|$ for all $i \in[n]$.

Additionally, the Gram-Schmidt orthogonalization of a basis and its dual are closely related.

Lemma 2.1.2 ([|Reg04a, Lecture 8]). Let $\left\{\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{n}\right\}$ be an basis of $\Lambda$ and let $\left\{\boldsymbol{d}_{1}, \ldots, \boldsymbol{d}_{n}\right\}$ be its dual basis in reversed order $\left(\boldsymbol{d}_{i}=\boldsymbol{b}_{n-i+1}^{*}\right)$. Then $\tilde{\boldsymbol{d}}_{i}=\tilde{\boldsymbol{b}}_{i} /\left\|\tilde{\boldsymbol{b}}_{i}\right\|^{2}$ for all $i \in[n]$.

For more details on lattices, see the textbook by Micciancio and Goldwasser [MG02].

### 2.1.1 Lattice Constants

There are several constants for lattices which are independent of representations. The most fundamental one is the length of the shortest vector. This is generalized as successive minima $\lambda_{i}^{p}(\Lambda)$ for $i \in[n]$ : For every $i$, the $i$-th minimum $\lambda_{i}^{p}(\Lambda)$ is the radius of the smallest sphere centered in the origin containing $i$ linearly independent lattice vectors, that is,

$$
\lambda_{i}^{p}(\Lambda)=\min \left\{r: \operatorname{dim}\left(\operatorname{span}\left(\Lambda \cap B^{p}(r)\right)\right) \geq i\right\}
$$

Setting $i=1, \lambda_{1}^{p}(\Lambda)$ stands for the length of the shortest vector in the lattice $\Lambda$ in the $l_{p}$ norm.

The definition of the covering radius $\mu(\Lambda)$ is given by

$$
\mu(\Lambda)=\max _{\boldsymbol{x}_{p} \in \mathbb{R}^{n}}\{\operatorname{dist}(\boldsymbol{x}, \Lambda)\} .
$$

The name is from the fact that $\bigcup_{v \in \Lambda} B^{p}(v, \mu(\Lambda))=\mathbb{R}^{n}$.
Another lattice constant is the length of the shortest basis of $\Lambda, b l^{p}(\Lambda)$. This is defined as

$$
b l^{p}(\Lambda)=\min _{\boldsymbol{B}: \text { a basis of } \Lambda}\|\boldsymbol{B}\|_{p}=\min _{\boldsymbol{B}: \text { a basis of } \Lambda} \max _{i \in[n]}\left\|\boldsymbol{b}_{i}\right\|
$$

In addition, we can define the Gram-Schmidt minimum as

$$
\widetilde{b l}^{p}(\Lambda)=\min _{\boldsymbol{B}: \text { a basis of } \Lambda}\|\tilde{\boldsymbol{B}}\|_{p}=\min _{\boldsymbol{B}: \text { a basis of } \Lambda} \max _{i \in[n]}\left\|\tilde{\boldsymbol{b}}_{i}\right\| .
$$

This constant is introduced explicitly in [GPV08] and implicitly in [Cai98b].
The smoothing parameter was defined by Micciancio and Regev [MR07]. Let us consider the Gaussian function with variance $s$ and center $\boldsymbol{c} \in \mathbb{R}^{n} \rho_{s, \boldsymbol{c}}(\boldsymbol{x})=$
$\exp \left(-\pi\|\boldsymbol{x}-\boldsymbol{c}\|^{2} / s^{2}\right)$. Let us define the Gaussian distribution $v_{s, \boldsymbol{c}}=\rho_{s, \boldsymbol{c}} / s^{n}$. (we have $\int_{\boldsymbol{x} \in \mathbb{R}^{n}} v_{s, c}(\boldsymbol{x}) d \boldsymbol{x}=1$.) For a countable set $S \subseteq \mathbb{R}^{n}$, we extend the definition of $\rho_{s, \boldsymbol{c}}$ as $\rho_{s, \boldsymbol{c}}(S)=\sum_{\boldsymbol{x} \in S} \rho_{s, \boldsymbol{c}}(\boldsymbol{x})$. If $\boldsymbol{c}=\mathbf{0}$, we often $\operatorname{drop} \boldsymbol{c}$ from $\rho_{s, \boldsymbol{c}}$ and $v_{s, \boldsymbol{c}}$.

Definition 2.1.3. For an $n$-dimensional lattice $\Lambda$, and positive real $\epsilon>0$, we define its smoothing parameter $\eta_{\epsilon}(\Lambda)$ to be the smallest $s$ such that $\rho_{1 / s}\left(\Lambda^{*} \backslash\{\mathbf{0}\}\right) \leq \epsilon$.

As noted in MR07], $\rho_{1 / s}\left(\Lambda^{*} \backslash\{\mathbf{0}\}\right)$ is a continuous and strictly decreasing function of $s$ : $\lim _{s \rightarrow 0} \rho_{1 / s}\left(\Lambda^{*} \backslash\{\mathbf{0}\}\right)=\infty$ and $\lim _{s \rightarrow \infty} \rho_{1 / s}\left(\Lambda^{*} \backslash\{\boldsymbol{0}\}\right)=0$. Then, $\eta_{\epsilon}(\Lambda)$ is also a continuous and strictly decreasing function of $\epsilon$. This parameter was named as "smoothing," since $D_{s, \boldsymbol{c}} \bmod \mathcal{P}(\boldsymbol{B})$ is almost uniformly distributed over $\mathcal{P}(\boldsymbol{B})$. Precisely, we have the following lemma.

Lemma 2.1.4 ([|MR07]). For any $s>0, \boldsymbol{c} \in \mathbb{R}^{n}$, and a lattice $\Lambda=\mathcal{L}(\boldsymbol{B})$, the statistical distance between $v_{s, c} \bmod \mathcal{P}(\boldsymbol{B})$ and the uniform distribution over $\mathcal{P}(\boldsymbol{B})$ is at most $\frac{1}{2} \rho_{1 / s}\left(\Lambda^{*} \backslash\{\mathbf{0}\}\right)$. In particular, for any $\epsilon>0$ and any $s \geq \eta_{\epsilon}(\Lambda)$, the statistical distance is at most

$$
\Delta\left(v_{s, \boldsymbol{c}} \bmod \mathcal{P}(\boldsymbol{B}), U(\mathcal{P}(\boldsymbol{B}))\right) \leq \epsilon / 2
$$

For an $n$-dimensional lattice $\Lambda$ and a lattice vector $\boldsymbol{x} \in \Lambda$, we define

$$
D_{\Lambda, s, c}(x)=\frac{v_{s, c}(x)}{v_{s, c}(\Lambda)}=\frac{\rho_{s, c}(\boldsymbol{x})}{\rho_{s, c}(\Lambda)}
$$

These quantities relate to each other. For example, we have the following relations.

Lemma 2.1.5 ([GPV08] etc.). For any n-dimensional lattice $\Lambda$,

$$
\lambda_{1}(\Lambda) \leq \widetilde{b l}(\Lambda) \leq \lambda_{n}(\Lambda) \leq 2 \mu(\Lambda) \leq \sqrt{n} \cdot \widetilde{b l}(\Lambda)
$$

The following relations with the smoothing parameter play important roles in the reductions.

Lemma 2.1.6 (Lemma 3.2 MR07]). For any $n$-dimensional lattice $\Lambda, \eta_{\epsilon}(\Lambda)$. $\lambda_{1}\left(\Lambda^{*}\right) \leq \sqrt{n}$, where $\epsilon=2^{-n}$.

Lemma 2.1.7 (Lemma 3.1 GPV08] and Lemma 3.2 [MR07]). For any $n$ dimensional lattice $\Lambda$ and positive real $\epsilon>0$

$$
\eta_{\epsilon}(\Lambda) \leq \widetilde{b l}(\Lambda) \cdot \sqrt{\frac{1}{\pi} \ln (2 n(1+1 / \epsilon))} \leq \lambda_{n}(\Lambda) \cdot \sqrt{\frac{1}{\pi} \ln (2 n(1+1 / \epsilon))} .
$$

In particular, for any $g(n)=\omega(\log n)$, there exists a negligible function $\epsilon(n)$ such that $\eta_{\epsilon}(\Lambda) \leq \sqrt{g(n)} \cdot \overrightarrow{b l}(\Lambda) \leq \sqrt{g(n)} \cdot \lambda_{n}(\Lambda)$.

Notice that, for $\epsilon \in(0,1)$, we have that

$$
\sqrt{\frac{1}{\pi} \ln (2 n(1+1 / \epsilon))} \leq \sqrt{\ln \left(4 n \epsilon^{-1}\right)}
$$

Hence, for any $g(n)=\omega(\log n)$, we have that

$$
\sqrt{\ln \left(4 n \epsilon^{-1}\right)} \leq \sqrt{g(n)}
$$

by setting $\epsilon(n)=4 n^{-g(n) / \ln (n)+1}=n^{-\omega(1)}$.
The following lemma clarifies the tighter relation between $\eta_{\epsilon}(\Lambda)$ and $\lambda_{1}^{\infty}\left(\Lambda^{*}\right)$.
Lemma 2.1.8 ([Pei07], Lemma 3.5] using [Ban95]). For any n-dimensional lattice $\Lambda$ and positive real $\epsilon>0$

$$
\eta_{\epsilon}(\Lambda) \leq \frac{\sqrt{\frac{1}{\pi} \ln (2 n(1+1 / \epsilon))}}{\lambda_{1}^{\infty}\left(\Lambda^{*}\right)}
$$

In particular, for any $g(n)=\omega(\log n)$, there exists a negligible function $\epsilon(n)$ such that $\eta_{\epsilon}(\Lambda) \leq \sqrt{g(n)} / \lambda_{1}^{\infty}\left(\Lambda^{*}\right)$.

More on the smoothing parameter and Gaussian distributions: The next important property of $\eta_{\epsilon}$ is the bound on $D_{\Lambda, s, c}$; for $s \geq \eta_{\epsilon}(\Lambda)$ the output has the norm at most $s \sqrt{n}$ with overwhelming probability.

Lemma 2.1.9 ([MR07, Lemma 4.4]). For any n-dimensional lattice $\Lambda$, point $\boldsymbol{c} \in$ $\mathbb{R}^{n}$, and reals $\epsilon \in(0,1)$ and $s \geq \eta_{\epsilon}(\Lambda)$,

$$
\operatorname{Pr}_{x \leftarrow D_{\Lambda, s, c}}[\|x-c\|>s \sqrt{n}] \leq \frac{1+\epsilon}{1-\epsilon} \cdot 2^{-n} .
$$

Micciancio and Regev also bounded $\rho_{s, c}(\Lambda)$ by $\rho_{s}(\Lambda)$.
Lemma 2.1.10 ([MR07] implicit in Lemma 4.4, see [GPV08]). For any $n$ dimensional lattice $\Lambda$, point $\boldsymbol{c} \in \mathbb{R}^{n}$, and reals $\epsilon \in(0,1)$ and $s \geq \eta_{\epsilon}(\Lambda)$,

$$
\rho_{s, c}(\Lambda) \in\left[\frac{1-\epsilon}{1+\epsilon}, 1\right] \cdot \rho_{s}(\Lambda)
$$

We have another property of the smoothing parameter on $D_{\Lambda, s}$, which was shown in the proof of [Reg09, Lemma 3.11]. Let us consider the distribution $\boldsymbol{B}^{-1} D_{\Lambda, s} \bmod q$; (1) take a sample $\boldsymbol{y}$ from $D_{\Lambda, s}$ and (2) output $\boldsymbol{B}^{-1} \boldsymbol{y} \bmod q$. Since $\boldsymbol{y}$ is in $\Lambda$, the output lies in $\mathbb{Z}_{q}^{n}$.

Lemma 2.1.11 (Implicit in the proof of Lemma 3.11, Reg09]). For any $n$ dimensional lattice $\Lambda$, reals $\epsilon \in(0,1 / 2)$ and $s>q \eta_{\epsilon}(\Lambda)$,

$$
\Delta\left(\boldsymbol{B}^{-1} D_{\Lambda, s} \bmod q, U\left(\mathbb{Z}_{q}^{n}\right)\right) \leq \frac{\epsilon}{1-\epsilon} .
$$

Proof. The proof is the same as the one of Regev [Reg09]. Let $A$ be a random variable distributed according to $\boldsymbol{B}^{-1} D_{\Lambda, s} \bmod q$. Then, for any $\boldsymbol{a} \in \mathbb{Z}_{q}^{n}$,

$$
\underset{A}{\operatorname{Pr}}[A=\boldsymbol{a}]=\frac{\rho_{s}(q \Lambda+\Lambda \boldsymbol{a})}{\sum_{\boldsymbol{b} \in \mathbb{Z}_{q}^{n}} \rho_{s}(q \Lambda+\Lambda \boldsymbol{b})} .
$$

Suppose that we take $s$ sufficiently large satisfying $\eta_{\epsilon}(\Lambda)<s / q$, that is, $\eta_{\epsilon}(q \Lambda)<s$. By the claim below in Reg09], we have that

$$
\rho_{s}(q \Lambda+\Lambda \boldsymbol{a}) \in(1 \pm \epsilon) s^{n} \operatorname{det}\left((q \Lambda)^{*}\right)=(1 \pm \epsilon)(s / q)^{n} \operatorname{det}\left(\Lambda^{*}\right)
$$

Hence,

$$
\operatorname{Pr}_{A}[A=\boldsymbol{a}] \in \frac{(1 \pm \epsilon)(s / q)^{n} \operatorname{det}\left(\Lambda^{*}\right)}{\sum_{\boldsymbol{b}}(1 \mp \epsilon)(s / q)^{n} \operatorname{det}\left(\Lambda^{*}\right)}=\left[\frac{1-\epsilon}{1+\epsilon}, \frac{1+\epsilon}{1-\epsilon}\right] \cdot q^{-n}
$$

In addition, we have $\left|1-\left(\frac{1+\epsilon}{1-\epsilon}\right)\right|=\frac{2 \epsilon}{1-\epsilon}$ and $\left|1-\left(\frac{1-\epsilon}{1+\epsilon}\right)\right|=\frac{2 \epsilon}{1+\epsilon}$. Therefore, the statistical distance is at most

$$
\Delta\left(A, U\left(\mathbb{Z}_{q}^{n}\right)\right) \leq \frac{\epsilon}{1-\epsilon}
$$

and this completes the proof.
Claim 2.1.12 (Claim 3.8, $\operatorname{Reg} 09]$ ). For any lattice $\Lambda$, point $\boldsymbol{c} \in \mathbb{R}^{n}$, and any reals $\epsilon>0$ and $s \geq \eta_{\epsilon}(\Lambda)$,

$$
(1-\epsilon) s^{n} \operatorname{det}\left(\Lambda^{*}\right) \leq \rho_{s}(\Lambda+\boldsymbol{c}) \leq(1+\epsilon) s^{n} \operatorname{det}\left(\Lambda^{*}\right)
$$

By the similar argument, we can show the following generalized lemma.
Lemma 2.1.13 (Corollary 2.8, [GPV08]). Let $\Lambda$ and $\Lambda^{\prime}$ be $n$-dimensional lattices with $\Lambda^{\prime} \subseteq \Lambda$. Then for any $\epsilon \in(0,1 / 2)$, any $s \geq \eta_{\epsilon}\left(\Lambda^{\prime}\right)$, and any $\boldsymbol{c} \in \mathbb{R}^{n}$,

$$
\Delta\left(D_{\Lambda, s, c} \bmod \Lambda^{\prime}, U\left(\Lambda \bmod \Lambda^{\prime}\right)\right) \leq 2 \epsilon
$$

The final lemma ensures the min-entropy of $D_{\Lambda, s, c}$.
 $\epsilon>0$ and $s \geq 2 \eta_{\epsilon}(\Lambda)$, and for every $x \in \Lambda$,

$$
D_{\Lambda, s, \boldsymbol{c}}(\boldsymbol{x}) \leq \frac{1+\epsilon}{1-\epsilon} \cdot 2^{-n}
$$

In particular, for $\epsilon<1 / 3$, the min-entropy of $D_{\Lambda, s, c}$ is at least $n-1$.

### 2.2 Lattice Problems

We give the definitions of well-known lattice problems, the Shortest Vector Problem ( $\mathrm{SVP}^{p}$ ) and its approximation version ( $\mathrm{SVP}_{\gamma}^{p}$ ):

Definition 2.2.1 (Shortest Vector Problem, SVP). The problem SVP ${ }^{p}$ is, given a basis $\boldsymbol{B}$ of a lattice $\Lambda$, finding the shortest non-zero vector $\boldsymbol{v}$ in $\Lambda$ in the $l_{p}$ norm.

Definition 2.2.2 (Approximation version of SVP). The problem $\operatorname{SVP}_{\gamma}^{p}$ is, given a basis $\boldsymbol{B}$ of a lattice $\Lambda$, finding a non-zero vector $\boldsymbol{v}$ in $\Lambda$ such that for any non-zero vector $\boldsymbol{x}$ in $\Lambda,\|\boldsymbol{v}\|_{p} \leq \gamma\|\boldsymbol{x}\|_{p}$.

We next give the definition of the gap version of $\mathrm{SVP}_{\gamma}^{p}$.
Definition 2.2.3 (Gap version of SVP, GapSVP). For a gap function $\gamma$, an instance of $\operatorname{GapSVP}_{\gamma}^{p}$ is a pair $(\boldsymbol{B}, d)$ where $\boldsymbol{B}$ is a basis of a lattice $\Lambda$ and $d$ is a rational number. In YES input there exists a vector $\boldsymbol{v} \in \Lambda \backslash\{\mathbf{0}\}$ such that $\|\boldsymbol{v}\|_{p} \leq d$, that is, $\lambda_{1}^{p}(\Lambda) \leq d$. In NO input, for any vector $\boldsymbol{v} \in \Lambda \backslash\{\boldsymbol{0}\},\|\boldsymbol{v}\|_{p}>\gamma d$, that is, $\lambda_{1}^{p}(\Lambda)>\gamma d$.

Apparently, the smaller $\gamma$, the harder the problems, $\mathrm{SVP}_{\gamma}$ and GapSVP ${ }_{\gamma}$, are.
Peikert also define the variant of GapSVP, $\zeta$-to- $\gamma$-GapSVP in which we are given a lattice having a vector shorter than $\zeta(n)$.

Definition 2.2.4 $\left(\operatorname{GapSVP}_{\zeta, \gamma}\right)$. For functions $\zeta(n) \geq \gamma(n) \geq 1$, an input to $\zeta$-to- $\gamma$ GapSVP, GapSVP $\zeta_{\zeta, \gamma}$, is a pair $(\boldsymbol{B}, d)$, where:

- $\boldsymbol{B}$ is a basis of an $n$-dimensional lattice $\Lambda$ for which $\lambda_{1}(\Lambda) \leq \zeta(n)$,
- $\min _{i}\left\|\tilde{\boldsymbol{b}}_{i}\right\| \geq 1$, and
- $1 \leq d \leq \zeta(n) / \gamma(n)$.

It is a YES instance if $\lambda_{1}(\Lambda) \leq d$, and is a NO instance if $\lambda_{1}(\Lambda)>\gamma(n) \cdot d$.
Note that, for any $\zeta(n) \geq 2^{n / 2}, \operatorname{GapSVP}_{\zeta, \gamma}$ is at least hard as GapSVP ${ }_{\gamma}$, since we can reduce the basis so that $\lambda_{1}(\Lambda) \leq\left\|\boldsymbol{b}_{i}\right\| \leq 2^{n / 2} \cdot \min _{i}\left\|\tilde{\boldsymbol{b}}_{i}\right\|$ by using the LLL algorithm [LLL82].

The shortest independent vectors problem gives also the base of the cryptographic scheme.

Definition 2.2.5 (Shortest Independent Vectors Problem, SIVP). The problem SIVP $^{p}$ is, given a basis $\boldsymbol{B}$ of a lattice $\Lambda$, finding the shortest independent vectors $\boldsymbol{S}$ in $\Lambda$ in the $l_{p}$ norm. That is, finding $\boldsymbol{S}$ such that $\|\boldsymbol{S}\|_{p}=\lambda_{n}^{p}(\Lambda)$.

Definition 2.2.6 (Approximation version of SIVP). The problem $\mathrm{SVP}_{\gamma}^{p}$ is, given a basis $\boldsymbol{B}$ of a lattice $\Lambda$, finding independent vectors $\boldsymbol{S}$ such that $\|\boldsymbol{S}\|_{p} \leq \gamma \cdot \lambda_{n}^{p}(\Lambda)$.

The above definition is generalized with some lattice constant $\phi$.
Definition 2.2.7 (Generalized Independent Vectors Problem, GIVP). The problem $\operatorname{GIVP}_{\gamma}^{\phi, p}$ is, given a basis $\boldsymbol{B}$ of a lattice $\Lambda$, finding $n$ linearly independent vectors $\boldsymbol{S} \subset \Lambda$ such that $\|\boldsymbol{S}\|_{p} \leq \gamma \cdot \phi(\Lambda)$.

The Closest Vector Problem $\left(\mathrm{CVP}^{p}\right)$ also often appeared in the lattice-based cryptography. We give the definitions of $\mathrm{CVP}^{p}$, the approximation version $\mathrm{CVP}_{\gamma}^{p}$, and the gap version $\mathrm{GapCVP}_{\gamma}^{p}$.

Definition 2.2.8 (Closest Vector Problem, CVP). The problem CVP ${ }^{p}$ is, given a basis $\boldsymbol{B}$ of a lattice $\Lambda$ and a target vector $\boldsymbol{t}$, finding the closest vector $\boldsymbol{v}$ in $\Lambda$ to $\boldsymbol{t}$ in the $l_{p}$ norm, that is, finding a vector $\boldsymbol{v}$ such that for any $\boldsymbol{x} \in \Lambda,\|\boldsymbol{v}-\boldsymbol{t}\|_{p} \leq\|\boldsymbol{x}-\boldsymbol{t}\|$.

Definition 2.2.9 (Approximation version of CVP). The problem $\mathrm{CVP}_{\gamma}^{p}$ is, given a basis $\boldsymbol{B}$ of a lattice $\Lambda$ and a target vector $\boldsymbol{t}$, finding a vector $\boldsymbol{v}$ in $\Lambda$ such that for any vector $\boldsymbol{x}$ in $\Lambda,\|\boldsymbol{v}-\boldsymbol{t}\|_{p} \leq \gamma\|\boldsymbol{x}-\boldsymbol{t}\|_{p}$.

Definition 2.2.10 (Gap version of CVP, GapCVP). For a gap function $\gamma$, an instance of $\operatorname{GapCVP}_{\gamma}^{p}$ is a triplet $(\boldsymbol{B}, \boldsymbol{t}, d)$ where $\boldsymbol{B}$ is a basis of a lattice $\Lambda, \boldsymbol{t}$ is a target vector in $\mathbb{Q}^{m}$, and $d$ is a rational number. In YES input there exists a vector $\boldsymbol{v} \in \Lambda$ such that $\|\boldsymbol{v}-\boldsymbol{t}\|_{p} \leq d$. In NO input, for any vector $\boldsymbol{v} \in \Lambda,\|\boldsymbol{v}-\boldsymbol{t}\|_{p}>\gamma d$.

In addition, we give the definition of Bounded Distance Decoding problem, a promise version of CVP.

Definition 2.2.11 (Bounded Distance Decoding, BDD). The problem BDD is, given a basis $\boldsymbol{B}$ of an $n$-dimensional lattice $\Lambda$, a real $d>0$, and a target point $\boldsymbol{t} \in \mathbb{R}^{n}$ such that $\operatorname{dist}(\boldsymbol{t}, \Lambda) \leq d$, finding the close lattice vector $\boldsymbol{v} \in \Lambda$ such that $\|\boldsymbol{v}-\boldsymbol{t}\| \leq d$.

We can give a generalized version of bounded distance decoding as follows:
Definition 2.2.12 (Guaranteed Distance Decoding GDD ${ }_{\gamma}^{\phi, p}$ ). The problem GDD ${ }_{\gamma}^{\phi, p}$ is, given a basis $\boldsymbol{B}$ of a lattice $\Lambda$ and a target point $t \in \mathbb{R}^{n}$, finding a lattice vector $v \in \Lambda$ such that $\|v-\boldsymbol{t}\|_{p} \leq \gamma \phi(\Lambda)$.

Computing covering radius for any lattice is also hard problem. We give the definitions of the covering radius problem and its gap version.

Definition 2.2.13 (Covering Radius Problem, CRP). The problem CRP ${ }^{p}$ is, given a basis $\boldsymbol{B}$ of a lattice $\Lambda$, finding the covering radius $\mu(\Lambda)$ of the lattice $\Lambda$.

Definition 2.2.14 (Gap version of Covering Radius Problem, GapCRP ${ }_{\gamma}$ ). For a gap function $\gamma$, an instance of $\operatorname{GapCRP}_{\gamma}^{p}$ is a pair $(\boldsymbol{B}, d)$ where $\boldsymbol{B}$ is a basis of a lattice $\Lambda$ and $d$ is a rational number. In YES inputs, $\mu(\Lambda) \leq d$ and in NO inputs, $\mu(\Lambda)>\gamma \cdot d$.

Micciancio and Regev defined a new problem, incremental guaranteed distance decoding problem, IncGDD which is the variant of IncSIVP in Ajtai Ajt96].

Definition 2.2.15 (Incremental Guaranteed Distance Decoding, IncGDD [MR07]). An input to $\operatorname{IncGDD}{ }_{\gamma, g}^{p, \phi}$ is a quadruplet $(\boldsymbol{B}, \boldsymbol{S}, \boldsymbol{t}, r)$, where $\boldsymbol{B}$ is a basis for a full-rank lattice $\Lambda$ in $\mathbb{R}^{n}, S \subset \Lambda$ is a full-rank set of lattice vectors, $t \in \mathbb{R}^{n}$ is a target point, and $r$ is a real with $r>\gamma \cdot \phi(\Lambda)$. The problem is finding a lattice vector $\boldsymbol{v} \in \Lambda$ such that $\|\boldsymbol{v}-\boldsymbol{t}\|_{p} \leq \frac{1}{g}\|\boldsymbol{S}\|_{p}+r$.

Gentry, Peikert, and Vaikuntanathan [GPV08] pointed out that a slightly simpler problem suffices for the reductions in Micciancio and Regev [MR07]. The problem is incremental independent vectors decoding problem IncIVD defined as follows:

Definition 2.2.16 (Incremental Independent Vectors Decoding, IncIVD [GPV08]). An input to $\operatorname{IncIVD}_{\gamma, g}^{p, \phi}$ is a triplet $(\boldsymbol{B}, \boldsymbol{S}, \boldsymbol{t})$, where $\boldsymbol{B}$ is a basis for a full-rank lattice $\Lambda$ in $\mathbb{R}^{n}, \boldsymbol{S} \subset \Lambda$ is a full-rank set of lattice vectors such that $\|\boldsymbol{S}\|_{p} \geq \gamma \cdot \phi(\boldsymbol{B})$, and $\boldsymbol{t} \in \mathbb{R}^{n}$ is a target point. The problem is finding a lattice vector $\boldsymbol{v} \in \Lambda$ such that $\|\boldsymbol{v}-\boldsymbol{t}\|_{p} \leq\|\boldsymbol{S}\|_{p} / g$.

Finally, we review the discrete Gaussian Sampling problem (DGS) in [Reg09].

Definition 2.2.17 (Discrete Gaussian Sampling, DGS (Reg09]). The problem $\mathrm{DGS}_{\phi}$ is, given a basis $\boldsymbol{B}$ of an $n$-dimensional lattice $\Lambda$ and a real $s>\phi(\Lambda)$, sampling from $D_{\Lambda, s}$.

## Reductions from lattice problems to IncIVD

The basic reductions appeared in the textbook of Micciancio and Goldwasser [MG02]. We here show reductions from several lattice problems, GIVP, GDD, GapCRP, and GapSVP to IncIVD. These problems will be the underlying problems of several cryptographic primitives in this thesis through IncIVD.

Micciancio [Mic07] and Micciancio and Regev [MR07] showed these reductions to IncGDD. Gentry et al. [GPV08] improved the average-case/worst-case reductions and noted that there are reductions from GIVP, GDD, GapCRP to IncIVD, but they omitted the proofs. For completeness, we prove them by modifying the proofs (or the proof sketches) in [Mic07, MR07].

Lemma 2.2.18. There is a lattice-preserving polynomial-time reduction from GIVP $_{4 \gamma}^{\phi, p}$ to IncIVD $_{\gamma, 4}^{\phi, p}$.
Proof. The proof is an adapted version of the one in [Mic07, Lemma 4.6]. We define the reduction algorithm as follows:

1. Scan $i \in[n]$ such that $\left\|\boldsymbol{s}_{i}\right\|_{p}=\|\boldsymbol{S}\|_{p}$.
2. Let $\boldsymbol{t}$ be an orthogonal vector of length $\|\boldsymbol{S}\|_{p} / 2$ to the hyperplane $\operatorname{span}\left(\boldsymbol{s}_{1}, \ldots, \boldsymbol{s}_{i-1}, \boldsymbol{s}_{i+1}, \ldots, \boldsymbol{s}_{n}\right)$.
3. Invoke the oracle $O$ on $(\boldsymbol{B}, \boldsymbol{S}, \boldsymbol{t})$ and obtain $\boldsymbol{v} \in \Lambda$.
4. If $O$ fails output $\boldsymbol{S}$.
5. Replace $\boldsymbol{S}$ with $\boldsymbol{S}^{\prime}=\left[\boldsymbol{s}_{1}, \ldots, \boldsymbol{s}_{i-1}, \boldsymbol{v}, \boldsymbol{s}_{i+1}, \ldots, \boldsymbol{s}_{n}\right]$ and go to Step 1 .

Suppose that $v$ is a valid solution of $\operatorname{IncIVD}_{\gamma, 4}^{\phi, p}$ on input $(\boldsymbol{B}, \boldsymbol{S}, \boldsymbol{t})$. Then, we have that $\|\boldsymbol{v}-\boldsymbol{t}\|_{p} \leq\|\boldsymbol{S}\|_{p} / 4$ and, hence, $\boldsymbol{v}$ is not included in the hyperplane spanned by $s_{1}, \ldots, s_{i-1}, s_{i+1}, \ldots, s_{n}$, which shows the linear independence of $\boldsymbol{S}^{\prime} \subset \Lambda$. We also have that $\|\boldsymbol{v}\|_{p} \leq\|\boldsymbol{v}-\boldsymbol{t}\|_{p}+\|\boldsymbol{t}\|_{p} \leq\|\boldsymbol{S}\|_{p} / 4+\|\boldsymbol{S}\| / 2=\frac{3}{4}\|\boldsymbol{S}\|_{p}$.

Hence, by repeating the above procedure until the oracle $O$ fails, that is, $\|\boldsymbol{S}\|_{p} / 4 \leq \gamma \phi(\Lambda)$, and we obtain the short linearly independent vectors $S \subset \Lambda$ with $\|\boldsymbol{S}\|_{p} \leq 4 \gamma \cdot \phi(\Lambda)$.

Lemma 2.2.19. There is a lattice-preserving polynomial-time reduction from $\mathrm{GDD}_{2 \gamma}^{\phi}$ to $\mathrm{IncIVD}_{\gamma, 4}^{\phi}$.
Proof. As in the proof in [Mic07, Lemma 4.7], by applying the reduction algorithm in the previous proof, we obtain a full-rank sets $S \subset \Lambda$ such that $\|S\|_{p} \leq 4 \gamma \cdot \phi(\Lambda)$. Since Micciancio's proof for the reduction to IncGDD exploited $r$, we give another reduction algorithm for a reduction to IncIVD, which exploits $\boldsymbol{S}$.

After obtaining $\boldsymbol{S}$, we then run the following algorithm:

1. Scan $i \in[m]$ such that $\left\|\boldsymbol{s}_{i}\right\|_{p}=\|\boldsymbol{S}\|_{p}$ and set $j \leftarrow 1$.
2. Repeat the following procedure.
(a) $\boldsymbol{S}^{(j)} \leftarrow\left[\boldsymbol{s}_{1}, \ldots, \boldsymbol{s}_{i-1}, 2^{j} \boldsymbol{s}_{i}, \boldsymbol{s}_{i+1}, \ldots, \boldsymbol{s}_{n}\right]$.
(b) Invoke the oracle $\boldsymbol{O}$ on input ( $\left.\boldsymbol{B}, \boldsymbol{S}^{(j)}, \boldsymbol{t}\right)$ and obtain $\boldsymbol{v}$.
(c) If $\boldsymbol{v} \in \Lambda$ and $\|\boldsymbol{v}-\boldsymbol{t}\|_{p} \leq\left\|\boldsymbol{S}^{(j)}\right\|_{p} / 4$ then output $\boldsymbol{v}$.
(d) Otherwise, increment $j$ and go to step (a).

Notice that $\boldsymbol{S}^{(j)}$ is full-rank (since $\left.\operatorname{det}\left(\boldsymbol{S}^{(j)}\right)=2^{j} \operatorname{det}(\boldsymbol{S}) \neq 0\right)$ and $\left\|\boldsymbol{S}^{(j)}\right\|_{p}=$ $2\left\|\boldsymbol{S}^{(j-1)}\right\|_{p}$. We now consider the final step $j$. Then, the check must fail in the ( $j-1$ )-th repeat and we have that $\left\|\boldsymbol{S}^{(j-1)}\right\|_{p} \leq 4 \gamma \cdot \phi(\Lambda)$. Thus, $\left\|\boldsymbol{S}^{(j)}\right\|_{p} \leq 8 \gamma \cdot \phi(\Lambda)$ and we can upper bound $\|\boldsymbol{v}-\boldsymbol{t}\|_{p} \leq\left\|\boldsymbol{S}^{(j)}\right\|_{p} / 4 \leq 2 \gamma \cdot \phi(\Lambda)$, as required.

Lemma 2.2.20 ([MR07, Lemma 5.12]). For any $\gamma=\gamma(n)$, there exists a latticepreserving randomized reduction from $\mathrm{GapCRP}_{\gamma}$ to $\mathrm{GDD}_{\gamma / 4}^{\lambda_{n}}$. In particular, there is a lattice-preserving randomized reduction from $\operatorname{GapCRP}_{8 \gamma}$ to $\operatorname{IncIVD}{ }_{\gamma, 4}^{\lambda_{n}}$.

The proof is in MR07].

### 2.3 Hardness of Lattice Problems

We discuss the hardness results on lattice problems.
The NP-hardness of CVP ${ }^{p}$ for any $p$ was shown by van Emde Boas [vEB81]. Arora, Babai, Stern, and Sweedyk ABSS97] showed the NP-hardness of CVP ${ }_{c}^{p}$ for any constant $c$. Dinur, Kindler, Raz, and Safra [DKRS03] improved the approximation factor to $2^{O(\log n / \log \log n)}=n^{1 / \log \log n}$. On $\mathrm{CVP}_{\gamma}$, the major problem is showing NP-hardness for approximation factor $n^{\epsilon}$ for small constant $\epsilon>0$.

The first result of the NP-hardness of SVP is van Emde Boas [vEB81] which showed for the $l_{\infty}$ norm. Later, Ajtai Ajt98] showed that $\mathrm{SVP}_{\gamma}$ is NP-hard under randomized reductions for $\gamma=1+2^{-c n}$ for some constant $c$. Cai and Nerurkar [CN97] improved the approximation factor $1+1 / n^{\epsilon}$ for any fixed $\epsilon>0$. Micciancio gave the proof for approximation factor $\sqrt{2}$ under RUR-reductions in [Mic00]. Khot [Kho06] showed that, assuming NP $\nsubseteq \mathrm{ZPP}, \mathrm{SVP}_{\gamma}^{p}$ for $\gamma=p^{1-\epsilon}$ is intractable for all integers $p \geq p(\epsilon)$. Khot [Kho05] proved that $\mathrm{SVP}_{c}$ is NP-hard under the assumption NP $\nsubseteq \mathrm{RP}$ for any constant $c$. He also proved that $\mathrm{SVP}_{\gamma}$ for $\gamma=2^{O\left((\log n)^{1 / 2-\epsilon}\right)}$ is NP-hard within under the assumption NP $\nsubseteq$ RTIME $\left(2^{\text {poly }(\log n)}\right)$. Haviv and Regev [HR07] improved the approximation factor to $\gamma=2^{(\log n)^{1-\epsilon}}$ for any $\epsilon$ under the same assumption.

Even within a polynomial approximation factor, it is unknown whether there exists a polynomial-time algorithm for the approximation version of SVP. The most well-known solution to this approximation problem is the so-called LLL algorithm proposed in [LLL82]. This algorithm can solve $\mathrm{SVP}_{2^{n / 2}}$ in polynomial time. Schnorr [Sch87] generalized the LLL algorithm which solves SVP ${ }_{\gamma}$ for $\gamma=(1+c)^{n}$ for any constant $c>0$.

There are several exponential-time algorithms for SVP and CVP. For the old results, see the survey [AEVZ02]. Ajtai, Kumar, and Sivakumar AKS01] pro-
posed the randomized algorithm for SVP which runs in exponential time of the dimension. Nguyen and Vidick [NV08] implemented this and clarified the time and space complexity of this algorithm, the time is $\tilde{O}\left(2^{5.9 n}\right)$ and the space is $\tilde{O}\left(2^{2.95 n}\right)$, which improved the analysis by Regev [Reg04a, Lecture 8]. This is improved by Micciancio and Voulgaris [MV09], whose probabilistic algorithm runs in time $2^{3.199 n}$ and space $2^{1.325 n}$. (Very recently, they also proposed a deterministic algorithm running within time $2^{O(n)}$ [MV10], which will be verified by peer reviews.)

On the other hand, there are several non-NP-hardness results on the approximation version of SVP with a polynomial approximation factor. Goldreich and Goldwasser [GG00] showed $\mathrm{SVP}_{\Omega(\sqrt{n / \log n)}}$ is in NP $\cap$ coAM. Aharonov and Regev [AR05] showed that $\mathrm{SVP}_{\Omega(\sqrt{n})}$ is in $\mathrm{NP} \cap$ coNP.

The unique shortest vector problem (uSVP) is also well known as a hard lattice problem applicable to cryptographic constructions. We say the shortest vector $v$ of a lattice $\Lambda$ is $f$-unique if for any non-zero vector $\boldsymbol{x} \in \Lambda$ which is not parallel to $\boldsymbol{v}$, $f\|v\| \leq\|x\|$. The definition of uSVP is given as follows.

Definition 2.3.1 ( $f$-uSVP). Given a basis $\boldsymbol{B}$ of a lattice $\Lambda$ whose shortest vector is $f$-unique, find a non-zero vector $\boldsymbol{v} \in \Lambda$ such that for any non-zero vector $\boldsymbol{x} \in \Lambda$ which is not parallel to $\boldsymbol{v}, f\|\boldsymbol{v}\| \leq\|\boldsymbol{x}\|$.

Similarly to the case of SVP, the exact version of uSVP is shown to be in NP-hard by Kumar and Sivakumar [KS01]. Cai [Cai98b] showed that $\Omega\left(n^{1 / 4}\right)$-uSVP is in $\mathrm{NP} \cap \mathrm{coAM}$.

In addition, recent results by Lyubashevsky and Micciancio [LM09] indicates the relations on GapSVP, BDD, and uSVP. They showed, up to a small polynomial factor $\sqrt{n / \log n}$, the equivalence of the uSVP, BDD, and GapSVP; $\operatorname{GapSVP}_{\gamma} \geq \mathrm{uSVP}_{\gamma}$ for any $\gamma \geq 1, \mathrm{BDD}_{\frac{1}{\gamma} \sqrt{n / \log n}} \geq \mathrm{GapSVP}_{\gamma}$ for $\gamma>2 \sqrt{n / \log n}$, and $\mathrm{uSVP}_{\gamma} \geq \mathrm{BDD}_{1 /(2 \gamma)}$ for $\gamma \geq 1$.

### 2.4 Average-Case/Worst-Case Reductions

Before giving the reviews of the reductions, we first review lattices, $q$-ary lattices, which are relevant to linear codes.

### 2.4.1 Linear Codes and $q$-Ary Lattices

Linear Codes: We start with the definition of codes and linear codes. Let $\Sigma$ be a finite alphabet of size $q$ and let $m$ be a block length. Then a code is a subset of $\Sigma^{m}$. Let $\mathbb{F}=\mathbb{F}_{q}$ be a field of cardinality $q$. Then a linear code $C$ is a subspace of $\mathbb{F}_{q}^{m}$. The dimension of the code $C$ is naturally defined.

We say $\boldsymbol{G}$ as a generator matrix of $C$ if $C=\left\{\boldsymbol{G}^{T} \boldsymbol{s} \in \mathbb{F}^{m} \mid \boldsymbol{s} \in \mathbb{F}^{n}\right\}$. We say $\boldsymbol{H}$ as a parity-check matrix of $C$ if $C=\left\{\boldsymbol{e} \in \mathbb{F}^{m} \mid \boldsymbol{H e}=\mathbf{0} \in \mathbb{F}^{n}\right\}$.

For a matrix $\boldsymbol{A} \in \mathbb{F}^{n \times m}$, a code having a generator matrix $\boldsymbol{A}$ is denoted by $\mathcal{C}_{G}(\boldsymbol{A})$, that is, $\left\{\boldsymbol{A}^{T} \boldsymbol{s} \in \mathbb{F}^{m} \mid \boldsymbol{s} \in \mathbb{F}^{n}\right\}$. A code having a parity-check matrix $\boldsymbol{A}$ is
denoted by $C_{H}(\boldsymbol{A})$, that is, $\left\{\boldsymbol{e} \in \mathbb{F}^{m} \mid \boldsymbol{A} \boldsymbol{e}=\mathbf{0}\right\}$.
$q$-ary lattices: For a matrix $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$, we define two sublattices of $\mathbb{Z}^{m}$,

$$
\begin{aligned}
\Lambda_{q}(\boldsymbol{A}) & =\left\{\boldsymbol{p} \in \mathbb{Z}^{m} \mid \exists \boldsymbol{s}, \boldsymbol{A}^{T} \boldsymbol{s} \equiv \boldsymbol{p} \quad(\bmod q)\right\}, \\
\Lambda_{q}^{\perp}(\boldsymbol{A}) & =\left\{\boldsymbol{e} \in \mathbb{Z}^{m} \mid \boldsymbol{A} \boldsymbol{e} \equiv \mathbf{0} \quad(\bmod q)\right\}
\end{aligned}
$$

It is obvious that two sets are lattices because they are discrete and additive subgroup of $\mathbb{Z}^{m}$. It is also obvious that $q \boldsymbol{I} \subset \Lambda_{q}(\boldsymbol{A}), \Lambda_{q}^{\perp}(\boldsymbol{A})$. Hence, they are superlattices of $q \mathbb{Z}^{m}$ and thus full-rank.

In addition, you can confirm that they are relevant to linear codes. The former lattice $\Lambda_{q}(\boldsymbol{A})$ is $q \mathbb{Z}+C_{G}(\boldsymbol{A})$, where + denotes the Minkowski sum. The latter lattice $\Lambda_{q}^{\perp}(\boldsymbol{A})$ is also $q \mathbb{Z}+\mathcal{C}_{H}(\boldsymbol{A})$. By a simple calculation, we confirm that $\left(\Lambda_{q}(\boldsymbol{A})\right)^{*}=$ $\frac{1}{q} \Lambda_{q}^{\perp}(\boldsymbol{A})$.
Lemma 2.4.1. For any matrix $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m},\left(\Lambda_{q}(\boldsymbol{A})\right)^{*}=\frac{1}{q} \Lambda_{q}^{\perp}(\boldsymbol{A})$.
Proof. ( $\supseteq$ ) Consider any vector $\boldsymbol{e} \in \Lambda_{q}^{\perp}(\boldsymbol{A})$. We show that, for any vector $\boldsymbol{y} \in$ $\Lambda_{q}(\boldsymbol{A})^{*},\left\langle\frac{1}{q} \boldsymbol{e}, \boldsymbol{y}\right\rangle \in \mathbb{Z}$. Since $\boldsymbol{y}$ is in $\Lambda_{q}(\boldsymbol{A})$, there is some vector $\boldsymbol{s} \in \mathbb{Z}^{n}$ such that $\boldsymbol{y} \equiv \boldsymbol{A}^{T} \boldsymbol{s}(\bmod q)$. Hence,

$$
\langle\boldsymbol{e}, \boldsymbol{y}\rangle \equiv \boldsymbol{e}^{T} \boldsymbol{A}^{T} \boldsymbol{s} \equiv \mathbf{0}^{T} \boldsymbol{s} \equiv 0 \quad(\bmod q)
$$

This shows that $\left\langle\frac{1}{q} \boldsymbol{e}, \boldsymbol{y}\right\rangle \in \mathbb{Z}$ and $\left(\Lambda_{q}(\boldsymbol{A})\right)^{*} \supseteq \frac{1}{q} \Lambda_{q}^{\perp}(\boldsymbol{A})$.
$(\subseteq)$ Instead of the statement, we show the tautological statement $q\left(\Lambda_{q}(\boldsymbol{A})\right)^{*} \subseteq$ $\Lambda_{q}^{\perp}(\boldsymbol{A})$. Consider any vector $\boldsymbol{x}$ in $\left(\Lambda_{q}(\boldsymbol{A})\right)^{*}$ and suppose that $q \boldsymbol{x}$ is not in $\Lambda_{q}^{\perp}(\boldsymbol{A})$. By this hypothesis, we have that $q \boldsymbol{A x} \not \equiv \mathbf{0}(\bmod q)$, which indicates $\boldsymbol{A x} \notin \mathbb{Z}^{n}$. However, the transposes of the rows of $\boldsymbol{A}$ is in $\Lambda_{q}(\boldsymbol{A})$ and $\boldsymbol{A x}$ must be in $\mathbb{Z}^{n}$. This means a contradiction and we complete the proof.

The reason of why we need these lattices is clarified in the follow-on sections.

### 2.4.2 From the Small Integer Solution Problem

We define the Small Integer Solution problem SIS (in the $l_{p}$ norm), which is often considered in the context of average-case/worst-case connections and a source of lattice-based hash functions as we see later.

Definition 2.4.2 ( $\operatorname{SIS}_{q, m, \beta}^{p}$ MR07]). For a fixed integer $q$ and a real $\beta$, given a matrix $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$, the problem is finding a non-zero integer vector $\boldsymbol{e} \in \mathbb{Z}^{m}$ such that $\boldsymbol{A} \boldsymbol{e} \equiv \mathbf{0}(\bmod q)$ and $\|\boldsymbol{e}\|_{p} \leq \beta$.

Definition 2.4.3 ( ISIS $_{q, m, \beta}^{p}$ MR07]). For a fixed integer $q$ and a real $\beta$, given a matrix $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ and $\boldsymbol{u} \in \mathbb{Z}_{q}^{n}$, the problem is finding an integer vector $\boldsymbol{e} \in \mathbb{Z}^{m}$ such that $\boldsymbol{A} \boldsymbol{e} \equiv \boldsymbol{u}(\bmod q)$ and $\|\boldsymbol{e}\|_{p} \leq \beta$.

The former problem $\operatorname{SIS}_{q, m, \beta}^{p}$ is indeed lattice problem for the $q$-ary lattices: Given a matrix $\boldsymbol{A}$, find the short non-zero vector $\boldsymbol{e}$ in the lattice $\Lambda_{q}^{\perp}(\boldsymbol{A})$ such that $\|\boldsymbol{e}\|_{p} \leq \beta$. This problem is firstly appeared with no explicit name in the seminal paper of Ajtai Ajt96]. The latter problem ISIS $_{q, m, \beta}^{p}$ is also lattice problem for the $q$-ary lattices similar to CVP; Consider the lattice $\Lambda_{q}^{\perp}(\boldsymbol{A})$ and find a vector $\boldsymbol{t} \in \mathbb{Z}^{m}$ such that $\boldsymbol{A} \boldsymbol{t} \equiv \boldsymbol{u}(\bmod q)$ by using the linear algebra. Then, find the lattice vector $\boldsymbol{v} \in \Lambda_{q}^{\perp}(\boldsymbol{A})$ such that $\|\boldsymbol{v}-\boldsymbol{t}\|_{p} \leq \beta$. Finally, set $\boldsymbol{e}=\boldsymbol{v}-\boldsymbol{t}$.

In this thesis, we review the average-case/worst-case reductions to SIS, which is initiated by Ajtai [Ajt96] and followed several improvements [GGH96, CN97, Mic04, MR07, GPV08], especially, the reduction by Gentry, Peikert, and Vaikuntanathan [GPV08].

Ajtai originally proposed the reduction from IncSIVP to SIS, Cai and Nerurkar [CN97] and Micciancio [Mic04] followed this. This is simplified by Micciancio and Regev introducing the new problem IncGDD. Finally, Gentry et al. improved it by showing the reduction from IncIVD. In this thesis, we use the intermediate problem IncIVD, instead of IncSIVP and IncGDD to reduce the discussions.

## Gentry et al.'s reduction

Using the direct sampling of lattice points, they make a simpler reduction. We quickly introduce a sampler algorithm SampleD which, given a basis $\boldsymbol{T}$ of a lattice $\Lambda$ such that $\|\tilde{\boldsymbol{T}}\| \leq L$, a real $s>L \cdot \omega(\sqrt{\log n})$, and a center $\boldsymbol{c}$, samples a vector $\boldsymbol{y}$ on a lattice $\Lambda$. The distribution of output is within a negligible distance from $D_{\Lambda, s, c}$. For the details of SampleD, see Section 10.4. To simplify notation, we consider that we can directly sample $\boldsymbol{y}$ from $D_{\Lambda, s, c}$ instead of using SampleD, which introduces negligible errors.

The reduction algorithm of Gentry et al. is as follows:

1. (Setup.) Choose an index $j \leftarrow[m]$ and $\alpha \leftarrow\{-\beta, \ldots,-1,1, \ldots, \beta\}$ uniformly at random. Let $\boldsymbol{c}_{j}=\frac{q}{\alpha} \boldsymbol{t} \in \mathbb{R}^{n}$ and let $\boldsymbol{c}_{i}=\mathbf{0} \in \mathbb{R}^{n}$ other $i \in[m] \backslash\{j\}$. For reducing to ISIS, choose $\boldsymbol{u} \leftarrow \mathbb{Z}_{q}^{n}$ uniformly at random. For reducing to SIS, set $\boldsymbol{u}=\mathbf{0}$. Let $\boldsymbol{x}_{j}=\alpha^{-1} \boldsymbol{u} \bmod q$ and $\boldsymbol{x}_{i}=\mathbf{0}$ for $i \in[m] \backslash\{j\}$. Define the matrix $\boldsymbol{X}=\left[\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{m}\right] \in \mathbb{Z}_{q}^{n \times m}$. Using MGReduce, obtain a basis $\boldsymbol{T}$ of $\Lambda(\boldsymbol{B})$ such that $\|\tilde{\boldsymbol{T}}\| \leq\|\tilde{\boldsymbol{S}}\| \leq\|\boldsymbol{S}\|$.
2. (Sampling.) Let $s=\frac{q}{\gamma}\|\boldsymbol{S}\|$. For each $i \in[m]$, sample $\boldsymbol{y}_{i} \leftarrow D_{\Lambda(\boldsymbol{B}), s, \boldsymbol{c}_{i}}$. Define the matrix $\boldsymbol{Y}=\left[\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{m}\right] \in \mathbb{R}^{n \times m}$. Define $\boldsymbol{A}=\left(\boldsymbol{B}^{-1} \boldsymbol{Y}+\boldsymbol{X}\right) \bmod q$.
3. (Invoking and Combining.) Invoke the oracle $O$ on ( $q, \boldsymbol{A}, \boldsymbol{u}, \beta$ ) and obtain $\boldsymbol{e} \in$ $\mathbb{Z}^{m}$. Output the vector $\boldsymbol{v}=\frac{1}{q} \boldsymbol{Y} \boldsymbol{e}$.

Theorem 2.4.4 ([GPV08]). Let $m=m(n), q=q(n), \beta=\beta(n), \gamma=\gamma(n)$ be polynomially-bounded functions. For any $q \geq \gamma \cdot \omega(\sqrt{\log n})$, The above reduction is a probabilistic polynomial-time reduction from solving $\operatorname{IncIVD}_{\gamma, g}^{\eta_{\epsilon}}$ for $\gamma=g \beta \sqrt{n}$ in
the worst case to solving either $\mathrm{SIS}_{q, m, \beta}$ or $\operatorname{ISIS}_{q, m, \beta}$ on average with non-negligible probability.

In a typical case we often set $m=O(n \log q), \beta=\sqrt{m}$, and $g$ constant and obtain $\gamma=O(n \sqrt{\log q})$ and $q=\tilde{O}(n)$.

Combining the above with Lemma 2.2.18 and Lemma 2.1.7 the following corollary holds.

Corollary 2.4.5 (Implicit in [GPV08]). Let m, $q, \beta$, $\gamma$ be as in the above. There is a probabilistic polynomial-time reduction from $\mathrm{GIVP}_{4 \gamma}^{\eta_{\epsilon}}$ in the worst case to $\mathrm{SIS}_{q, m, \beta}$ or $\operatorname{ISIS}_{q, m, \beta}$ on average.

In particular, let $\epsilon=\epsilon(n)$ be some negligible function in $n$. Then, we have a probabilistic polynomial-time reduction from $\mathrm{SIVP}_{\gamma^{\prime}}$ in the worst case to $\mathrm{SIS}_{q, m, \beta}$ or $\operatorname{ISIS}_{q, m, \beta}$ on average, where $\gamma^{\prime}=\gamma(n) \cdot \omega(\sqrt{\log n})=4 \beta \sqrt{n} \cdot \omega(\sqrt{\log n})$.

Proof: We include the proof of theorem to consistency. The following sequence of claims show the correctness of the reduction.

Claim 2.4.6. For any values $j$ and $\alpha$, the distribution of $\boldsymbol{A}$ is statistically close to uniform over $\mathbb{Z}_{q}^{n \times m}$. In particular, $\mathcal{O}$ outputs a non-zero solution $\boldsymbol{e} \in \mathbb{Z}^{m}$ such that $e_{j}=\alpha$ with non-negligible probability.

Proof. We have $s=\|\boldsymbol{S}\| q / \gamma \geq\|\tilde{\boldsymbol{T}}\| \cdot \omega(\sqrt{\log n})$ and the output of the sampling algorithm SampleD is distributed within negligible distance from $D_{\mathcal{L}(\boldsymbol{B}), s, \boldsymbol{c}_{i}}$.

We also have $\|\boldsymbol{S}\| \geq \gamma \cdot \eta_{\epsilon}(\mathcal{L}(\boldsymbol{B}))$, so $s \geq q \cdot \eta_{\epsilon}(\mathcal{L}(\boldsymbol{B}))=\eta_{\epsilon}(q \mathcal{L}(\boldsymbol{B}))$. Thus, the distribution $\boldsymbol{y}_{i} \bmod q \boldsymbol{B}$ is statistically close to uniform over $\mathcal{L}(\boldsymbol{B}) / q \mathcal{L}(\boldsymbol{B})$. This shows the statistical closeness of $\boldsymbol{a}_{i}=\left(\boldsymbol{B}^{-1} \boldsymbol{y}_{i}+\boldsymbol{x}_{i}\right) \bmod q$ to the uniform over $\mathbb{Z}_{q}^{n}$. Since $\boldsymbol{y}_{i}$ are independent and $m=\operatorname{poly}(n)$, the matrix $\boldsymbol{A}$ is also distributed within negligible distance of the uniform over $\mathbb{Z}_{q}^{n \times m}$. Hence, $\mathcal{O}$ outputs a valid solution $\boldsymbol{e}$ with non-negligible probability.

We can assume that the solution $\boldsymbol{e} \neq \mathbf{0}$, $\boldsymbol{e}$ has non-zero coordinate $e_{k} \in$ $\{-\beta, \ldots,-1,1, \ldots, \beta\}$ for some $k \in[m]$. This indicates the probability that $j=k$ and $\alpha=e_{k}$ is negligibly close to $1 /(2 \beta m)=1 / \operatorname{poly}(n)$ since the reduction algorithm chooses $j$ and $\alpha$ uniformly at random.

Claim 2.4.7. If $\boldsymbol{e}$ is a valid solution and $e_{j}=\alpha$, the output $\boldsymbol{v}$ is a lattice vector of $\mathcal{L}(\boldsymbol{B})$.
Proof. Notice that $\boldsymbol{v} \in \mathcal{L}(\boldsymbol{B})$ if and only if $\boldsymbol{B}^{-1} \boldsymbol{v} \in \mathbb{Z}^{m}$. Thus, it suffices to show that $\frac{1}{q} \boldsymbol{B}^{-1} \boldsymbol{Y} \boldsymbol{e} \in \mathbb{Z}^{m}$, that is, $\boldsymbol{B}^{-1} \boldsymbol{Y} \boldsymbol{e} \in q \mathbb{Z}^{m}$. By the definition, $\boldsymbol{B}^{-1} \boldsymbol{Y} \equiv \boldsymbol{A}-\boldsymbol{X}(\bmod q)$. Hence, we only need to show that $\boldsymbol{A} \boldsymbol{e} \equiv \boldsymbol{X} \boldsymbol{e}(\bmod q)$. If $e_{j}=\alpha, \boldsymbol{X} \boldsymbol{e}=\alpha \cdot \boldsymbol{x}_{j}=$ $\boldsymbol{u} \bmod q$. In addition, $\boldsymbol{A} \boldsymbol{e} \bmod q=\boldsymbol{u}$ if $\boldsymbol{e}$ is valid. This completes the proof.
Claim 2.4.8. If $\boldsymbol{e}$ is valid and $e_{j}=\alpha$, then $\|\boldsymbol{v}-\boldsymbol{t}\| \leq \frac{1}{g(n)}\|\boldsymbol{S}\|$ with overwhelming probability.
Proof. From the hypothesis, we have that $\boldsymbol{t}=\frac{1}{q} \boldsymbol{C} \boldsymbol{e}$, where $\boldsymbol{C}=\left[\boldsymbol{c}_{1}, \ldots, \boldsymbol{c}_{m}\right]$. For
each $\boldsymbol{y}_{i}$, let $\boldsymbol{w}_{i}=\boldsymbol{y}_{i} \bmod q \boldsymbol{B}$ and define $\boldsymbol{W}=\left[\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{m}\right]$. Notice that $\boldsymbol{y}_{i}$ is distributed as $\boldsymbol{w}_{i}+D_{q \mathcal{L}(\boldsymbol{B}), s, \boldsymbol{c}_{i}-\boldsymbol{w}_{i}}$. Note also that the input $(q, \boldsymbol{A}, \boldsymbol{u}, \beta)$ is dependent only $\boldsymbol{W}$ and $\boldsymbol{X}$. Hence, the vector $\boldsymbol{v}-\boldsymbol{t}=\frac{1}{q}(\boldsymbol{Y}-\boldsymbol{C}) \boldsymbol{e}$ is distributed as

$$
\frac{1}{q}(\boldsymbol{W}-\boldsymbol{C}) \boldsymbol{e}+\frac{1}{q} \sum_{i \in[m]} e_{i} \cdot D_{q \mathcal{L}(\boldsymbol{B}), s, \boldsymbol{c}_{i}-\boldsymbol{w}_{i}}=\frac{1}{q} \sum_{i \in[m]} e_{i}\left(D_{q \mathcal{L}(\boldsymbol{B}), s, \boldsymbol{c}_{i}-\boldsymbol{w}_{i}}+\boldsymbol{w}_{i}-\boldsymbol{c}_{i}\right)
$$

Let $z_{i}$ be a sample from $D_{q \mathcal{L}(\boldsymbol{B}), s, \boldsymbol{c}_{i}-\boldsymbol{w}_{i}}$. So, the vector $\boldsymbol{v}-\boldsymbol{t}=\frac{1}{q} \sum_{i \in[m]} e_{i} \boldsymbol{z}_{i}$. Since $s \geq q \cdot \eta_{\epsilon}(\mathcal{L}(\boldsymbol{B}))$, we can use the lemma 2.1.11 and obtain that the probability

$$
\operatorname{Pr}_{\left.z_{i} \leftarrow D_{q \mathcal{L}}\right), s, \boldsymbol{c}_{i}-\boldsymbol{w}_{i}}\left[\left\|\boldsymbol{z}_{i}-\left(\boldsymbol{c}_{i}-\boldsymbol{w}_{i}\right)\right\|>s \sqrt{n}\right]
$$

is negligible. Thus, we have each length of $\boldsymbol{z}_{i}=\boldsymbol{y}_{i}-\boldsymbol{c}_{i}$ is at most $s \sqrt{n}$ and by the norm bound, the sum is with overwhelming probability

$$
\|\boldsymbol{v}-\boldsymbol{t}\| \leq \frac{1}{q} \sum_{i \in[m]} e_{i}\left\|z_{i}\right\| \leq \frac{1}{q}\|\boldsymbol{e}\| s \sqrt{n} \leq \frac{\beta \sqrt{n}\|\boldsymbol{S}\|}{\gamma} \leq \frac{\|S\|}{g(n)}
$$

Hence, the norm is upper bounded by $\|\boldsymbol{S}\| / g$ with overwhelming probability.

## The reduction of Micciancio and Regev

In [MR07], Micciancio and Regev gave another reduction from GapSVP to SIS through GapCVP and a variant SIS' of SIS. Notice that $q$ is slightly larger than the the reduction from SIVP to SIS.

Theorem 2.4.9 (Lemma 5.5 and Theorem 5.23, MR07]). For any polynomially bounded functions $\beta=\beta(n)$, $m=m(n)$, odd integer $q=q(n)$, with $q \geq 4 \sqrt{m} n^{3 / 2} \beta$ and $\gamma=\gamma(n)=14 \pi \sqrt{n} \beta$, there exists a probabilistic polynomial-time reduction from solving GapSVP ${ }_{\gamma}$ in the worst case to solving $\mathrm{SIS}_{q, m, \beta}$ on average with nonnegligible probability. In particular, for any $m(n)=\Theta(n \log n)$, there exist odd integer $q(n)=O\left(n^{2.5} \log n\right)$ and $\gamma(n)=O(n \sqrt{\log n})$ such that solving $\operatorname{SIS}_{q, m, \sqrt{m}}$ on average is at least as hard as solving GapSVP ${ }_{\gamma}$ in the worst case.

Peikert examined the reduction to $\operatorname{GapSVP}_{\tilde{O}(n)}^{p}$ and it succeeded. For details, see [Pei08]. We note that we have not examined Gentry et al.'s technique can be applied to this reduction and this is an open issue.

### 2.4.3 From the Learning With Errors

The learning with errors (LWE) problem is a generalization of the learning parity noise (LPN) problem, proposed by Regev [Reg09].

To start the review, we recall the definitions of the distributions appearing the definition of the LWE problem. Later, we define several versions of the LWE problem.

Gaussians: The Gaussian distribution with mean 0 and variance $\sigma^{2}$, denoted by $N\left(0, \sigma^{2}\right)$, is defined by the density function $\frac{1}{\sigma \sqrt{2 \pi}} \cdot \exp \left(-x^{2} / 2 \sigma^{2}\right)$ over $\mathbb{R}$. By the tail inequality, we have $\operatorname{Pr}[|x| \geq t \sigma] \leq \frac{1}{t} \cdot \exp \left(-t^{2} / 2\right)$, where $x \leftarrow N\left(0, \sigma^{2}\right)$.
Folded Gaussians: For $\alpha \in(0,1), \Psi_{\alpha}$ denotes the folded Gaussian distribution over $\mathbb{T}=\mathbb{R} / \mathbb{Z}$ [Reg09], obtained by (1) take a sample $x$ from $N\left(0, \alpha^{2} / 2 \pi\right)$ and (2) output $x \bmod 1$. We have $\operatorname{Pr}_{x \leftarrow \Psi_{\alpha}}[|x| \geq t] \leq \frac{\alpha}{\sqrt{2 \pi t}} \cdot \exp \left(-\pi t^{2} / \alpha^{2}\right)$ by simple calculations. Often, we set $t$ a constant and $\alpha=1 / \omega(\sqrt{\log n})$ to ensure that the right hand side is negligible in $n$.

Discretized distributions: For any probability distribution $\phi$ over $\mathbb{T}$ and a positive integer $q \in \mathbb{N}, \bar{\phi}$ denotes the discretization of $\phi$ over $\mathbb{Z}_{q}$; the distribution is defined by the following procedure, (1) take a sample $x \leftarrow \phi$ and (2) output $\lfloor q x\rceil \bmod q$.
The LWE oracle for $\chi$ : For $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$ and a distribution $\chi$ over $\mathbb{T}$, let $A_{s, \chi}$ be a distribution over $\mathbb{Z}_{q}^{n} \times \mathbb{T}$ defined as follows: (1) take samples $\boldsymbol{a} \leftarrow \mathbb{Z}_{q}^{n}$ and $x \leftarrow \chi$ and (2) output (a, $\boldsymbol{a}^{T} \boldsymbol{s} / q+x$ ).
The LWE oracle for $\bar{\chi}$ : For $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$ and a distribution $\bar{\chi}$ over $\mathbb{Z}_{q}$, let $A_{s, \bar{\chi}}$ be a distribution over $\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}$ defined as follows: (1) take samples $\boldsymbol{a} \leftarrow \mathbb{Z}_{q}^{n}$ and $x \leftarrow \bar{\chi}$ and (2) output ( $\left.\boldsymbol{a}, \boldsymbol{a}^{T} \boldsymbol{s}+x\right)$.

For simplifying expressions, we define $A_{S_{, \bar{\chi}}}$ for a matrix $\boldsymbol{S} \in \mathbb{Z}_{q}^{n \times l}$ as follows: (1) take samples $\boldsymbol{a} \leftarrow \mathbb{Z}_{q}^{n}$ and $\boldsymbol{x} \leftarrow \bar{\chi}^{l}$ and (2) output ( $\boldsymbol{a}, \boldsymbol{a}^{T} \boldsymbol{S}+\boldsymbol{x}$ ).

We define the learning with errors (LWE) problem as follows:
Definition 2.4.10 ((Search) Learning With Errors). The (search) LWE problem with respect to $q$ and $\chi$, denoted by $\operatorname{sLWE}(q, \chi)$, is finding $s \in \mathbb{Z}_{q}^{n}$ given oracle access to $A_{s, \gamma}$. The (search) LWE problem with respect to $q$ and $\bar{\chi}$, denoted by $\operatorname{sLWE}(q, \bar{\chi})$, is finding $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$ given oracle access to $A_{s, \bar{\chi}}$.
Definition 2.4.11 ((Decisional) Learning With Errors). For an integer $q=q(n)$ and a distribution $\bar{\chi}$ over $\mathbb{Z}_{q}$, the (decision) learning with errors problem $\operatorname{dLWE}(q, \bar{\chi})$ is distinguishing the oracle $A_{s, \chi}$ from the oracle $U\left(\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}\right)$ for a uniformly random $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$.

In addition, for an integer $q=q(n)$ and a distribution $\chi$ over $\mathbb{T}$, the (decision) learning with errors problem $\operatorname{dLWE}(q, \bar{\chi})$ is distinguishing the oracle $A_{s, \chi}$ from the oracle $U\left(\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}\right)$ for a uniformly random $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$.

These problems are closely related to the decoding problem with a random linear code [Reg09]. Consider $m$ samples $\left(\boldsymbol{a}_{i}, p_{i}=\left\langle\boldsymbol{a}_{i}, \boldsymbol{s}\right\rangle+x_{i}\right)$ from $A_{s, \bar{\chi}}$. These can be considered as $(\boldsymbol{A}, \boldsymbol{p})$, where $\boldsymbol{A}=\left[\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{m}\right]$ and $\boldsymbol{p}=\boldsymbol{A}^{T} \boldsymbol{s}+\boldsymbol{x}$. The $\operatorname{sLWE}(q, \bar{\chi})$ problem can be stated as coding problem as follows: Given a random generator matrix $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ and $\boldsymbol{p}=\boldsymbol{A}^{T} \boldsymbol{s}+\boldsymbol{x}$, where $\boldsymbol{x} \leftarrow \bar{\chi}^{l}$, the problem is decoding $\boldsymbol{s}$. In addition, the $\operatorname{dLWE}(q, \bar{\chi})$ also can be stated as coding problem; given a random generator matrix $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ and $\boldsymbol{p}$, the problem is deciding $\boldsymbol{p}$ is random or not.

Note that an adversary $\mathcal{A}$ distinguishing $\boldsymbol{A}_{\boldsymbol{s}, \chi}$ and $U\left(\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}\right)$ with advantage $\epsilon$ implies an adversary distinguishing $\boldsymbol{A}_{\boldsymbol{S}, \chi}$ and $U\left(\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}^{l}\right)$ for $\boldsymbol{S} \leftarrow \mathbb{Z}_{q}^{l}$ with advantage $\epsilon / l$. The proof is simply obtained by the hybrid lemma [PVW08].

## Main Reduction

These LWE problems already has the average-case/worst-case reductions. We start with the reduction from the worst case of $\operatorname{dLWE}(q, \bar{\chi})$ to the average case of $\operatorname{dLWE}(q, \bar{\chi})$.

Lemma 2.4.12 (Average case to Worst case [Reg09]). Suppose that there is an algorithm $\mathcal{A}$ that distinguishes $A_{s, \bar{\chi}}$ from $U$ in time $T$ and with noticeable advantage $\epsilon$, where the probability is taken over the coin of the algorithm, the samples from the oracle, and $\boldsymbol{s} \leftarrow \mathbb{Z}_{q}^{n}$. Then, there is an algorithm $\mathcal{B}$ that, for any $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$, distinguishes $A_{s, \bar{\chi}}$ from $U$ in time $\operatorname{poly}(T, n, \log q, 1 / \epsilon)$ with overwhelming probability.

Proof Sketch. For $\boldsymbol{s}^{\prime} \in \mathbb{Z}_{q}^{n}$, we define the mapping $T_{s^{\prime}}: \mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q} \rightarrow \mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}$ by $T_{\boldsymbol{s}^{\prime}}(\boldsymbol{a}, p)=\left(\boldsymbol{a},\left\langle\boldsymbol{a}, \boldsymbol{s}^{\prime}\right\rangle+p\right)$. Obviously, $T_{\boldsymbol{s}^{\prime}} \operatorname{maps} A_{\boldsymbol{s}, \bar{\chi}}$ and $U$ to $A_{\boldsymbol{s}+\boldsymbol{s}^{\prime}, \bar{\chi}}$ and $U$, respectively. The lemma immediately follows from this random self reducibility.

Lemma 2.4.13 (Decision to Search $[\overline{\operatorname{Reg} 09]})$. Suppose that $q=\operatorname{poly}(n)$. Then, if there is an algorithm that, for any $s \in \mathbb{Z}_{q}^{n}$, distinguishes $A_{s, \bar{\chi}}$ from $U$ in time $T$ and with overwhelming probability, then there exists an algorithm that, for any $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$, finds $\boldsymbol{s}$ from $A_{s, \bar{\chi}}$ in time $\operatorname{poly}(T, n, q)$ and with overwhelming probability.

Proof Sketch. We construct an indicator $\mathcal{I}$ which outputs the $j$-th coordinate $s_{j}$ of $\boldsymbol{s}$ from $A_{s, \bar{\chi}}$ with oracle access to the distinguisher $\mathcal{D}$. For any $k \in \mathbb{Z}_{q}$, we define a random mapping $T_{k}$ defined by

$$
T_{k}(\boldsymbol{a}, p)=\left(\boldsymbol{a}+l \cdot \boldsymbol{i}_{j}, p+l k\right)
$$

where $l \leftarrow \mathbb{Z}_{q}$. If $k=s_{j}, T_{k}$ maps $A_{s, \bar{\chi}}$ to itself. Otherwise, $T_{k}$ maps $A_{s, \bar{\chi}}$ to $U$ since $q$ is a prime. Since $q$ is polynomially-bounded by $n$, the finding $s_{j}$ is straightforward; examine all $k \in \mathbb{Z}_{q}$.

The following reduction is obvious if we take a precision with $\omega(\log n)$.
Lemma 2.4.14 (Discrete to Continuous (Reg09]). For any $q$ and $\chi$, if there exists an algorithm that, for any $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$, finds $\boldsymbol{s}$ from $A_{s, \bar{\chi}}$ in time $T$ and with overwhelming probability, then there exists an algorithm that, for any $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$, finds $\boldsymbol{s}$ from $A_{\boldsymbol{s}, \chi}$ in time $O(T, \log q, n)$ and with overwhelming probability.

Even if $q$ is not polynomially-bounded, there is a decision-to-search reduction when $q$ is a product of distinct polynomially-bounded primes.

Lemma 2.4.15 (Decision to Search [Pei08]). Suppose that $q=\prod_{i \in[t]} q_{i}$ is a product of distinct primes in $n$. Suppose also $\alpha=\alpha(n) \in(0,1)$ be a real such that
$q_{i} \geq \omega(\sqrt{\log n}) / \alpha$ for any $i \in[t]$. Then, if there is an algorithm that, for any $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$, distinguishes $A_{s, \Psi_{\alpha}}$ from $U$ in time $T$ and with overwhelming probability , then there exists an algorithm that, for any $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$, finds $\boldsymbol{s}$ from $A_{s, \Psi_{\alpha}}$ in time $\operatorname{poly}\left(T, n, t, \max _{i} q_{i}\right)$ and with overwhelming probability.

The proof appeared in [Pei08] and he wrote that the idea is due to Regev.
Proof. Obviously, we can factor $q$ into $\prod_{i} q_{i}$ in time poly $\left(t, \max _{i} q_{i}\right)$. By shifting $s$ as in the average-to-worst reduction, we only need a power to decide $s_{j} \equiv 0 \bmod q_{i}$ for any $i \in[t]$ and $j \in[n]$.

Define the random mapping

$$
T:(\boldsymbol{a}, p) \mapsto\left(\boldsymbol{a}-r \cdot\left(q / q_{i}\right) \cdot \boldsymbol{i}_{j}, p\right)
$$

where $r \leftarrow \mathbb{Z}_{q_{i}}$. If $s_{j} \equiv 0 \bmod q_{i}, T$ maps $A_{s, \bar{\Psi}_{\alpha}}$ to itself. Suppose that $s_{j} \not \equiv 0$ $\bmod q_{i}$. Then, obviously $\boldsymbol{a}^{\prime}=\boldsymbol{a}-r \cdot\left(q / q_{i}\right) \cdot \boldsymbol{i}_{j}$ is uniformly random. We have that

$$
p^{\prime}=p=\langle\boldsymbol{a}, \boldsymbol{s}\rangle / q+x=\left\langle\boldsymbol{a}^{\prime}, \boldsymbol{s}\right\rangle / q+\left(r s_{j} / q_{i}+x\right) \in \mathbb{T},
$$

where $x \leftarrow \Psi_{\alpha}$. Since $q_{i}$ is a prime, $r s_{j}$ is uniformly distributed over $\mathbb{Z}_{q_{i}}$. Since $\alpha \geq \omega(\sqrt{\log n}) / q_{i} \geq \eta_{\epsilon}\left(\frac{1}{q_{i}} \mathbb{Z}\right)$ for some negligible $\epsilon$, the distribution of $r s_{j} / q_{i}+$ $e \bmod 1$ is within $\epsilon / 2$ statistical distance from uniform over $\mathbb{T}$ by Lemma 2.1.4, This completes the proof.

Finally, we recall the theorems by Regev [ $\overline{\mathrm{Reg} 09]}$ and Peikert [Pei08].
Theorem 2.4.16 (Regev [Reg09] and Peikert Pei08]). Let $n$, $m=m(n), q=q(n)$ be integers and $\alpha=\alpha(n) \in(0,1)$ be such that $\alpha q>2 \sqrt{n}, m=\operatorname{poly}(n)$, and $q=2^{O(n)}$. If there exists an efficient algorithm that $\operatorname{solves} \operatorname{sLWE}\left(q, m, \Psi_{\alpha}\right)$, then there exists an efficient quantum algorithm that solves $\mathrm{GapSVP}_{\gamma}$ and $\mathrm{SIVP}_{\gamma}$ with $\gamma=\tilde{O}(n / \alpha)$ in the worst case.

Alternatively, let $n$ and $m=m(n)=\operatorname{poly}(n)$ be integers. Let $\alpha=\alpha(n)$ be a real number and $\gamma=\gamma(n) \geq n /(\alpha \sqrt{\log n})$. Let $\zeta=\zeta(n) \geq \gamma$ and $q=q(n) \geq$ $(\zeta / \sqrt{n}) \cdot \omega(\sqrt{\log n})$. Then, there is a probabilistic polynomial-time reduction from solving $\operatorname{GapSVP}_{\zeta, \gamma}$ in the worst case to solving $\operatorname{sLWE}\left(q, m, \Psi_{\alpha}\right)$.

## Regev's Reduction

We first review Regev's reduction from $\operatorname{DGS}$ to $\operatorname{sLWE}\left(q, \Psi_{\alpha}\right)$. The reduction is divided into twofolds. The classical reduction is from $\operatorname{sLWE}\left(q, \Psi_{\alpha}\right)$ and a sampling problem with respect to $D_{\Lambda, s}$ to CVP on $\Lambda^{*}$. The quantum reduction is from CVP to the sampling problem with respect to $D_{\Lambda, s}$. We only give intuitions on the quantum part of the reduction.

Classical part: More precisely, the former reduction is described as follows:

Theorem 2.4.17. Let $\epsilon=\epsilon(n)$ be a negligible function, $q=q(n) \geq 2$ be an integer, $\alpha=\alpha(n) \in(0,1)$. If there exist algorithms that solve $\operatorname{sLWE}_{q, \Psi_{\alpha}}$ and $\mathrm{DGS}_{\phi}$ for $\phi=\sqrt{2} q \cdot \eta_{\epsilon}$, then there exists an algorithm that solves $\mathrm{BDD}_{\alpha q /(\sqrt{2} r)}$.

Precisely, there is a classical probabilistic polynomial-time algorithm $\mathcal{R}(\boldsymbol{B}, r, \boldsymbol{x})$ that, given a basis $\boldsymbol{B}$ of an n-dimensional lattice $\Lambda$, a number $r \geq$ $\sqrt{2} q \cdot \eta_{\epsilon}\left(\Lambda^{*}\right)$, and a target point $\boldsymbol{x}$ within distance $\alpha q /(\sqrt{2} r)$ of $\Lambda$, and given access to

1. an oracle $\mathcal{W}$ that solves $\operatorname{sLWE}_{q, \Psi_{\alpha}}$ using $\operatorname{poly}(n)$ samples, and
2. an oracle $\mathcal{S}$ that generates samples from $D_{\Lambda^{*}, r}$,
finds $\boldsymbol{v} \in \Lambda$ closest to $\boldsymbol{x}$ with overwhelming probability.
We start by defining a technical problem $\mathrm{BDD}^{(q)}$ which has a connection to sLWE.

Definition 2.4.18. For $q \geq 2$, the problem $\mathrm{BDD}^{(q)}$ is, given a basis $\boldsymbol{B}$ of an $n$ dimensional lattice $\Lambda$ and a number $d<\lambda_{1}(\Lambda) / 2$, finding $\boldsymbol{w} \bmod q \in \mathbb{Z}_{q}^{n}$ such that $\boldsymbol{B} \boldsymbol{w}$ is the unique closest vector to $\boldsymbol{x}$.

Regev showed the following reduction.
Lemma 2.4.19 (Lemma 3.5, Reg09]). There is a lattice-preserving reduction from $\mathrm{BDD}_{d}$ to $\mathrm{BDD}_{d}^{(q)}$ if $d<\lambda_{1}(\Lambda) / 2$.

Since $\alpha q /(\sqrt{2} r) \leq \lambda_{1}(\Lambda) / 2$, it is suffices to construct $\mathcal{R}^{\prime}$ that solves $\mathrm{BDD}_{\alpha q /(\sqrt{2} r)}^{(q)}$ with help of the oracles $\mathcal{S}$ and $\mathcal{W}$.

Let $\boldsymbol{v}$ be a solution of $(\boldsymbol{B}, r, \boldsymbol{x})$. We let $\boldsymbol{s}$ denote $\boldsymbol{B}^{-1} \boldsymbol{v} \bmod q$. In order to generate a sample from $A_{s, \Psi_{\alpha}}$, take a sample $\boldsymbol{y}$ from $D_{\Lambda^{*}, r}$, lets $\boldsymbol{a}=\left(\boldsymbol{B}^{*}\right)^{T} \boldsymbol{y} \bmod q$, and outputs

$$
(\boldsymbol{a}, p=\langle\boldsymbol{y}, \boldsymbol{x}\rangle / q+x \bmod 1)
$$

where $\boldsymbol{x} \leftarrow N\left(0, \alpha^{2} / 4 \pi\right)$. By the construction, we have that

$$
\begin{aligned}
\langle\boldsymbol{y}, \boldsymbol{x}\rangle / q+x & =\langle\boldsymbol{y}, \boldsymbol{v}\rangle / q+\langle\boldsymbol{y}, \boldsymbol{x}-\boldsymbol{v}\rangle / q+x \\
& =\left\langle\boldsymbol{B}^{T} \boldsymbol{y}, \boldsymbol{B}^{-1} \boldsymbol{v}\right\rangle+\langle\boldsymbol{y}, \boldsymbol{x}-\boldsymbol{v}\rangle / q+x \\
& \equiv\langle\boldsymbol{a}, \boldsymbol{s}\rangle+\langle\boldsymbol{y}, \boldsymbol{x}-\boldsymbol{v}\rangle / q+x \bmod 1 .
\end{aligned}
$$

As we already seen in the reduction to SIS, $\boldsymbol{a}$ is almost uniformly distributed over $\mathbb{Z}_{q}^{n}$, since $r \geq \sqrt{2} q \cdot \eta_{\epsilon}\left(\Lambda^{*}\right)$.

To ensure that $\langle\boldsymbol{y}, \boldsymbol{x}-\boldsymbol{v}\rangle / q+x \bmod 1$ distributes as a continuous Gaussian, we use the following claim that says that the sum of a Gaussian over a lattice and a continuous Gaussian distributes statistically close to another continuous Gaussian.

Claim 2.4.20 (Claim 3.9, $[\operatorname{Reg} 09])$. Let $\Lambda$ be a lattice and $\boldsymbol{u} \in \mathbb{R}^{n}$. Let $r$ and $s$ be two positive integers, and let t denote $\sqrt{r^{2}+s^{2}}$. Suppose that $r s / t=\geq \eta_{\epsilon}(\Lambda)$ for some $\epsilon \in(0,1 / 2)$. Consider the distribution $Y$ on $\mathbb{R}^{n}$ defined as follows: (1) take
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a sample $\boldsymbol{y} \leftarrow D_{\Lambda+\boldsymbol{u}, r}$, (2) take a noise $\boldsymbol{x} \leftarrow v_{s}$, and (3) output $\boldsymbol{y}+\boldsymbol{x}$. Then, the statistical distance between $Y$ and $v_{t}$ is at most $4 \epsilon$.

Following the claim, we obtain the corollary below.
Corollary 2.4.21 (Corollary 3.10, $\operatorname{Reg} 09]$ ). Let $\Lambda$ be a lattice and $\boldsymbol{u}, \boldsymbol{z} \in \mathbb{R}^{n}$ vectors. Let $r, \alpha>0$ be two reals. Suppose that

$$
\frac{1}{\sqrt{\frac{1}{r^{2}}+\left(\frac{\|z\|}{\alpha}\right)^{2}}} \geq \eta_{\epsilon}(\Lambda)
$$

for some $\epsilon \in(0,1 / 2)$. Let $B$ denote the distribution sampled as follows: (1) $\boldsymbol{v} \leftarrow$ $\boldsymbol{u}+D_{\Lambda, r,-\boldsymbol{u}}$, (2) $x \leftarrow N\left(0, \alpha^{2} / 2 \pi\right)$, and (3) output $\langle\boldsymbol{z}, \boldsymbol{v}\rangle+x$. Then, we have

$$
\Delta\left(B, N\left(0,\left(r^{2}\|z\|^{2}+\alpha^{2}\right) / 2 \pi\right)\right) \leq 4 \epsilon .
$$

In particular,

$$
\Delta\left(B \bmod 1, \Psi_{\beta}\right) \leq 4 \epsilon,
$$

where $\beta=\sqrt{(r\|z\|)^{2}+\alpha^{2}}$.
Conditioned on $\boldsymbol{a}$, the distribution of $\boldsymbol{y}$ is $\boldsymbol{B} \boldsymbol{a}+D_{q \Lambda, r,-\boldsymbol{B} \boldsymbol{a}}$. In addition, we have that

$$
\begin{aligned}
\frac{1}{\sqrt{\frac{1}{r^{2}}+\left(\frac{\sqrt{2}\|\boldsymbol{x}-\boldsymbol{v}\|}{q \alpha}\right)^{2}}} & =\frac{r q \alpha}{\sqrt{q^{2} \alpha^{2}+2 r^{2}\|\boldsymbol{x}-\boldsymbol{v}\|^{2}}} \\
& \geq \frac{r}{\sqrt{2}}>q \cdot \eta_{\epsilon}(\Lambda)=\eta_{\epsilon}(q \Lambda)
\end{aligned}
$$

where we use $\|\boldsymbol{x}-\boldsymbol{v}\| \leq q \alpha /(\sqrt{2} r)$. Now, by the corollary, $\langle\boldsymbol{y}, \boldsymbol{x}-\boldsymbol{v}\rangle / q+x \bmod 1$ is statistically close to $\Psi_{\alpha^{\prime}}$ for some $\alpha^{\prime}=\sqrt{(r\|\boldsymbol{x}-\boldsymbol{v}\| / q)^{2}+\alpha^{2} / 2} \leq \alpha$. Since the solver $\mathcal{W}$ also solves $\operatorname{sLWE}_{q, \Psi_{\alpha^{\prime}}}$ when $\alpha^{\prime} \leq \alpha$ (see [Reg09, Lemma 3.7]), we can recover $\boldsymbol{s}$ by the oracle $\mathcal{W}$ for $\operatorname{sLWE}\left(q, \Psi_{\alpha}\right)$.

Quantum part: Turning into the latter reduction, Regev constructed the quantum sampler $\mathcal{S}$ for $D_{\Lambda, \sqrt{n} /(\sqrt{2} d)}$ from $\mathrm{BDD}_{d}$.

Theorem 2.4.22 ([Reg09, Lemma 3.14]). There exists an efficient quantum algorithm that, given a basis $\boldsymbol{B}$ of an n-dimensional lattice $\Lambda$, a number $d<\lambda_{1}\left(\Lambda^{*}\right) / 2$, and an oracle that solves $\mathrm{BDD}_{d}$ on a dual lattice $\Lambda^{*}$, outputs a sample from $D_{\Lambda, \sqrt{n} /(\sqrt{2} d)}$.

Intuitively, $\mathrm{BDD}_{d}$ can be used to uncompute; that is, $|\boldsymbol{x}\rangle|\boldsymbol{x}+\boldsymbol{e}\rangle \mapsto|\mathbf{0}\rangle|\boldsymbol{x}+\boldsymbol{e}\rangle$ for any $\boldsymbol{x} \in \Lambda^{*}$ and $\boldsymbol{e}$ with norm at most $d$. We note that this reduction is latticepreserving. This will be exploited in Section 3.4.2.

Combining them: The bootstrapping step is done by the LLL algorithm and the sampler SampleD (see Section 10.4). Given a basis $\boldsymbol{B}$ of $\Lambda$, we obtain a new basis $\boldsymbol{T}$ that $\|\boldsymbol{T}\| \leq 2^{n} \lambda_{n}(\Lambda)$ applying the LLL algorithm. Hence, if $r \geq\|\boldsymbol{T}\| \cdot \omega(\sqrt{\log n})$, we can use the sampler SampleD to sample from $D_{\Lambda, r}$.

The whole reduction from sLWE to DGS is summarized as follows: Suppose that the algorithm $\mathcal{R}$ needs $m$ samples from $\mathcal{S}$ to invoke $\mathcal{W}$.

1. (bootstrapping) Apply the LLL algorithm to an input basis $\boldsymbol{B}$ of a lattice $\Lambda$ and obtain $\boldsymbol{T}$. Set $r \geq\|\boldsymbol{T}\| \cdot \omega(\sqrt{\log n})$. Construct $\mathcal{S}$ for $D_{\Lambda, r}$ by SampleD with $\boldsymbol{T}$ and $r$.
2. (iterative step)
(a) Construct the algorithm $\mathcal{R}$ for $\mathrm{BDD}_{d}$ on $\Lambda^{*}$ and $d=\alpha q /(\sqrt{2} r)$ by using the oracle $\mathcal{W}$ and the algorithm $\mathcal{S}$ for $D_{\Lambda, r}$.
(b) Construct the quantum sampler $\mathcal{S}^{\prime}$ for $D_{\Lambda, \sqrt{n} /(\sqrt{2} d)}$ by using the algorithm $\mathcal{R}$ for $\mathrm{BDD}_{d}$ on $\Lambda^{*}$ and $d=\alpha q / \sqrt{2} r$. Note that $\sqrt{n} /(\sqrt{2} d)=\sqrt{n} r / \alpha q \leq$ $r / 2$ since $\alpha q>2 \sqrt{n}$.
When $r<\sqrt{2} q \cdot \eta_{\epsilon}(\Lambda)$, the algorithm will fail.
To connect $\operatorname{DGS}_{\phi}$ and $\operatorname{SIVP}_{\gamma}$ is somewhat simpler task than the aboves. See [Reg09] for the proof.
Lemma 2.4.23 (||Reg09, Lemma 3.17]). For any $\epsilon=\epsilon(n) \leq 1 / 10$ and any $\phi \geq$ $\sqrt{2} \eta_{\epsilon}$, there is a lattice-preserving polynomial-time reduction from $\operatorname{GIVP}_{2 \sqrt{n} \phi}$ to $\mathrm{DGS}_{\phi}$.

## Peikert's Reduction

The classical part of Regev's reduction is from $\operatorname{sLWE}_{q, \Psi_{\alpha}}$ and the sampler $\mathcal{S}$ for $D_{\Lambda^{*}, r}$ to $\mathrm{BDD}_{d}$ over $\Lambda$, where $d=\alpha q /(\sqrt{2} r) \leq \lambda_{1}(\Lambda) / 2$.

Peikert pointed out the existence of the sampler SampleD for $D_{\Lambda^{*}, r}$ when $r$ is slightly larger than the norm of a basis $\boldsymbol{B}$. In addition, he recalled the result of Goldreich and Goldwasser [GG00] that GapCVP ${ }_{\gamma}$ is in coAM when $\gamma=O(\sqrt{n / \log n})$.

The nutshell of [GG00] is the observation on two balls:
Lemma 2.4.24. For any constants $c, d>0$, and any $\boldsymbol{u} \in \mathbb{R}^{n}$ of length $d$, and $d^{\prime}=d \cdot \sqrt{n /(c \log n)}$,

$$
\Delta\left(U\left(B\left(\mathbf{0}, d^{\prime}\right)\right), U\left(B\left(\boldsymbol{u}, d^{\prime}\right)\right)\right) \leq 1-1 / \operatorname{poly}(n) .
$$

This lemma states that if $\boldsymbol{x} \leftarrow B\left(\mathbf{0}, d^{\prime}\right)$, it will be contained in $B\left(\boldsymbol{u}, d^{\prime}\right)$ with probability at least $1 / \operatorname{poly}(n)$. Hence, one cannot distinguish $\boldsymbol{x}$ is chosen from $B\left(\mathbf{0}, d^{\prime}\right)$ or $B\left(\boldsymbol{u}, d^{\prime}\right)$ conditioned on that $\boldsymbol{x}$ is in both balls. In addition, notice that, if $d^{\prime} \geq \lambda_{1}(\Lambda) / 2$, the two balls do not overlap.

We give the details of the Peikert reduction [Pei09c]. The input is $(\boldsymbol{B}, d)$ where $\min _{i}\left\|\tilde{\boldsymbol{b}}_{i}\right\| \geq 1, \lambda_{1}(\Lambda) \leq \zeta$, and $1 \geq d \geq \zeta / \gamma$.

1. Set $r=q \cdot \sqrt{2 n} /(\gamma d)$.
2. Implement the oracle $\mathcal{S}$ for $D_{\Lambda^{*}, r}$ by the sampler SampleD with the dual basis $\boldsymbol{B}^{*}$.
3. Repeat the following procedure $N=\operatorname{poly}(n)$ times.
(a) Choose a point $\boldsymbol{w} \leftarrow B\left(\mathbf{0}, d^{\prime}\right)$, where $d^{\prime}=d \cdot \sqrt{n /(4 \log n)}$, and let $\boldsymbol{x}=$ $\boldsymbol{w} \bmod B$.
(b) Invoke the reduction $\mathcal{R}$ on $(\boldsymbol{B}, r, \boldsymbol{x})$ and obtain $\boldsymbol{v}$.
4. If $\boldsymbol{v} \neq \boldsymbol{x}-\boldsymbol{w}$ in any of the $N$ iterations, then accept. Otherwise, reject.

Notice that $\max _{i}\left\|\tilde{\boldsymbol{b}}_{i}^{*}\right\|=1 / \min _{i}\left\|\tilde{\boldsymbol{b}}_{i}\right\| \leq 1$. Notice also that

$$
r=\frac{q \sqrt{2 n}}{\gamma d} \geq \frac{q \sqrt{2 n}}{\zeta} \geq \omega(\sqrt{\log n})
$$

since $q \geq(\zeta / \sqrt{2 n}) \cdot \omega(\sqrt{\log n})$.
If $(\boldsymbol{B}, d)$ is a NO instance, then, $\lambda_{1}(\Lambda)>\gamma \cdot d$. Lemma 2.1.6 tells us that

$$
\eta_{\epsilon}\left(\Lambda^{*}\right) \leq \sqrt{n} / \lambda_{1}(\Lambda)<\sqrt{n} /(\gamma d)
$$

for $\epsilon=2^{-n}$. Thus, we have that $\sqrt{2} q \cdot \eta_{\epsilon}\left(\Lambda^{*}\right)<\sqrt{2 n} q /(\gamma d) \leq r$. Additionally, we have that

$$
\operatorname{dist}(\boldsymbol{x}, \Lambda) \leq d^{\prime}=d \sqrt{\frac{n}{4 \log n}} \leq d \cdot \frac{\alpha \gamma}{\sqrt{4 n}}=\frac{q \sqrt{2 n}}{r \cdot \gamma} \cdot \frac{\alpha \gamma}{\sqrt{4 n}}=\frac{\alpha q}{\sqrt{2} r}
$$

where we use the hypothesis $\gamma \geq n /(\alpha \sqrt{\log n})$. From these two facts, the reduction $\mathcal{R}$ correctly works. Since $\lambda_{1}(\Lambda)>\gamma d>2 d^{\prime}$, the reduction must return the unique solution $\boldsymbol{v}=\boldsymbol{x}-\boldsymbol{w}$ in any iterations.

Next, consider the case when $(\boldsymbol{B}, d)$ is a YES instance $\left(\lambda_{1}(\Lambda) \leq d\right)$. Notice that in the case, we cannot ensure that the reduction $\mathcal{R}$ correctly works. However, we can show the reduction $\mathcal{R}$ fails to finds the solution $\boldsymbol{v}=\boldsymbol{x}-\boldsymbol{w}$ by the argument on the statistical distance. Let $z \in \Lambda$ be the shortest vector, that is, $\|z\|=\lambda_{1}(\Lambda)$. Consider an alternate game in which of $\boldsymbol{w} \leftarrow B\left(\mathbf{0}, d^{\prime}\right)$ is replaced by $\boldsymbol{w}^{\prime} \leftarrow B\left(z, d^{\prime}\right)$. We then replace $\boldsymbol{x}=\boldsymbol{w} \bmod \boldsymbol{B}$ with $\boldsymbol{x}^{\prime}=\boldsymbol{w}^{\prime} \bmod \boldsymbol{B}$. In this alternate game, $\mathcal{R}$ is invoked on $\boldsymbol{x}^{\prime}$. Then, we have that

$$
\left|\operatorname{Pr}[\mathcal{R}(\boldsymbol{x})=\boldsymbol{x}-\boldsymbol{w}]-\operatorname{Pr}\left[\mathcal{R}\left(\boldsymbol{x}^{\prime}\right)=\boldsymbol{x}^{\prime}-\boldsymbol{w}^{\prime}\right]\right| \leq 1-\frac{1}{\operatorname{poly}(n)}
$$

Hence,
$\operatorname{Pr}[\mathcal{R}(\boldsymbol{x})=\boldsymbol{x}-\boldsymbol{w}] \leq 1-\frac{1}{\operatorname{poly}(n)}+\operatorname{Pr}\left[\mathcal{R}\left(\boldsymbol{x}^{\prime}\right)=\boldsymbol{x}^{\prime}-\boldsymbol{w}^{\prime}\right] \leq 2-\frac{1}{\operatorname{poly}(n)}-\operatorname{Pr}\left[\mathcal{R}\left(\boldsymbol{x}^{\prime}\right)=\boldsymbol{x}^{\prime}-\boldsymbol{w}^{\prime}\right]$.
Notice that $B\left(z, d^{\prime}\right) \equiv B\left(\mathbf{0}, d^{\prime}\right)(\bmod \boldsymbol{B})$ since $z \in \Lambda$. Thus, $\boldsymbol{x}^{\prime}$ is distributed identically to $\boldsymbol{x}$ and we can replace $\boldsymbol{x}$ with $\boldsymbol{x}^{\prime}$ in the probabilities. Therefore,

$$
\operatorname{Pr}[\mathcal{R}(\boldsymbol{x})=\boldsymbol{x}-\boldsymbol{w}] \leq 1-\frac{1}{2 \cdot \operatorname{poly}(n)}
$$

Taking $N=\operatorname{poly}(n)$ sufficiently large, we have $\boldsymbol{v} \neq \boldsymbol{x}-\boldsymbol{w}$ in at least one iteration.

## Cyclic and Ideal Lattices

Several families of lattice-based hash functions [Mic07, PR06, LM06] are known to have small description sizes. Originally, Micciancio [Mic07] gave a compact version of the lattice-based hash functions and proved the one-wayness of the version. After that, Peikert and Rosen [PR06] and Lyubashevsky and Micciancio [LM06] proposed the modified versions of the version of Micciancio and showed their collision-resistance property, independently. The underlying problems are lattice problems whose instances are lattices has certain algebraic structure and compact description, cyclic or ideal lattices. We employ the notions, the notations, the definitions, and the results in Lyubashevsky and Micciancio [LM06], since its generality of the descriptions.

Organization: Section 3.1 prepares basic notions, notation, and facts of polynomials. Section 3.2 reviews and defines several lattices. Section 3.3 lists up the problems for ideal lattices. Section 3.4 reviews the average-case/worst-case reductions from ideal-lattice versions of SIS and LWE to ideal lattice problems.

### 3.1 Preliminaries

Let $\mathbf{f}(x)=f_{0}+f_{1} x+\cdots+f_{n-1} x^{n-1}+x^{n} \in \mathbb{Z}[x]$ be a monic polynomial of degree $n$. Consider the quotient ring $R_{\mathbf{f}}=\mathbb{Z}[x] /\langle\mathbf{f}\rangle$. We use the standard set of representatives $\{(\mathbf{g} \bmod \mathbf{f}) \mid \mathbf{g} \in \mathbb{Z}[x]\}$ for $R_{\mathbf{f}}$. Hence, we identify an integral polynomial a of degree at most $n-1$ with the corresponding representative $(\mathbf{a} \bmod \mathbf{f})$. In addition, we identify a polynomial $\mathbf{a}(x)=a_{0}+a_{1} x+\cdots+a_{n-1} x^{n-1} \in R_{\mathbf{f}}$ with an $n$-dimensional integer vector $\boldsymbol{a}=\left(a_{0}, \ldots, a_{n-1}\right) \in \mathbb{Z}^{n}$ in this thesis. More precisely, consider the
following mapping $\sigma: R_{\mathbf{f}} \rightarrow \mathbb{Z}^{n}$ :

$$
\sigma: a_{0}+a_{1} x+\cdots+a_{n-1} x^{n-1} \mapsto\left(a_{0}, a_{1}, \ldots, a_{n-1}\right)
$$

We call this embedding as the normal embedding of $R_{\mathbf{f}}$ into $\mathbb{Z}^{n}$. We omit this $\sigma$ unless we need it explicitly.

Let us define some useful functions and examine these properties. A function $\operatorname{rot}_{\mathbf{f}}: R_{\mathbf{f}} \rightarrow R_{\mathbf{f}}$ is defined by $\operatorname{rot}_{\mathbf{f}}(\mathbf{a})=\mathbf{a} \otimes x$ (naturally extended to $\operatorname{rot}_{\mathbf{f}}: \mathbb{Q}[x] /\langle\mathbf{f}\rangle \rightarrow$ $\mathbb{Q}[x] /\langle\mathbf{f}\rangle$ and $\operatorname{rot}_{\mathbf{f}}: \mathbb{Q}^{n} \rightarrow \mathbb{Q}^{n}$ by $\left.\sigma\right)$. This function is linear because the map is represented by the matrix

$$
\boldsymbol{R}_{\mathbf{f}}=\left(\begin{array}{ccccc}
0 & 0 & \ldots & 0 & -f_{1} \\
1 & 0 & \ldots & 0 & -f_{2} \\
0 & 1 & & 0 & \vdots \\
0 & 0 & \ddots & 0 & -f_{n-2} \\
0 & 0 & \ldots & 1 & -f_{n-1}
\end{array}\right)
$$

By the identification $\sigma$, we have

$$
\operatorname{rot}_{\mathbf{f}}(\mathbf{a})=\boldsymbol{R}_{\mathbf{f}} \cdot \boldsymbol{a}
$$

A function $\operatorname{Rot}_{\mathbf{f}}: R_{\mathbf{f}} \rightarrow \mathbb{Z}^{n \times n}$ is defined by $\operatorname{Rot}_{\mathbf{f}}(\mathbf{a})=$ $\left[\sigma(\mathbf{a}), \sigma\left(\operatorname{rot}_{\mathbf{f}}(\mathbf{a})\right), \ldots, \sigma\left(\operatorname{rot}_{\mathbf{f}}^{n-1}(\mathbf{a})\right)\right]$. For example, if $\mathbf{f}=x^{n}-1$ or $\mathbf{f}=x^{n}+1, \operatorname{Rot}_{\mathbf{f}}(\mathbf{a})$ is a circulant or nega-circulant matrix, respectively. We next define a ring of matrices corresponding to polynomials in $R_{\mathbf{f}}$. Let $\mathcal{M}=\left\{\operatorname{Rot}_{\mathbf{f}}(\mathbf{a}) \in \mathbb{Z}^{n \times n} \mid \mathbf{a} \in R_{\mathbf{f}}\right\}$. Then, $\operatorname{Rot}_{\mathbf{f}}: R_{\mathbf{f}} \rightarrow \mathcal{M}$ is a ring isomorphism, since $\operatorname{Rot}_{\mathbf{f}}$ is homomorphic and one to one. Additionally, notice that

$$
\mathbf{a} \otimes \mathbf{b}=\operatorname{Rot}_{\mathbf{f}}(\mathbf{a}) \cdot \boldsymbol{b}
$$

In addition, we note that the above arguments are also applied if $\mathbb{Z}$ is replaced with $\mathbb{Z}_{q}$ for any integer $q \geq 2$.

We define a norm with respect to $\mathbf{f}$ as follows: For $\mathbf{g} \in \mathbb{Z}[x],\|\mathbf{g}+\langle\mathbf{f}\rangle\|_{\mathbf{f}}=$ $\|(\mathbf{g} \bmod \mathbf{f})\|_{\infty}$. We write $\|\mathbf{g}\|_{\mathbf{f}}$ instead of $\|\mathbf{g}+\langle\mathbf{f}\rangle\|_{\mathbf{f}}$.

The property of $\mathbf{f}$ is defined as that the ring norm $\|\boldsymbol{g}\|_{\mathbf{f}}$ is not much bigger than $\|\mathbf{g}\|_{\infty}$ for any polynomial $\mathbf{g}$. Formally, they captured this property as the expansion factor of $\mathbf{f}$ :

$$
\mathrm{EF}_{\infty}(\mathbf{f}, k)=\max _{\mathbf{g} \in \mathbb{Z}[x], \operatorname{deg}(\mathbf{g}) \leq k(\operatorname{deg}(\mathbf{f})-1)}\|\mathbf{g}\|_{\mathbf{f}} /\|\mathbf{g}\|_{\infty}
$$

For example, a simple calculation shows that $\mathrm{EF}\left(x^{n} \pm 1, k\right) \leq k$ and $\mathrm{EF}\left(x^{n-1}+x^{n-2}+\right.$ $\cdots+1, k) \leq 2 k$. We say a polynomial $\mathbf{f}$ is suitable if $\mathbf{f}$ is a monic and irreducible in $\mathbb{Z}[x]$ and there is a constant $c$ such that $\mathrm{EF}(\mathbf{f}, k) \leq c k$ for any natural number $k$. See [LM06, Section 3.1] for more details. They employed a family of polynomials such as $x^{n}+1$ and $x^{n-1}+x^{n-2}+\cdots+1$ for $n$ such that the polynomials are irreducible in $\mathbb{Z}[x]$.

Note that the relation of $\mathbf{f}=x^{n}+1$ and $q$, which will be exploited later.

Lemma 3.1.1. Let $\mathbf{f}=x^{n}+1$ and $n=2^{k}$, where $k \geq 2$. If $q$ is a prime with $2 n \mid(q-1)$, then $\mathbf{f}=\prod_{i \in[n]}\left(x-w^{2 i+1}\right)$ over $\mathbb{Z}_{q}$, where $w \in \mathbb{Z}_{q}^{*}$ is a generator of a subgroup $\left\{w^{0}, w^{1}, \ldots\right\} \subseteq \mathbb{Z}_{q}^{*}$ of cardinality $2^{k}$.

Lemma 3.1.2 ([BGM93]). Let $\mathbf{f}=x^{n}+1$ and $n=2^{k}$, where $k \geq 2$. If $q$ is a prime with $q \equiv 3(\bmod 8), \mathbf{f}=\mathbf{f}_{1} \cdot \mathbf{f}_{2}$ over $\mathbb{Z}_{q}$, where each $\mathbf{f}_{i}$ is irreducible in $\mathbb{Z}_{q}[x]$ and can be written $\mathbf{f}_{i}=x^{n / 2}+t_{i} x^{n / 4}-1$ with $t_{i} \in \mathbb{Z}_{q}$.

### 3.2 Cyclic and Ideal Lattices

We say a lattice $\Lambda$ of dimension $n$ is cyclic if for any vector $\boldsymbol{x}$ in $\Lambda$, $\operatorname{rot}_{x^{n}-1}(\boldsymbol{x})$ is also in $\Lambda$.

We say a lattice $\Lambda$ of dimension $n$ is ideal if it is an ideal $I \subseteq R_{\mathbf{f}}$ for some monic and irreducible polynomial $\mathbf{f} \in \mathbb{Z}[x]$ of degree $n$, that is, there exist $\mathbf{f}$ and $I \subseteq R$ such that $\sigma(I)=\Lambda$. We also say a lattice $\Lambda$ of dimension $n$ is $\mathbf{f}$-ideal if it corresponds to an ideal $I \subseteq R_{\mathbf{f}}$ under the mapping $\sigma$.

Precisely, the lattice $\Lambda(I)$ corresponding $I$ is obtained as follows: Since $I$ is an ideal, there exists a set of polynomial $\mathbf{g}_{1}, \ldots, \mathbf{g}_{l}$ of degree at most $n-1$ such that $I=\left\langle\mathbf{g}_{1}, \ldots, \mathbf{g}_{l}\right\rangle$. Then, consider $\boldsymbol{G}=\left[\operatorname{Rot}_{\mathbf{f}}\left(\mathbf{g}_{1}\right)|\ldots| \operatorname{Rot}_{\mathbf{f}}\left(\mathbf{g}_{l}\right)\right]$. The $\Lambda(I)$ is written by $\left\{\boldsymbol{v}=\boldsymbol{G e} \in \mathbb{Z}^{n} \mid \boldsymbol{e} \in \mathbb{Z}^{l n}\right\}$. By using the standard technique, we have a matrix $\boldsymbol{B} \in \mathbb{Z}^{n \times n}$ such that $\Lambda(I)=\left\{\boldsymbol{v}=\boldsymbol{B} \boldsymbol{e} \in \mathbb{Z}^{n} \mid \boldsymbol{e} \in \mathbb{Z}^{n}\right\}$.

In addition, we note that any ideal $I \subseteq R_{\mathbf{f}}$ defines the corresponding full-rank lattice $\Lambda(I) \subseteq \mathbb{Z}^{n}$ :

Lemma 3.2.1 (Lemma 3.2 [LM06]). Every ideal $I \subseteq R_{\mathbf{f}}$, where $\mathbf{f} \in \mathbb{Z}[x]$ is a monic and irreducible polynomial of degree $n$, is isomorphic to a full-rank lattice in $\mathbb{Z}^{n}$.
Proof. Let $I=\left\langle\mathbf{g}_{1}, \ldots, \mathbf{g}_{l}\right\rangle$, where $\mathbf{g}_{i} \neq 0$ and they are of degree at most $n-1$. It is obvious that the polynomials $\mathbf{g}_{1}, \mathbf{g}_{1} x, \ldots, \mathbf{g}_{1} x^{n-1}$ are linearly independent over $\mathbb{Z}$. We show that the polynomials $\mathbf{g}_{1}, \mathbf{g}_{1} \otimes x, \ldots, \mathbf{g}_{1} \otimes x^{n-1}$ are also linearly independent over $\mathbb{Z}$. This shows the corresponding lattice $\Lambda(I)$ contains $n$ linearly independent vectors $\sigma\left(\mathbf{g}_{1}\right), \sigma\left(\operatorname{rot}_{\mathbf{f}}\left(\mathbf{g}_{1}\right)\right), \ldots, \sigma\left(\operatorname{rot}_{\mathbf{f}}^{n-1}\left(\mathbf{g}_{1}\right)\right)$ and completes the proof.

If the polynomials are linearly dependent, then there exists a non-zero polyno$\operatorname{mial} \mathbf{a}=\left(a_{0}+a_{1} x+\cdots+a_{n-1} x^{n}-1\right) \in \mathbb{Z}[x]$ of degree at most $n-1$ such that $\mathbf{g}_{1} \otimes \mathbf{a}=\sum_{i=0}^{n} a_{i}\left(\mathbf{g}_{1} \otimes x^{i}\right)=0$. Then, $\mathbf{g}_{1} \cdot \mathbf{a}=\mathbf{f} \cdot \mathbf{h} \in\langle\mathbf{f}\rangle$ for some polynomial $\mathbf{h} \in \mathbb{Z}[x]$. Since $\mathbf{f}$ is irreducible over $\mathbb{Z}$ and $\mathbb{Z}[x]$ is a unique factorization domain, $\mathbf{f}$ is a prime. Thus, $\mathbf{f} \mid \mathbf{g}$ or $\mathbf{f} \mid \mathbf{a}$. Both of $\mathbf{g}_{1}$ and a have degree at most $n-1$, this cannot occur unless $\mathbf{g}_{1}$ or $\mathbf{a}$ is 0 . This completes the proof.

We note that Ding and Lindner [DL07] gave a polynomial-time algorithm which identifies a given basis is a basis spans a lattice or an ideal lattice by employing the Hermite normal form.

Lemma 3.2.2 (Lemma $1[\mathrm{DL07]}]$. Let $\boldsymbol{B} \in \mathbb{Z}^{n \times n}$ be a basis of a lattice $\Lambda$. Then $\Lambda$ corresponds to some ideal $I \subseteq R_{\mathbf{f}}$ if and only if there exists a matrix $\boldsymbol{T} \in \mathbb{Z}^{n \times n}$ such
that

$$
R_{\mathrm{f}} B=B T
$$

We found the extended definitions of ideal lattices in Peikert and Rosen [PR07] and Buchmann and Lindner [BL09]. Let $\mathbb{K}=\mathbb{Q}(\zeta)$ be a number field of degree $n$ for some algebraic number $\zeta$ (or you can consider $\mathbb{K}=\mathbb{Q}[x] /\langle\mathbf{f}\rangle$, there is a monic and irreducible polynomial $\mathbf{f} \in \mathbb{Q}[x]$ of degree $n$ such that $\mathbf{f}(\zeta)=0$ ). Let $O$ be an order of $\mathbb{K}$.

In [BL09], Buchmann and Lindner said that a lattice $\Lambda$ is $O$-ideal if $\Lambda$ corresponds to some ideal $I \subseteq O$. This definition equals to the one by Lyubashevsky and Micciancio if $O=\mathbb{Z}(\zeta) \simeq \mathbb{Z}[x] /\langle\mathbf{f}\rangle$ and $\mathbf{f} \in \mathbb{Z}[x]$.

In [PR07], Peikert and Rosen said that a lattice $\Lambda$ is ideal if it corresponds to an ideal $I \subseteq O_{\mathbb{K}}$ through another embedding (the canonical embedding).

### 3.3 Problems

First of all, we extend the notation of successive minima. For any ideal $I$ of $R_{\mathbf{f}}$, define $\lambda_{i}^{p}(I)$ to be $\lambda_{i}^{p}(\Lambda(I))$. In the following, we assume that $\mathbf{f} \in \mathbb{Z}[x]$ is a monic polynomial of degree $n$.

Definition 3.3.1 $\left(\mathbf{f}-\operatorname{SPP}_{\gamma}^{p}\right)$. Given an ideal $I \subseteq R_{\mathbf{f}}$, the problem is finding a non-zero polynomial $\mathbf{g} \in I$ such that $\|\mathbf{g}\| \leq \gamma \cdot \lambda_{1}^{p}(I)$.
Definition 3.3.2 $\left(\mathbf{f}-\mathrm{SVP}_{\gamma}^{p}\right)$. Given a basis $\boldsymbol{B}$ of a lattice $\Lambda(I)$, where $I \subseteq R_{\mathbf{f}}$, the problem is finding a non-zero vector $\boldsymbol{v} \in \Lambda(I)$ such that $\|\boldsymbol{v}\| \leq \gamma \cdot \lambda_{1}^{p}(\Lambda(I))$.

These two problems essentially equals and the difference is only notation.
Naturally, we can define the version of SIVP as follows:
Definition 3.3.3 (f-SIVP ${ }_{\gamma}^{p}$ ). Given a basis $\boldsymbol{B}$ of a lattice $\Lambda(I)$, where $I \subseteq R_{\mathbf{f}}$, the problem is finding a set of linearly independent vectors $\boldsymbol{S} \subset \Lambda(I)$ such that $\|\boldsymbol{S}\|_{p} \leq$ $\gamma \cdot \lambda_{n}^{p}(\Lambda(I))$.

Lyubashevsky and Micciancio gave the following lemma that states the relation of $\lambda_{1}^{\infty}(\Lambda(I))$ and $\lambda_{n}^{\infty}(\Lambda(I))$. By this, we have the simple reductions from $\mathbf{f}$-SIVP ${ }_{\gamma}^{\infty}$ to $\mathbf{f}-\mathrm{SVP}_{\gamma}^{\infty}$ and from $\mathbf{f}-\mathrm{SVP}_{E_{2} \cdot \gamma}^{\infty}$ to $\mathbf{f}-\mathrm{SIVP}_{\gamma}^{\infty}$ if $\mathbf{f}$ is irreducible, where $E_{2}=\mathrm{EF}_{\infty}(\mathbf{f}, 2)$.
Lemma 3.3.4 (Lemma $4.2[\overline{L M 06]) . ~ A s s u m e ~ t h a t ~} \mathbf{f}$ is irreducible. For all ideals $I \subseteq R_{\mathbf{f}}$, we have

$$
\lambda_{n}^{\infty}(\Lambda(I)) \leq \mathrm{EF}_{\infty}(\mathbf{f}, 2) \cdot \lambda_{1}^{\infty}(\Lambda(I))
$$

Proof. Let $\boldsymbol{g} \in \mathbb{Z}^{n}$ be a shortest vector of $\Lambda(I)$, that is, $\|\boldsymbol{g}\|_{\infty}=\lambda_{1}^{\infty}(\Lambda(I))$. Then, let us consider $\mathbf{g}, \mathbf{g} \otimes x, \ldots, \mathbf{g} \otimes x^{n-1}$. By Lemma 3.2.1, these polynomials are linearly independent. The maximum degree of $\mathbf{g} x^{i}$ is $2 n-2$. Hence, $\left\|\mathbf{g} x^{i}\right\|_{\mathbf{f}} \leq \mathrm{EF}_{\infty}(\mathbf{f}, 2)$. $\left\|\mathbf{g} \otimes x^{i}\right\|_{\infty} \leq \mathrm{EF}_{\infty}(\mathbf{f}, 2) \cdot\|\mathbf{g}\|_{\infty}=\mathrm{EF}_{\infty}(\mathbf{f}, 2) \lambda_{1}^{\infty}(\Lambda(I))$ for all $0 \leq i \leq n-1$.

Corollary 3.3.5. Assume that $\mathbf{f}$ is irreducible. There exist reductions from $\mathbf{f}-\mathrm{SIVP}_{\gamma}^{\infty}$ to $\mathbf{f}-\mathrm{SVP}_{\gamma}^{\infty}$ and from $\mathbf{f}-\mathrm{SVP}_{E_{2} \cdot \gamma}^{\infty}$ to $\mathbf{f}-\mathrm{SIVP}_{\gamma}^{\infty}$, where $E_{2}=\mathrm{EF}_{\infty}(\mathbf{f}, 2)$.

Proof. We describe the reduction algorithms for these two reductions.
(From $\mathbf{f}$-SIVP ${ }_{\gamma}^{\infty}$ to $\mathbf{f}$-SVP ${ }_{\gamma}^{\infty}$ ) The algorithm, given a basis $\boldsymbol{B}$ of a lattice $\Lambda(I)$, invokes the solver of $\mathbf{f}$-SVP $\gamma_{\gamma}^{\infty}$ and obtains a non-zero vector $g \in \Lambda(I)$ such that $\|\boldsymbol{g}\|_{\infty} \leq \gamma \cdot \lambda_{1}^{\infty}(\Lambda(I))$. Then, it outputs $\boldsymbol{S}=\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{g})$ as the solution of the instance $\boldsymbol{B}$ of $\mathbf{f}$-SIVP ${ }_{\gamma}^{\infty}$. The vectors of $\boldsymbol{S}$ are linearly independent and the norm of $\boldsymbol{S}$ is at most $E_{2} \cdot \gamma \cdot \lambda_{1}^{\infty}(\Lambda(I)) \leq \gamma \cdot \lambda_{n}^{\infty}(\Lambda(I))$.
(From $\mathbf{f}-\mathrm{SVP}_{E_{2} \cdot \gamma}^{\infty}$ to $\mathbf{f}$-SIVP ${ }_{\gamma}^{\infty}$ ) The algorithm, given a basis $\boldsymbol{B}$ of a lattice $\Lambda(I)$, invokes the solver of $\mathbf{f}$-SIVP $E_{E_{2} \cdot \gamma}^{\infty}$ and obtains a set of linearly independent vectors $\boldsymbol{S}=\left[s_{1}, \ldots, s_{n}\right] \in \Lambda(I)$ such that $\|\boldsymbol{S}\|_{\infty} \leq \gamma \cdot \lambda_{n}^{\infty}(\Lambda(I))$. Then, it outputs the one of vectors in $\boldsymbol{S}$ as the solution of the instance $\boldsymbol{B}$ of $\mathbf{f}$-SVP $\mathrm{S}_{E_{2} \gamma}^{\infty}$. The norm of $\boldsymbol{S}$ is at most $\gamma \cdot \lambda_{n}^{\infty}(\Lambda(I)) \leq E_{2} \gamma \cdot \lambda_{n}^{\infty}(\Lambda(I))$ and this completes the proof.

In order to show the average-case/worst-case reductions, we define the internal problem as in Section 2.4.
Definition 3.3.6 ( $\mathbf{f}-\mathrm{IncSPP}_{\gamma}$ ). Given an ideal $I \subseteq R_{\mathbf{f}}$ and a polynomial $\mathbf{g} \in I$ such that $\|\mathbf{g}\|_{\mathbf{f}}>\gamma \lambda_{1}^{\infty}(I)$, the problem is finding a polynomial $\mathbf{h} \in I$ such that $\|\mathbf{h}\|_{\mathbf{f}} \neq 0$ and $\|\mathbf{h}\|_{\mathbf{f}} \leq\|\boldsymbol{g}\|_{\mathbf{f}} / 2$.
Definition 3.3.7 $\left(\mathbf{f}-\operatorname{IncSVP}_{\gamma}^{p}\right)$. Given a basis $\boldsymbol{B}$ of a lattice $\Lambda(I)$ and a vector $\boldsymbol{g} \in$ $\Lambda(I)$ such that $\|\boldsymbol{g}\|_{p}>\gamma \lambda_{1}^{\infty}(\Lambda(I))$, where $I \subseteq R_{\mathbf{f}}$, the problem is finding a non-zero vector $\boldsymbol{h} \in \Lambda(I)$ such that $\|\boldsymbol{h}\|_{p} \leq\|\boldsymbol{g}\|_{p} / 2$.
Lemma 3.3.8 (Lemma 4.4 [LM06]). There is a polynomial-time reduction from $\mathbf{f}-\mathrm{SVP}_{\gamma}^{\infty}$ to $\mathbf{f}-\mathrm{IncSVP}_{\gamma}^{\infty}$.

Note on the Hardness: There were no results on the NP-hardness of the above problems. This is the one of main open problems in this area.

### 3.4 Average-Case/Worst-Case Reductions

### 3.4.1 From Small Integer Solution Problems

We first extend the definition of the norm $\|\cdot\|_{p}$. Let us denote a vector of polynomials in $R_{\mathbf{f}}$ or $R_{\mathbf{f}, q}$ by $\check{\boldsymbol{a}}$. For $\check{\boldsymbol{e}}=\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{m}\right) \in R_{\mathbf{f}}^{m}$, we write by $\|\check{e}\|_{p}$ the $l_{p}$ norm of $\boldsymbol{e}=\sigma\left(\mathbf{e}_{1}\right) \circ \ldots \circ \sigma\left(\mathbf{e}_{m}\right) \in \mathbb{Z}^{m n}$.

We give the definitions of $\mathbf{f}$-SIS and $\mathbf{f}$-ISIS as analogies of SIS and ISIS.
Definition 3.4.1 (f-SIS ${ }_{q, m, \beta}^{p}$ ). For a monic polynomial $\mathbf{f} \in \mathbb{Z}[x]$ of degree $n$, integers $m=m(n)$ and $q=q(n)$, a real $\beta=\beta(n)$, given an $m$-dimensional row vector $\check{\boldsymbol{a}}=$ $\left[\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}\right] \in R_{\mathbf{f}, q}^{m}$, the problem is finding a non-zero vector $\check{\boldsymbol{e}}=\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{m}\right) \in R_{\mathbf{f}}^{m}$ such that $\check{\boldsymbol{a}}^{T} \check{\boldsymbol{e}}=\sum_{i \in[m]} \mathbf{a}_{i} \otimes \mathbf{e}_{i}=0$ in $R_{\mathbf{f}, q}$ and $\|\check{\boldsymbol{e}}\|_{p} \leq \beta$.
Definition 3.4.2 $\left(\mathbf{f}-\operatorname{ISIS}_{q, m, \beta}^{p}\right)$. For a monic polynomial $\mathbf{f} \in \mathbb{Z}[x]$ of degree $n$, integers $m=m(n)$ and $q=q(n)$, a real $\beta=\beta(n)$, given an $m$-dimensional row vector
$\check{\boldsymbol{a}}=\left[\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}\right] \in R_{\mathbf{f}, q}^{m}$ and a polynomial $\mathbf{u} \in R_{\mathbf{f}, q}$, the problem is finding a vector $\check{\boldsymbol{e}}=\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{m}\right) \in R_{\mathbf{f}}^{m}$ such that $\check{\boldsymbol{a}} \cdot \check{\boldsymbol{e}}=\sum_{i \in[m]} \mathbf{a}_{i} \otimes \mathbf{e}_{i}=\mathbf{u}$ in $R_{\mathbf{f}, q}$ and $\|\check{\boldsymbol{e}}\|_{p} \leq \beta$.

The problem $\mathbf{f}$-SIS is finding the short non-zero element in the $R_{\mathbf{f}}$-module $M^{\perp}(\check{\boldsymbol{a}})=\left\{\check{\boldsymbol{e}} \in R_{\mathbf{f}}^{m} \mid \check{\boldsymbol{a}} \cdot \check{\boldsymbol{e}} \equiv 0(\bmod q)\right\}$. In addition, $\Lambda_{q}^{\perp}(\check{\boldsymbol{a}})=\left\{\boldsymbol{e} \in \mathbb{Z}^{m n} \mid \operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}}) \cdot \boldsymbol{e} \equiv\right.$ $\mathbf{0}(\bmod q)\}$ is a lattice because this is additive and discrete subgroup of $\mathbb{Z}^{m n}$. Hence, solving f-SIS on $\check{\boldsymbol{a}}$ is finding a short non-zero vector in the lattice $\Lambda_{q}^{\perp}(\check{\boldsymbol{a}})$.

Micciancio [Mic07] gave the first average-case/worst-case reductions on cyclic lattices. Lyubashevsky and Micciancio [LM06] gave the average-case/worst-case reduction from the ideal-lattice version of the small integer solution problem to $\mathbf{f}-\mathrm{SVP}_{\gamma}^{\infty}$. We note that the reduction is to the search problem rather than the gap problem.

Lyubashevsky and Micciancio showed the following theorem in [LM06]. Note that $m$ should be larger than $\log q / \log 2 \beta$ to ensure the instance of $\mathbf{f}$-SIS ${ }_{q, m, \beta}^{\infty}$ has a solution. Note also that the reduction is similar to that of Micciancio and Regev [MR07] and the underlying problem is now $\mathbf{f}-\mathrm{SVP}_{\gamma}^{\infty}$ since $\lambda_{n}^{\infty}(\Lambda(I)) \leq$ $\mathrm{EF}_{\infty}(\mathbf{f}, 2) \cdot \lambda_{1}^{\infty}(\Lambda(I))$ by Lemma 3.3.4

Theorem 3.4.3 ([LM06]). Assume that $\mathbf{f}$ is irreducible. Let $E_{3}=\mathrm{EF}_{\infty}(\mathbf{f}, 3)$. Let $m>\log q / \log 2 \beta$ and $q>2 E_{3} \beta m n^{3 / 2} \log n$. Then for $\gamma=8 E_{3}^{2} \beta m n \log ^{2} n$, there exists an polynomial-time reduction from the worst case of $\mathbf{f}-\mathrm{SVP}_{\gamma}^{\infty}$ to the average case of $\mathbf{f}$-SIS ${ }_{q, m, \beta}^{\infty}$.

Stehlé, Steinfeld, Tanaka, and Xagawa gave a variant of the above theorem to save $\sqrt{m}=O(\sqrt{n})$ factor in the reduction from $\operatorname{SIS}_{q, m, \beta}^{\infty}$ to $\operatorname{SIS}_{q, m, \beta \sqrt{m}}^{2}$.
Theorem 3.4.4 ([|SSTX09]). Suppose that $\mathbf{f} \in \mathbb{Z}[x]$ is a monic and irreducible polynomial of degree $n$. Let $E_{k}=\mathrm{EF}_{\infty}(\mathbf{f}, k)$. Let $m=\operatorname{poly}(n)$ be larger than $\log q / \log 2 \beta$ and $q=q(n)=\widetilde{\Omega}\left(E_{3} \beta m^{2} n\right)$. Then if there exists a polynomialtime (resp. subexponential-time) algorithm solving $\mathbf{f}-\mathrm{SIS}_{q, m, \beta}$ with probability $1 / \operatorname{poly}(n)\left(\right.$ resp. $\left.2^{-o(n)}\right)$, then there exists a polynomial-time (resp. subexponentialtime) algorithm solving $\mathbf{f}-\mathrm{SVP}_{\gamma}$ with $\gamma=\tilde{O}\left(E_{2}^{2} \beta m n^{1 / 2}\right)\left(\right.$ resp. $\left.\gamma=\tilde{O}\left(E^{2} \beta m n\right)\right)$.

The proof is essentially the same as one by Lyubashevsky and Micciancio.
To apply the technique of Gentry et al., we need that $R_{\mathbf{f}, q}$ be a principal ideal domain. This idea is due to Peikert and Regev [Pei09a].

### 3.4.2 From Learning With Errors

We next define the parameterized version of the LWE problem.
Definition 3.4.5 (f-sLWE $m_{m, \chi}$, the average case). Let $\chi$ be a distribution over $\mathbb{T}$. Given $\check{\boldsymbol{a}} \in R_{\mathbf{f}, q}^{m}$ and $\frac{1}{q} \operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}})^{T} \boldsymbol{s}+\boldsymbol{x} \in \mathbb{T}^{m n}$, where $\check{\boldsymbol{a}} \leftarrow R_{\mathbf{f}, q}^{m} \boldsymbol{s} \leftarrow \mathbb{Z}_{q}^{n}$ and $\boldsymbol{x} \leftarrow \chi^{m n}$, the problem is finding $s \in \mathbb{Z}_{q}^{n}$.

You can consider the problem as $\mathbf{f}$-analogue of $\operatorname{sLWE}_{q, \chi}$ with $m$ samples.
For simplicity, we denote $\Lambda_{q}\left(\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}})\right)$ by $\Lambda_{q}(\check{\boldsymbol{a}})$ if $\mathbf{f}$ is apparent in the context.

### 3.4. AVERAGE-CASE/WORST-CASE REDUCTIONS

Stehlé, Steinfeld, Tanaka, and Xagawa [SSTX09] showed the following theorem.

Theorem 3.4.6 (Theorem 3 [SSTX09]). If there exists an algorithm solving $\operatorname{sLWE}_{q, m, \Psi_{\alpha}}$ in time $T$ and with probability $\epsilon \geq 4 m \exp \left(-\pi / 4 \alpha^{2}\right)$, then there exists a quantum algorithm that solves $\operatorname{SIS}_{q, m, \sqrt{m} / 2 \alpha}$ in time $\operatorname{poly}(T, n)$ and with probability $\epsilon^{3} / 64-O\left(\epsilon^{5}\right)-2^{-\Omega(n)}$. The result still holds when replace sLWE with $\mathbf{f}$-sLWE and SIS with $\mathbf{f}$-SIS for $\mathbf{f}=x^{n}+1$ with $n=2^{k} \geq 32, m \geq 41 \log q$, and $q \equiv 3(\bmod 8)$.

The proof is due to Stehlé and Steinfeld [SS09]. The reduction consists of two reductions, from sLWE to the variant of BDD and from the variant to SIS. The former requires only classical reductions, however, the latter is a quantum reduction.

The variant of BDD is defined as follows:
Definition 3.4.7 (Bounded Distance Decoding with $\chi$, [SSTX09, Definition 3]). For a distribution $\chi$, the problem $\operatorname{BDD}(\chi)$ is defined as follows: Given a basis $\boldsymbol{B}$ of an $n$-dimensional lattice $\Lambda$ and a vector $\boldsymbol{t}=\boldsymbol{b}+\boldsymbol{e}$ where $\boldsymbol{b} \in \Lambda$ and $\boldsymbol{e} \leftarrow \chi$. The goal is to find $\boldsymbol{b}$.

We say that a randomized algorithm $\mathcal{A}$ solves $\operatorname{BDD}(\chi)$ for a lattice $\Lambda$ with success probability $\epsilon$ if, for every $\boldsymbol{b} \in \Lambda$,

$$
\operatorname{Pr}_{\boldsymbol{e} \leftarrow \chi, \mathcal{A}}[\mathcal{A}(\boldsymbol{B}, \boldsymbol{t}=\boldsymbol{b}+\boldsymbol{e})=\boldsymbol{b}] \geq \boldsymbol{\epsilon} .
$$

In addition, a randomized algorithm $\mathcal{A}$ solving $\operatorname{BDD}(\chi)$ for a lattice $\Lambda$ is said to be strongly solution-independent if, for every fixed error vector $\boldsymbol{e}$, the probability

$$
\underset{\mathcal{A}}{\operatorname{Pr}}[\mathcal{A}(\boldsymbol{B}, \boldsymbol{t}=\boldsymbol{b}+\boldsymbol{e})=\boldsymbol{b}]
$$

is independent of $\boldsymbol{b}$.
The first part of the reduction is formally stated as follows:
Lemma 3.4.8 ([SSTX09, Lemma 7]). Let $n, q$, and $m$ be integers and $\alpha \in$ $(0,1)$ with $m$ and $\log q$ are polynomially bounded by $n$. Suppose that there exists an algorithm $\mathcal{A}$ that solves $\operatorname{sLWE}_{m, q, \Psi_{q \alpha}}$, in time $T$, and with probability $\epsilon \geq 4 m \exp \left(-\pi / 4 \alpha^{2}\right)$. Then there exists $\mathcal{S} \subseteq \mathbb{Z}_{q}^{n \times m}$ of cardinality $\epsilon q^{n m} / 2$ and an strongly solution-independent algorithm $\mathcal{B}$ such that if $\boldsymbol{A} \in \mathcal{S}$, the algorithm $\mathcal{B}$ solves $\operatorname{BDD}\left(v_{q \alpha}\right)$ for $\Lambda_{q}(\boldsymbol{A})$ in time $T+\operatorname{poly}(n)$ and with probability at least $\epsilon / 4$.

The above algorithm $\mathcal{B}$ is used to construct $\operatorname{BDD}\left(D_{\Lambda, s}\right)$.
Lemma 3.4.9 ([SSTX09, Lemma 8]). Let $s>0$ and $\boldsymbol{B}$ be a basis of an $n$ dimensional lattice $\Lambda$. Suppose that there exists a strongly solution-independent algorithm $\mathcal{A}$ that solves $\operatorname{BDD}\left(v_{s}\right)$ for $\Lambda$ in time $T$ and with probability $\epsilon$. Then, there exists an integer $R$ such that $|R|=\operatorname{poly}(T, n,|\log s|,|\boldsymbol{B}|)$ and a strongly solutionindependent algorithm $\mathcal{B}$ that solves $\operatorname{BDD}\left(D_{\Lambda / R, s}\right)$ within a polynomial time in $\log R$ and with probability at least $\epsilon-2^{-\Omega(n)}$.

Regev's quantum reduction is the worst-case/worst-case reduction; That is, if there exists an algorithm $\mathcal{A}$ that solves BDD in the worst case, then there exists a sampler for $D_{\Lambda^{*}, s}$. Stehlé and Steinfeld observed that the reduction still works even if the algorithm $\mathcal{A}$ only solves the average case.

Lemma 3.4.10 ([SSTX09, Lemma 9]). Suppose we are given a basis $\boldsymbol{B}$ of an $n$-dimensional lattice $\Lambda$, an integer $R>2^{2 n} \lambda_{n}(\Lambda)$, and a real $s<\lambda_{1}(\Lambda) / \sqrt{8 n}$. Suppose that there exists a strongly solution-independent algorithm $\mathcal{A}$ that solves $\operatorname{BDD}\left(D_{\Lambda / R, s}\right)$ for $\Lambda$ with time $T$ and success probability $\epsilon$. Then there exists a quantum algorithm $\mathcal{B}$ which outputs a vector $\boldsymbol{b} \in \Lambda^{*}$ whose distribution is within distance $1-\epsilon^{2} / 2+O\left(\epsilon^{4}\right)+2^{-\Omega(n)}$ of $D_{\Lambda^{*}, 1 / 2 \text { s. }}$. Its run-time is $\operatorname{poly}(T, \log R)$.

We omit the proof and the details, since it deeply relates to quantum computations. Anyway, combining these lemmas, we obtain Theorem 3.4.6.

## 4

## Hash Functions

In this chapter, we give descriptions of one-way and collision-resistant hash functions based on lattice and ideal lattice problems.

Organization: Section 4.1 defines model and security notions on hash schemes. Section 4.2 gives a review on properties of hash functions. Section 4.3 reviews the construction of lattice-based hash functions. We also give the review of ideal-lattice-based hash functions in Section 4.4.

### 4.1 Definitions

We first give the functional model of a family of hash functions. Let $\mathcal{H}_{n}=\left\{h_{k}\right.$ : $\left.D_{n} \rightarrow R_{n} \mid k \in K_{n}\right\}$ be a family of hash functions with the security parameter $n$, a message space $D_{n}$, a digest space $R_{n}$, and a key space $K_{n}$. Define $\mathcal{H}=\left\{\mathcal{H}_{n}\right\}_{n}$. We call $\mathcal{H}$ a hash family instead of a family of families of hash functions. (Recall the SHA2 family including SHA-224, SHA-256, SHA-384, and SHA-512.)

### 4.1.1 Model of Hash Schemes

A (cryptographic) hash scheme Hash is a pair of algorithms (Setup, Eval).
$\operatorname{Setup}\left(1^{n}\right)$ : A setup algorithm, given the security parameter $1^{n}$, outputs a key $k$.
$\operatorname{Eval}(k, m s g):$ An evaluation algorithm, given $k$ and a message $m s g \in D_{n}$, returns a digest $d \in R_{n}$.

We define $h_{k}(m s g)=\operatorname{Eval}(k, m s g)$. By this definition, we can identify a hash scheme Hash with a hash family $\mathcal{H}$.

### 4.2. PROBABILISTIC NOTIONS ON HASH FUNCTIONS AND THE LEFTOVER HASH LEMMA

### 4.1.2 Security Notions

Roughly speaking, we say that Hash is one-way if any polynomial-time adversary cannot, given $k$ and a random image $u$, output a preimage of $y$ under the hash function indexed by $k$. We say that Hash is collision resistant if any polynomialtime adversary cannot, given $k$, output a collision ( $\mathrm{msg}, \mathrm{msg}^{\prime}$ ) of the hash function indexed by $k$. Formally, we define the following experiments $\operatorname{Exp}_{\mathrm{Hash}, \mathcal{A}}^{\mathrm{ow}}(n)$ and $\mathbf{E x p}_{\mathrm{Hash}, \mathcal{A}}^{\mathrm{cr}}(n)$ between the challenger $C$ and the adversary $\mathcal{A}$ for the one-way and the collision-resistant properties of a hash scheme.

Experiment $\operatorname{Exp}_{\text {Hash, } \mathcal{A}}^{\text {ow }}(n)$ :
Setup Phase: The challenger $C$ runs Setup with $1^{n}$ and obtains $k$. Next, $C$ generates a random element $m s g \leftarrow D_{n}$ and computes $u \leftarrow \operatorname{Eval}(k, m s g)$. $C$ feeds $k$ and $m s g$ to the adversary $\mathcal{A}$.

Challenge Phase: $\mathcal{A}$ outputs $m s g^{\prime}$. If $m s g^{\prime} \in D_{n}$ and $\operatorname{Eval}\left(k, m s g^{\prime}\right)=u$ then the challenger returns 1 , otherwise, 0 .

Experiment $\operatorname{Exp}_{\mathrm{Hash}, \mathcal{A}}^{\mathrm{cr}}(n)$ :
Setup Phase: The challenger $C$ runs Setup with $1^{n}$ and obtains $k . C$ feeds $k$ to the adversary $\mathcal{A}$.
Challenge Phase: $\mathcal{A}$ outputs $m s g$ and $m s g^{\prime}$. If $m s g, m s g^{\prime} \in D_{n}, m s g \neq$ $m s g^{\prime}$, and $\operatorname{Eval}(k, m s g)=\operatorname{Eval}\left(k, m s g^{\prime}\right)$ then the challenger returns 1 , otherwise, 0 .

Definition 4.1.1. Let Hash $=($ Setup, Eval) be a hash scheme. Let $\mathcal{A}$ be an adversary. Let the advantage of $\mathcal{A}$ against one-way property be $\operatorname{Adv}_{\mathrm{Hash}, \mathcal{A}}^{\mathrm{ow}}(n):=$ $\operatorname{Pr}\left[\mathbf{E x p}_{\text {Hash, } \mathcal{A}}^{\mathrm{ow}}(n)=1\right]$. We say that Hash is one-way if, for any probabilistic polynomial-time adversary $\mathcal{A}, \mathbf{A d} \mathbf{d}_{\text {Hash }, \mathcal{A}}^{\mathrm{cr}}(n)$ is negligible in $n$.

Let the advantage of $\mathcal{A}$ against collision-resistance property be $\mathbf{A d v}_{\mathrm{Hash}, \mathcal{A}}^{\mathrm{cr}}(n):=\operatorname{Pr}\left[\mathbf{E x p}_{\text {Hash }, \mathcal{A}}^{\mathrm{cr}}(n)=1\right]$. We say that Hash is collision resistant if, for any probabilistic polynomial-time adversary $\mathcal{A}, \boldsymbol{A d v}_{\operatorname{Hash}, \mathcal{A}}^{\mathrm{cr}}(n)$ is negligible in $n$.

There are several security notions on (cryptographic) hash schemes: onewayness (first-preimage resistance), second-preimage resistance, etc. On the definitions of them and the relations between them, see [RS04].

### 4.2 Probabilistic Notions on Hash Functions and the Leftover Hash Lemma

In addition to the above security notions, we often discuss other notions on hash families in this thesis and the leftover hash lemma.

First of all, we recall the probabilistic notions on a family of hash functions (see Shoup's textbook [Sho08, Section 8.7]). Again, let $\mathcal{H}_{n}=\left\{h_{k}: D_{n} \rightarrow R_{n} \mid k \in K_{n}\right\}$

### 4.2. PROBABILISTIC NOTIONS ON HASH FUNCTIONS AND THE LEFTOVER HASH LEMMA

be a family of hash functions with the security parameter $n$, a message space $D_{n}$, a digest space $R_{n}$, and a key space $K_{n}$.

- We say $\mathcal{H}_{n}$ is $\epsilon$-almost universal if for all $x \neq x^{\prime} \in D_{n}$,

$$
\operatorname{Pr}_{k \leftarrow K_{n}}\left[h_{k}(x)=h_{k}\left(x^{\prime}\right)\right] \leq \epsilon .
$$

- We also say that $\mathcal{H}_{n}$ is universal if it is $1 /\left|R_{n}\right|$-almost universal.
- We say $\mathcal{H}_{n}$ is $\epsilon$-almost strongly universal if $h_{k}(x)$ is uniformly distributed over $R_{n}$, that is $\operatorname{Pr}_{h \leftarrow K_{n}}\left[h_{k}(x)=y\right]=1 /\left|R_{n}\right|$ for any $x \in D_{n}$ and $y \in R_{n}$, and for all distinct $x, x^{\prime} \in D_{n}$ and for all $y, y^{\prime} \in R_{n}$,

$$
\operatorname{Pr}_{k \leftarrow K_{n}}\left[h_{k}(x)=y \wedge h_{k}\left(x^{\prime}\right)=y^{\prime}\right]=\frac{\epsilon}{\left|R_{n}\right|} .
$$

- We also say that $\mathcal{H}_{n}$ is pairwise independent if it is $1 /\left|R_{n}\right|$-almost strongly universal.

We naturally extend these notions of a family of hash functions to a hash family $\mathcal{H}=\left\{\mathcal{H}_{n}\right\}_{n}$.

The Leftover Hash Lemma: The leftover hash lemma appears anywhere of areas in the computer science and cryptography.

We follow the presentation by Shoup [Sho08]. Let $\left|D_{n}\right|=N$ and $\left|R_{n}\right|=M$. Let $K$ be a random variable uniformly distributed over $K_{n}$ and let $X$ be a random variable distributed over $D_{n}$. The collision probability of $X$ is defined as $\beta=\sum_{x \in D_{n}} \operatorname{Pr}[X=x]^{2}$. The quantity $\log (1 / \gamma)$ is the min entropy of $X$ (see Section 1.2).

The following versions are somewhat generalized versions of the leftover hash lemma.

Lemma 4.2.1 (Thm.8.37, [Sho08]). Let $\mathcal{H}_{n}$ be a $(1+\alpha) / M$-almost universal family of hash functions from $D_{n}$ to $R_{n}$. Then,

$$
\Delta\left(\left(K, h_{K}(X)\right),(K, U)\right) \leq \frac{1}{2} \sqrt{M \beta+\alpha}
$$

Lemma 4.2.2 (Thm.8.38, [Sho08]). Let $\mathcal{H}_{n}$ be $a(1+\alpha) / M$-almost universal family of hash functions from $D_{n}$ to $R_{n}$. Then,

$$
\Delta\left(\left(K, h_{K}\left(X_{1}\right), \ldots, h_{K}\left(X_{l}\right)\right),\left(K, U_{1}, \ldots, U_{l}\right)\right) \leq \frac{1}{2} l \sqrt{M \beta+\alpha}
$$

Lemma 4.2.3 (Leftover Hash Lemma (a min-entropy version)). Let $\mathcal{H}_{n}=\left\{h_{k}\right.$ : $\left.D_{n} \rightarrow R_{n} \mid k \in K_{n}\right\}$ be a family of hash functions, where $D_{n}$ and $R_{n}$ are finite sets. Let $K$ be the uniform distribution over $K_{n}$. and let $X$ be a random variable distributed according to $D$. Then,

$$
\Delta\left(\left(K, h_{K}(X)\right),(K, U)\right) \leq 2^{-\frac{1}{2}\left(H_{\infty}(X)-\log \left|R_{n}\right|+2\right)}
$$

where $U$ is a random variable distributed uniformly over $R_{n}$. In particular, if $X$ is distributed uniformly over $D_{n}$, we have

$$
\Delta\left(\left(K, h_{K}(X)\right),(K, U)\right) \leq \frac{1}{2} \sqrt{\frac{\left|R_{n}\right|}{\left|D_{n}\right|}}
$$

### 4.3 Lattice-based hash functions

We review the lattice-based hash functions. For two integers $q=q(n)$ and $m=$ $m(n)$, we define a family of hash functions,

$$
\mathcal{H}_{n}(q, m)=\left\{h_{\boldsymbol{A}}: D_{n} \rightarrow \mathbb{Z}_{q}^{n} \mid \boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}\right\}
$$

where $h_{\boldsymbol{A}}(\boldsymbol{x})=\boldsymbol{A x} \bmod q$ and $D_{n} \subseteq \mathbb{Z}^{m}$.
The definition of the hash scheme is as follows:
Scheme 4.3.1 (LHash). This scheme is parametrized by integers $m=m(n)$ and $q=q(n)$, and a space $D_{n} \subseteq \mathbb{Z}^{m}$. The key space is $\mathbb{Z}_{q}^{n \times m}$. The message space is $D_{n}$ and the digest space is $R_{n}=\mathbb{Z}_{q}^{n}$.
Setup $\left(1^{n}\right)$ : Given $1^{n}$, output $\boldsymbol{A} \leftarrow \mathbb{Z}_{q}^{n \times m}$.
$\operatorname{Eval}(\boldsymbol{A}, \boldsymbol{e}):$ Given $\boldsymbol{A}$ and $\boldsymbol{e} \in D_{n}$, output $\boldsymbol{A} \boldsymbol{e} \bmod q$.
We can identify $\mathcal{H}(q, m)=\left\{\mathcal{H}_{n}(q, m)\right\}$ with LHash $=($ Setup, Eval $)$.
It is easily verified that the collision resistance and the one-wayness is directly connected to the average-case hardness of $\operatorname{SIS}_{q, m, 2 \beta}^{p}$ and ISIS $_{q, m, \beta}^{p}$, respectively, where $\beta$ is the upperbound of the $l_{p}$ norm of $\boldsymbol{x} \in D_{n}$. If we set $D_{n}=\{0,1\}^{m}$, the underlying problem is $\operatorname{SIS}_{q, m, \sqrt{m}}$. Hence, as we review in Section 2.4.2, the hash scheme is collision resistance if $\mathrm{GapSVP}_{\gamma}$ or $\mathrm{SIVP}_{\gamma}$ is hard in the worst case. Below we give the brief history and the precise security on this LHash.

Originally, Ajtai [Ajt96] showed that the worst-case hardness of GapSVP ${ }_{\gamma}$ for some polynomial $\gamma(n)$ is reduced to the average-case hardness of SIS $_{q, m, n}$ for suitable $q(n)$ and $m(n)$. It is known that $\mathcal{H}(q, m)$ is indeed collision resistant for suitably chosen $q$ and $m$ by Goldreich, Goldwasser, and Halevi [GGH96]. They observed that finding a collision $\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)$ for $h_{\boldsymbol{A}} \in \mathcal{H}(q, m)$ implies finding a short non-zero vector $\boldsymbol{z}=\boldsymbol{x}-\boldsymbol{x}^{\prime}$ such that $\|\boldsymbol{z}\| \leq \sqrt{m}$ and $\boldsymbol{A} \boldsymbol{z} \equiv \mathbf{0}(\bmod q)$, i.e., solving $\operatorname{SIS}_{q, m, \sqrt{m}}$. Cai and Nerurkar [CN97] and Micciancio [Mic04] improved an approximation factor of the underlying lattice problems, where $\gamma=\tilde{O}\left(n^{4}\right)$ and $\tilde{O}\left(n^{3}\right)$, respectively. Micciancio and Regev showed that $\mathcal{H}(q, m)$ is collision resistant under the assumption that $\operatorname{GapSVP}_{\tilde{O}(n)}$ is hard in the worst case [MR07], which is a drastic improvement. There were another reductions from the gap version of the covering radius problem GapCRP ${ }_{\gamma}$, the shortest independent vector problem SIVP $_{\gamma}$, and the guaranteed distance decoding problem $\mathrm{GDD}_{\gamma}$ by adjusting the parameters [MR07]. Following it, Peikert [Pei08] showed the reductions from the same problems in any $l_{p}$ norms for $p \geq 2$. A recent paper [GPV08, Section 9] by Gentry, Peikert, and

Vaikuntanathan showed that the modulus $q$ in SIS can be $\tilde{O}(n)$ as we already noted in Section 2.4.2.

Theorem 4.3.2 (Implicit in [GPV08]). Let $m=m(n), q=q(n), \beta=\beta(n), \gamma=$ $\gamma(n)$ be polynomially-bounded functions. For any $g(n)=\omega(\log n)$, there exists a negligible function $\epsilon=\epsilon(n)$ such that, for any $q \geq \gamma \cdot \omega(\sqrt{\log n})$ and $\gamma=$ $\beta \sqrt{n} \cdot \omega(\sqrt{\log n})$, there is a probabilistic polynomial-time reduction from $\mathrm{SIVP}_{\gamma}$ in the worst case to $\operatorname{SIS}_{q, m, \beta}$ or $\operatorname{ISIS}_{q, m, \beta}$ on average.

### 4.3.1 Regularity

In the literature, Ajtai firstly showed the regularity of the hash function. Regev improved the analysis of the regularity.
Lemma 4.3.3 (Claim 5.3, adapted Reg09]). Let $\mathbb{G}$ be some finite Abelian group of cardinality $Q$ and let $m$ be some integer. For any $m$ element $g_{1}, \ldots, g_{m}$, consider $\Delta\left(\sum_{i \in[m]} b_{i} g_{i}, u\right)$, where $b_{i} \leftarrow\{0,1\}$ and $u \leftarrow \mathbb{G}$. Then, the expectation of this statistical distance over a uniform choice of $g_{1}, \ldots, g_{m}$ is at most $\left(Q / 2^{m}\right)^{1 / 2}$. In particular, the probability that this statistical distance is more than $\left(Q / 2^{m}\right)^{1 / 4}$ is at $\operatorname{most}\left(Q / 2^{m}\right)^{1 / 4}$.

A strategy to obtain the bound on the statistical distance is showing the family of hash functions $\mathcal{H}_{n, \mathbb{G}}=\left\{h_{\boldsymbol{g}}:\{0,1\}^{m} \rightarrow \mathbb{G} \mid \boldsymbol{g} \in \mathbb{G}^{m}\right\}$, where $h_{\boldsymbol{g}}(\boldsymbol{b})=\sum_{i \in[m]} b_{i} g_{i}$, is universal and applying the leftover hash lemma. In [Reg09], Regev essentially showed that the hash is universal. In addition, he also gave the bound of expectation. We review his proof closer.

Proof. For $\boldsymbol{g}=\left(g_{1}, \ldots, g_{m}\right) \in \mathbb{G}^{m}$, let us define $P_{g}(h)=$ $\frac{1}{2^{m}}\left|\left\{\boldsymbol{b} \in\{0,1\}^{m} \mid \sum_{i} b_{i} g_{i}=h\right\}\right|$. Notice that for any $\boldsymbol{b} \neq \boldsymbol{b}^{\prime}, \operatorname{Pr}_{\boldsymbol{g} \leftarrow \mathbb{G}^{m}}\left[\sum_{i} b_{i} g_{i}=\right.$ $\left.\sum_{i} b_{i}^{\prime} g_{i}\right]=\operatorname{Pr}_{g \leftarrow \mathbb{G}^{m}}\left[\sum_{i}\left(b_{i}-b_{i}^{\prime}\right) g_{i}\right]=1 / Q$, since $\mathbb{G}$ is Abelian. This already showed that the family of hash functions $\mathcal{H}_{n, \mathbb{G}}$ is universal. In particular, we obtain that, by applying the leftover hash lemma,

$$
\Delta\left(\left(\boldsymbol{g}, \sum_{i} b_{i} g_{i}\right),(\boldsymbol{g}, u)\right) \leq \frac{1}{2} \sqrt{\frac{Q}{2^{m}}}
$$

since the collision probability of $\boldsymbol{b}$ is $1 / 2^{m}$.
Next, we bound the collision probability for fixed $\boldsymbol{g} \in \mathbb{G}^{m}$, that is, the square of the $l_{2}$ norm of the function $P_{g}$ over $\mathbb{R}^{Q}$. We can upper bound this by as follows:

$$
\begin{aligned}
\sum_{h \in \mathbb{G}} P_{g}(h)^{2} & =\underset{\boldsymbol{b}, \boldsymbol{b}^{\prime} \leftarrow\{0,1\}^{m}}{\operatorname{Pr}}\left[\sum_{i} b_{i} g_{i}=\sum_{i} b_{i}^{\prime} g_{i}\right] \\
& \leq \frac{1}{2^{m}}+\underset{\boldsymbol{b}, \boldsymbol{b}^{\prime} \leftarrow\{0,1\}^{m}}{ } \operatorname{Pr} \\
i & \left.b_{i} g_{i}=\sum_{i} b_{i}^{\prime} g_{i} \mid \boldsymbol{b} \neq \boldsymbol{b}^{\prime}\right] .
\end{aligned}
$$

Hence, taking $\boldsymbol{g}$ as a random variable, we obtain that

$$
\operatorname{Exp}_{g \leftarrow \mathbb{G}^{m}}\left[\sum_{h \in \mathbb{G}} P_{g}(h)^{2}\right] \in \frac{1}{2^{m}} \pm \frac{1}{Q} .
$$

By using the norm bound $\|\boldsymbol{x}\|_{\infty} \leq \sqrt{Q}\|\boldsymbol{x}\|_{2}$ for any $\boldsymbol{x} \in \mathbb{R}^{Q}$, we have that

$$
\begin{aligned}
\operatorname{Exp}_{g}\left[\sum_{h}\left|P_{g}(h)-\frac{1}{Q}\right|\right] & \leq \operatorname{Exp}_{g}\left[Q^{1 / 2}\left(\sum_{h}\left(P_{g}(h)-\frac{1}{Q}\right)^{2}\right)^{1 / 2}\right] \\
& =Q^{1 / 2} \operatorname{Exp}_{g}\left[\left(\sum_{h}\left(P_{g}(h)-\frac{1}{Q}\right)^{2}\right)^{1 / 2}\right] \\
& \leq Q^{1 / 2}\left(\underset{g}{\operatorname{Exp}}\left[\sum_{h} P_{g}(h)^{2}\right]-\frac{1}{Q}\right)^{1 / 2} \\
& \leq Q^{1 / 2} \cdot 2^{-m / 2}
\end{aligned}
$$

Hence,

$$
\underset{g}{\operatorname{Exp}}\left[\Delta\left(\sum_{i} b_{i} g_{i}, u\right)\right] \leq \frac{1}{2} Q^{1 / 2} 2^{-m / 2}
$$

By using the average argument, we have that

$$
\underset{g}{\operatorname{Pr}}\left[\Delta\left(\sum_{i} b_{i} g_{i}, u\right) \geq Q^{1 / 4} 2^{-m / 4}\right] \leq Q^{1 / 4} 2^{-m / 4}
$$

Notice that this argument can be applied to any $\mathbb{G}=\mathbb{Z}_{q}^{n+l}$. In particular, for $\boldsymbol{A} \leftarrow \mathbb{Z}_{q}^{(n+l) \times m}, \boldsymbol{e} \leftarrow\{0,1\}^{m}$, and $\boldsymbol{u} \leftarrow \mathbb{Z}_{q}^{n+l}$, we have that

$$
\Delta((\boldsymbol{A}, \boldsymbol{A} \boldsymbol{e}),(\boldsymbol{A}, \boldsymbol{u})) \leq 2^{-\frac{1}{2}(m+1-(n+l) \log q)}
$$

Hence, taking $m \geq((1+\delta) n+l) \log q$ for some constant $\delta>0$, we obtain the (statistical) regularity of the lattice-based hash family.

### 4.4 Ideal-Lattice-Based Hash Functions

For $\mathbf{a}_{1}, \ldots, \mathbf{a}_{m} \in R_{\mathbf{f}, q}$, let $\check{\boldsymbol{a}}$ represent an $m$-dimensional row vector $\left[\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}\right]$.
Let us define a family of hash functions.

$$
\mathcal{H}_{n}(\mathbf{f}, q, m)=\left\{h_{\check{\boldsymbol{a}}}: D_{n} \rightarrow R_{\mathbf{f}, q} \simeq \mathbb{Z}_{q}^{n} \mid \check{\boldsymbol{a}} \in R_{\mathbf{f}, q}^{m}\right\}
$$

where $h_{\check{\boldsymbol{a}}}(\check{\boldsymbol{e}})=\check{\boldsymbol{a}} \cdot \check{\boldsymbol{e}}$ and $\check{\boldsymbol{e}}=\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{m}\right) \in D_{n}$. We define a hash family $\mathcal{H}(\mathbf{f}, q, m)=$ $\left\{\mathcal{H}_{n}(\mathbf{f}, q, m)\right\}_{n}$. We note that this hash function is a special version of the latticebased hash functions. To confirm this, verify the following relations: Let $\boldsymbol{e}=$ $\boldsymbol{e}_{1} \circ \ldots \circ \boldsymbol{e}_{m}$ for $\boldsymbol{e}_{m} \in \mathbb{Z}^{n}$. Then, we identify $\boldsymbol{e}$ with $\check{\boldsymbol{e}}=\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{m}\right) \in R_{\mathbf{f}}^{m}$. So, we have that $\check{\boldsymbol{a}} \cdot \check{\boldsymbol{e}}=\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}}) \boldsymbol{e}$.

Scheme 4.4.1 (ILHash). The hash scheme ILHash = (Setup, Eval) is parametrized by monic polynomials $\mathbf{f} \in \mathbb{Z}[x]$ of degree $n$, integers $m=m(n)$ and $q=q(n)$, and a space $D_{n} \subseteq R_{\mathbf{f}}^{m} \simeq \mathbb{Z}^{m n}$. The key space is $R_{\mathbf{f}, q}^{m}$. The message space is $D_{n}$ and the digest space is $R_{n}=R_{\mathbf{f}, q} \simeq \mathbb{Z}_{q}^{n}$.
$\operatorname{Setup}\left(1^{n}\right)$ : Given $1^{n}$, output $\check{\boldsymbol{a}} \leftarrow R_{\mathbf{f}, q}^{m}$.
$\operatorname{Eval}(\check{\boldsymbol{a}}, \check{\boldsymbol{e}}):$ Given $\check{\boldsymbol{a}}$ and $\check{\boldsymbol{e}} \in D_{n}$, output $\check{\boldsymbol{a}} \cdot \check{\boldsymbol{e}} \bmod q$.
The first compact hash function is by Micciancio [Mic07] and with parameters $\mathbf{f}=x^{n}-1$ and $D_{n}=\left([D]^{n}\right)^{m}$ for a small integer $D$. He proved that this hash functions are one-way if $\left(x^{n}-1\right)-\mathrm{SVP}_{\gamma}^{\infty}$ is hard in the worst-case for certain $\gamma$ and parameter settings. He left the open problem deciding whether this functions are collision resistant or not.

This problem is solved negatively by Peikert and Rosen [PR06] and Lyubashevsky and Micciancio [LM06] with demonstration of the attacks finding the collision. The polynomial $x^{n}-1$ has the small factor $x-1$ over $\mathbb{Z}$ and, thus, over $\mathbb{Z}_{q}$. Hence, $\mathbf{a}_{1}$ is divisible by $x-1$ with probability $1 / q$ over the choice of $\mathbf{a}_{1}$. Suppose that happens. Then, we set $\mathbf{z}_{1}=\left(x^{n}-1\right) /(x-1)=x^{n-1}+x^{n-2}+\cdots+x+1 \in D^{n}$ and $\mathbf{z}_{i}=0$ for $i=2, \ldots, m$. Obviously, we have that $\mathbf{a}_{1} \otimes \mathbf{z}_{1}=0$ even over $\mathbb{Z}$. The $\operatorname{pair}\left(\check{\boldsymbol{e}}, \check{\boldsymbol{e}}^{\prime}\right)=\left(\left(\mathbf{z}_{1}, 0, \ldots, 0\right),(0,0, \ldots, 0)\right)$ is collision if $\mathbf{a}_{1}$ is divisible by $x-1$.

The point is that the ring $\mathbb{Z}[x] /\left\langle x^{n}-1\right\rangle$ is not an integral domain. ${ }^{1}$ To fix the weak point, Peikert and Rosen [PR06], and Lyubashevsky and Micciancio [LM06] proposed the technique, use of an integral domain. Peikert and Rosen gives an algebraic constraint to $D_{n}$ to avoid the weak point. Lyubashevsky and Micciancio set the polynomial $\mathbf{f}$ to be irreducible over $\mathbb{Z}$, in order to ensure $R_{\mathbf{f}}=\mathbb{Z}[x] /\langle\mathbf{f}\rangle$ an integral domain, (hence, $\mathbb{Q}[x] /\langle\mathbf{f}\rangle$ is a field). Their techniques are essentially same. We adopt the latter for generalization.

Applying Theorem 3.4.3 by Lyubashevsky and Micciancio [LM06], we obtain the following security theorem.

Theorem 4.4.2 ([|LM06]). Let $\mathbf{f} \in \mathbb{Z}[x]$ be a monic and irreducible polynomial of degree $n$ and let $E_{3}=\mathrm{EF}_{\infty}(\mathbf{f}, 3)$. Let $\beta$ be the upperbound of the $l_{\infty}$ norm of vectors in $D_{n}$. Let $m>\log q / \log 2 \beta$ and $q>2 E_{3} \beta m n^{3 / 2} \log n$. Then for $\gamma=8 E_{3}^{2} m n \log ^{2} n$, if $\mathbf{f}-\mathrm{SVP}_{\gamma}^{\infty}$ is hard in the worst case then ILHash is collision resistant.

### 4.4.1 Computational Tricks

Hereafter, we describe why ILHash is attractive on computational issues (see also the original papers [Mic07, PR06, LM06, LMPR08]).

Notice that we can set $m=\Theta(\log n)$ and $q=\operatorname{poly}(n)$ in the above ILHash. Hence, ILHash enjoys the compactness of the parameter $\check{\boldsymbol{a}} \in R_{\mathbf{f}, q}^{m}$ rather than $\boldsymbol{A} \in$ $\mathbb{Z}_{q}^{n \times m}$. The computation of ILHash.Eval is also reduced to $\tilde{O}(n)$ by a careful choice of the parameters.

[^0]Given a parameter $\check{\boldsymbol{a}}=\left(\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}\right)$ and a message $\check{\boldsymbol{e}}=\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{m}\right)$, the hash value is $\sum_{i \in[m]} \mathbf{a}_{i} \otimes \mathbf{e}_{i}$. Since $m$ can be set as $\Theta(\log n)=\tilde{O}(1)$, it is suffice to show that the multiplication in $R_{\mathbf{f}, q}=\mathbb{Z}_{q}[x] /\langle\mathbf{f}\rangle$ costs only $\tilde{O}(n)$ if we take $\mathbf{f}$ and $q$ carefully.

The Fourier transformation: First, assume that $\mathbf{f}$ splits $\mathbb{Z}_{q}$ completely, that is, $\mathbf{f}(x)=\prod_{i \in[n]}\left(x-w_{i}\right)$ over $\mathbb{Z}_{q}$. In this case we can use, to compute $\mathbf{a} \otimes \mathbf{e}$ in $R_{\mathbf{f}, q}$, the discrete Fourier transformation (or the number theoretic transformation) which is an isomorphism from $R_{\mathbf{f}, q}$ to $\mathbb{Z}_{q}^{n}$. By using the Chinese reminder theorem, we have that

$$
R_{\mathbf{f}, q}=\mathbb{Z}_{q}[x] /\langle\mathbf{f}\rangle \simeq \prod_{i \in[n]} \mathbb{Z}_{q}[x] /\left\langle x-w_{i}\right\rangle,
$$

where the isomorphism $\phi$ is given by $\phi(\mathbf{a})=\left(\mathbf{a} \bmod x-w_{1}, \ldots, \mathbf{a} \bmod x-w_{n}\right)$. Notice that $\mathbf{a}\left(w_{1}\right)=\mathbf{a} \bmod x-w_{1}$. Henceforth, $\prod_{i \in[n]} \mathbb{Z}_{q}[x] /\left\langle x-w_{i}\right\rangle \simeq \mathbb{Z}_{q}^{n}$, where addition and multiplication is defined by the pairwise ones. We rename $\phi$ by DFT in the following and write $\hat{\mathbf{a}}=\operatorname{DFT}(\mathbf{a})$ for any polynomial $\mathbf{a} \in R_{\mathbf{f}, q}$. Define the matrix $\boldsymbol{W}_{\mathrm{DFT}}$ by $\left\{w_{i}^{j-1}\right\}_{i, j \in[n]}$. Notice that

$$
\operatorname{DFT}(\mathbf{a})=\boldsymbol{W}_{\mathrm{DFT}} \cdot \boldsymbol{a}=\left(\begin{array}{cccc}
w_{1}^{0} & w_{1}^{1} & \ldots & w_{1}^{n} \\
w_{2}^{0} & w_{2}^{1} & \ldots & w_{2}^{n} \\
\vdots & \vdots & \ddots & \vdots \\
w_{n}^{0} & w_{n}^{1} & \ldots & w_{n}^{n}
\end{array}\right) \cdot\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{a}\left(w_{1}\right) \\
\mathbf{a}\left(w_{2}\right) \\
\vdots \\
\mathbf{a}\left(w_{n}\right)
\end{array}\right) .
$$

To compute $\mathbf{a} \otimes \mathbf{e}$ in $R_{\mathbf{f}, q}$, we compute as follows: (1) compute $\hat{\mathbf{a}}=\operatorname{DFT}(\mathbf{a})=$ $\left(\mathbf{a}\left(w_{1}\right), \ldots, \mathbf{a}\left(w_{n}\right)\right)$ and $\hat{\mathbf{e}}=\mathrm{DFT}(\mathbf{e})\left(\mathbf{e}\left(w_{1}\right), \ldots, \mathbf{e}\left(w_{n}\right)\right),(2)$ compute $\widehat{\mathbf{a} \otimes \mathbf{e}}=\hat{\mathbf{a}} \cdot \hat{\mathbf{e}}=$ $\left(\mathbf{a}\left(w_{1}\right) \cdot \mathbf{e}\left(w_{1}\right), \ldots, \mathbf{a}\left(w_{1}\right) \cdot \mathbf{e}\left(w_{n}\right)\right)$, and (3) we obtain $\mathbf{a} \otimes \mathbf{e}$ by applying $\mathrm{DFT}^{-1}$.

To fasten the convolutions $\mathbf{a} \otimes \mathbf{e}$, we possibly take $\mathbf{f}=x^{2^{k}}-1$ and a prime $q$ such that $2^{k} \mid q-1$. By this choice, there is an element $w \in \mathbb{Z}_{q}^{*}$ such that the cardinality of the subgroup generated by $w$ is $2^{k}$. Then, $\mathbf{f}(x)=\prod_{i \in[n]}\left(x-w^{i-1}\right)$ and $\boldsymbol{W}_{\mathrm{DFT}}=\left\{w^{(i-1)(j-1)}\right\}_{i, j \in[n]}$. This enables us to use of the fast Fourier transform (FFT).

The another choice is $\mathbf{f}=x^{2^{k}}+1$ and a prime $q$ such that $2^{k+1} \mid q-1$. In this choice, we have an element $w \in \mathbb{Z}_{q}^{*}$ such that the cardinality of the subgroup generated by $w$ is $2^{k+1}$. Then, $\mathbf{f}(x)=\prod_{i \in[n]}\left(x-w^{2 i+1}\right)$ and $\boldsymbol{W}_{\text {DFT }}=\left\{w^{(2 i+1)(j-1)}\right\}_{i, j \in[n]}$. Despite of some differences, again, this matrix $\boldsymbol{W}_{\mathrm{DFT}}$ allows us to use of the techniques in the FFT. See the below.

The Fast Fourier Transform (FFT) over $\mathbb{Z}_{q}[x] /\left\langle x^{2^{k}}+1\right\rangle$ : It is well-known that $\operatorname{DFT}(\mathbf{f})$ can be computed by $O(n \log n)$ additions and multiplications. Let us define
$\boldsymbol{W}_{n, w}=\left\{w^{(i-1)(j-1)}\right\}_{i, j \in[n]}$. From the definition of $\boldsymbol{W}_{n, w}$, in this case we have hat

$$
\operatorname{DFT}(\mathbf{a})=\boldsymbol{W}_{n, w} \cdot \boldsymbol{a}=\left(\begin{array}{ccccc}
w^{0} & w^{1} & w^{2} & \cdots & w^{n-1} \\
w^{0} & w^{3} & w^{6} & \cdots & w^{3(n-1)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
w^{0} & w^{2 n-1} & w^{4(n-1)} & \cdots & w^{(n-1)(n-1)}
\end{array}\right) \cdot\left(\begin{array}{c}
a_{0} \\
a_{1} \\
\vdots \\
a_{n-1}
\end{array}\right)
$$

Let us consider the simple case that $n=4$. In the case, the order of $w$ is 8 and we have that

$$
\boldsymbol{W}_{4, w} \cdot \boldsymbol{a}=\left(\begin{array}{cccc}
w^{0} & w^{1} & w^{2} & w^{3} \\
w^{0} & w^{3} & w^{6} & w^{1} \\
w^{0} & w^{5} & w^{2} & w^{7} \\
w^{0} & w^{7} & w^{6} & w^{5}
\end{array}\right) \cdot\left(\begin{array}{l}
a_{0} \\
a_{1} \\
a_{2} \\
a_{3}
\end{array}\right)
$$

Swapping the right hand side by the permutation $\pi=(0,2,1,3)$ over $\{0,1,2,3\}$,

$$
\boldsymbol{W}_{4, w} \cdot \boldsymbol{a}=\left(\begin{array}{cccc}
w^{0} & w^{2} & w^{1} & w^{3} \\
w^{0} & w^{6} & w^{3} & w^{1} \\
w^{0} & w^{2} & w^{5} & w^{7} \\
w^{0} & w^{6} & w^{7} & w^{5}
\end{array}\right) \cdot\left(\begin{array}{l}
a_{0} \\
a_{2} \\
a_{1} \\
a_{3}
\end{array}\right)=\left(\begin{array}{llll}
w^{2 \cdot 0} & w^{2 \cdot 1} & w^{1} \cdot w^{2 \cdot 0} & w^{1} \cdot w^{2 \cdot 1} \\
w^{2 \cdot 0} & w^{2 \cdot 3} & w^{3} \cdot w^{2 \cdot 0} & w^{3} \cdot w^{2 \cdot 3} \\
w^{2 \cdot 0} & w^{2 \cdot 1} & w^{5} \cdot w^{2 \cdot 0} & w^{5} \cdot w^{2 \cdot 1} \\
w^{2 \cdot 0} & w^{2 \cdot 3} & w^{7} \cdot w^{2 \cdot 0} & w^{7} \cdot w^{2 \cdot 3}
\end{array}\right) \cdot\left(\begin{array}{l}
a_{0} \\
a_{2} \\
a_{1} \\
a_{3}
\end{array}\right) .
$$

Since the order of $w$ is 8 , then $w^{4}=-1$ in $\mathbb{Z}_{q}$. Hence, we have that

$$
\boldsymbol{W}_{4, w} \cdot \boldsymbol{a}=\binom{\boldsymbol{W}_{2, w^{2}} \cdot \boldsymbol{a}_{e}+\left(w, w^{3}\right) \odot\left(\boldsymbol{W}_{2, w^{2}} \cdot \boldsymbol{a}_{o}\right)}{\boldsymbol{W}_{2, w^{2}} \cdot \boldsymbol{a}_{e}-\left(w, w^{3}\right) \odot\left(\boldsymbol{W}_{2, w^{2}} \cdot \boldsymbol{a}_{o}\right)},
$$

where $\boldsymbol{a}_{e}=\left(a_{0}, a_{2}\right), \boldsymbol{a}_{o}=\left(a_{1}, a_{3}\right)$, and $\odot$ denotes the pairwise multiplication in $\mathbb{Z}_{q}^{2}$.
This holds also any $n=2^{k}$ and $w$ a generator of a $2^{k+1}$ subgroup of $\mathbb{Z}_{q}^{*}$. Generally we have that

$$
\boldsymbol{W}_{n, w} \cdot \boldsymbol{a}=\binom{\boldsymbol{W}_{n / 2, w^{2}} \cdot \boldsymbol{a}_{e}+\left(w, w^{3}, \ldots, w^{2 n-1}\right) \odot\left(\boldsymbol{W}_{n / 2, w^{2}} \cdot \boldsymbol{a}_{o}\right)}{\boldsymbol{W}_{n / 2, w^{2}} \cdot \boldsymbol{a}_{e}-\left(w, w^{3}, \ldots, w^{2 n-1}\right) \odot\left(\boldsymbol{W}_{n / 2, w^{2}} \cdot \boldsymbol{a}_{o}\right)} .
$$

Computing recursively, we can obtain $\operatorname{DFT}(\mathbf{a})=\boldsymbol{W}_{n, w} \cdot \boldsymbol{a}$ with $O(n \log n)$ additions and multiplications in $\mathbb{Z}_{q}$ if we precompute $\left(w, w^{2}, w^{3}, \ldots, w^{2 n}\right)$. See [LMPR08] for the implementation issues.

Choices of a polynomial $\mathbf{f}$ : We can use the FFT even if $\mathbf{f}$ is not split $\mathbb{Z}_{q}$ completely. The idea is embedding $R_{\mathbf{f}, q}$ into another $R_{\mathbf{f}^{\prime}, q^{\prime}}$. Let $\mathbf{f}^{\prime}=x^{n^{\prime}}-1$ with $n^{\prime}=2^{k^{\prime}}>2(n-1)$ and $q^{\prime}$ be a prime such that $q^{\prime}>n q^{2}$ and $n^{\prime} \mid q^{\prime}-1$. Then, $R_{\mathbf{f}^{\prime}, q^{\prime}}$ admits the fast Fourier transformation. For $\mathbf{a}, \mathbf{b} \in R_{\mathbf{f}, q}$, consider $\mathbf{a} \cdot \mathbf{b}$ in $\mathbb{Z}[x]$. By the hypothesis on $\mathbf{f}^{\prime}$ and $q^{\prime}, \mathbf{a} \cdot \mathbf{b}$ equals to $\mathbf{a} \otimes \mathbf{b}$ in $R_{\mathbf{f}^{\prime}, q^{\prime}}$. Hence, we first compute $\mathbf{a} \otimes \mathbf{b}$ in $R_{\mathbf{f}^{\prime}, q^{\prime}}$ and reduce it modulo $\mathbf{f}$ and $q$.

If $\mathbf{f}$ is $x^{2^{k}} \pm 1$ but not split $\mathbb{Z}_{q}$ completely, we have no need to choose another $\mathbf{f}^{\prime}$. We embed $R_{\mathbf{f}, q}$ into $R_{\mathbf{f}, q^{\prime}}$ which admits the fast Fourier transformation (to do so, $q^{\prime}>n q^{2}$ is a prime such that $2^{k} \mid q^{\prime}-1$ or $\left.2^{k+1} \mid q^{\prime}-1\right)$.

### 4.4.2 Micciancio's Regularity Lemma

In this section, we examine the regularity of the hash family $\mathcal{H}(\mathbf{f}, q, m)$.
Micciancio proved the regularity of the hash family $\mathcal{H}\left(x^{n}-1, q, m\right)$ with a message space $D_{n}=[D]^{m n}$. The proof can be applied to the hash family $\mathcal{H}(\mathbf{f}, q, m)$ with closer look of the proof in [Mic07].

Lemma 4.4.3 (Lemma 6 in [SSTX09], adapted version of Theorem 4.2 in Mic07]). Let $\mathbb{F}$ be a finite field and $\mathbf{f} \in \mathbb{F}[x]$ be monic and of degree $n$. Let $R$ be the ring $\mathbb{F}[x] /\langle\mathbf{f}\rangle$. Let $\mathcal{D} \subseteq \mathbb{F}$. For a row vector of polynomials $\check{\boldsymbol{a}}=\left[\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}\right] \in$ $R^{m}$, we denote by $h_{\check{\boldsymbol{a}}}(\check{\boldsymbol{e}})$ the random variable $\check{\boldsymbol{a}} \cdot \check{\boldsymbol{e}}=\sum_{i \in[l]} \mathbf{a}_{i} \otimes \mathbf{e}_{i} \in R$, where $\check{\boldsymbol{e}}=\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{m}\right) \leftarrow \mathcal{D}^{m n}$. If $\check{\boldsymbol{a}}$ is chosen from $R^{m}$ uniformly at random, then the statistical distance to uniformity of $\left(\check{\boldsymbol{a}}, H_{\check{\boldsymbol{a}}}(\check{\boldsymbol{e}})\right)$ is at most

$$
\frac{1}{2} \sqrt{\prod_{i \in[t]}\left(1+\left(\frac{|\mathbb{F}|}{|\mathcal{D}|^{l}}\right)^{\operatorname{deg}\left(\mathbf{f}_{i}\right)}\right)-1}
$$

where $\mathbf{f}=\prod_{i \in[t]} \mathbf{f}_{i}$ is the factorization of $\mathbf{f}$ over $\mathbb{F}$.
To show this, we need the following lemma.
Lemma 4.4.4 (Lemma 4.4 in Mic07]). Let $R$ be a finite ring, and $z=$ $\left(z_{1}, \ldots, z_{m}\right) \in R^{m} a$ vector of arbitrary ring elements. If $\boldsymbol{a}=\left[a_{1}, \ldots, a_{m}\right] \leftarrow R^{m}$, then $\boldsymbol{a} \cdot \boldsymbol{z}=\sum_{i \in[m]} a_{i} \cdot z_{i} \in R$ is uniformly distributed over the ideal $\left\langle z_{1}, \ldots, z_{m}\right\rangle$. In particular, for any $z$,

$$
\operatorname{Pr}_{a \leftarrow R^{m}}\left[\sum_{i \in[m]} a_{i} \cdot z_{i}=0\right]=\frac{1}{\left|\left\langle z_{1}, \ldots, z_{m}\right\rangle\right|}
$$

To contain itself, we give the proof.
Proof. We start the proof following Micciancio's proof [Mic07]. For simplicity, we let $q$ be the cardinality of $\mathbb{F}$. In order to show the theorem, we bound the collision probability of $\left(\check{\boldsymbol{a}}, H_{\check{\boldsymbol{a}}}(\check{\boldsymbol{e}})\right)$.

$$
\begin{aligned}
& \operatorname{Pr}_{\check{\boldsymbol{a}}, \breve{\boldsymbol{a}}^{\prime}, \check{\boldsymbol{e}}, \check{e}^{\prime}}\left[\check{\boldsymbol{a}}=\check{\boldsymbol{a}}^{\prime} \wedge H_{\check{\boldsymbol{a}}}(\check{\boldsymbol{e}})=H_{\check{\boldsymbol{a}}^{\prime}}\left(\check{\boldsymbol{e}}^{\prime}\right)\right]=\operatorname{Pr}_{\breve{\boldsymbol{a}}, \check{\boldsymbol{a}}}\left[\check{\boldsymbol{a}}=\check{\boldsymbol{a}}^{\prime}\right] \cdot \operatorname{Pr}_{\breve{\boldsymbol{a}}, \breve{\boldsymbol{a}}^{\prime} \check{,}, \check{e}^{\prime}}\left[H_{\check{\boldsymbol{a}}}(\check{\boldsymbol{e}})=H_{\check{\boldsymbol{a}}^{\prime}}\left(\check{\boldsymbol{e}}^{\prime}\right) \mid \check{\boldsymbol{a}}=\check{\boldsymbol{a}}^{\prime}\right] \\
& =\frac{1}{q^{m n}} \cdot \operatorname{Pr}_{\stackrel{a}{\boldsymbol{a}}, \stackrel{\text { ere }}{ }}\left[\sum_{i \in[m]} \mathbf{a}_{i} \otimes\left(\mathbf{e}_{i}-\mathbf{e}_{i}^{\prime}\right)=0\right] .
\end{aligned}
$$

Fix $\check{\boldsymbol{e}}$ and $\check{\boldsymbol{e}}{ }^{\prime}$. Then, by the above lemma Lemma 4.4.4), the probability that $\sum_{i \in[m]} \mathbf{a}_{i} \otimes\left(\mathbf{e}_{i}-\mathbf{e}_{i}^{\prime}\right)=0$ equals to $1 /\left|\left\langle\mathbf{e}_{1}-\mathbf{e}_{1}^{\prime}, \ldots, \mathbf{e}_{m}-\mathbf{e}_{m}^{\prime}\right\rangle\right|$. Let $I$ be the set
of all ideals of $R=\mathbb{F}[x] /\langle\mathbf{f}\rangle$. Hence, conditioning on the ideals, we have that

$$
\begin{aligned}
& \left.\left.\frac{1}{q^{m n}} \cdot \underset{\widetilde{a}, \stackrel{e}{e}, \dot{e}^{\prime}}{\operatorname{Pr}}\left[\sum_{i \in[m]} \mathbf{a}_{i} \otimes\left(\mathbf{e}_{i}-\mathbf{e}_{i}^{\prime}\right)=0\right]=\frac{1}{q^{m n}} \cdot \sum_{I \in I} \frac{1}{I I} \cdot \operatorname{Pr} \cdot \underset{e}{e, e^{\prime}} \right\rvert\,\left\langle\mathbf{e}_{1}-\mathbf{e}_{1}^{\prime}, \ldots, \mathbf{e}_{m}-\mathbf{e}_{m}^{\prime}\right\rangle=I\right] \\
& \leq \frac{1}{q^{m n}} \cdot \sum_{I \in I} \frac{1}{|I|} \cdot \operatorname{Pr}_{e, e^{\prime}}\left[\left\langle\mathbf{e}_{1}-\mathbf{e}_{1}^{\prime}, \ldots, \mathbf{e}_{m}-\mathbf{e}_{m}^{\prime}\right\rangle \subseteq I\right] \\
& =\frac{1}{q^{m n} \cdot q^{n}} \cdot \sum_{I \in I} \frac{q^{n}}{|I|} \cdot \prod_{i \in[m]} \operatorname{Pr}_{\mathbf{e}_{i}, \mathbf{e}_{i}}\left[\mathbf{e}_{i}-\mathbf{e}_{i}^{\prime} \in I\right] .
\end{aligned}
$$

Since $\mathbb{F}$ is a field, $\mathbb{F}[x]$ is a principal ideal domain. Then, any ideal $I \in I$ of $R=\mathbb{F}[x] /\langle\mathbf{f}\rangle \simeq \mathbb{F}[x] /\left\langle\mathbf{f}_{1}\right\rangle \times \cdots \times \mathbb{F}[x] /\left\langle\mathbf{f}_{t}\right\rangle$ are of the form $\langle\mathbf{p}\rangle$ where $\mathbf{p}$ is a factor of f. For any subset $S \subseteq[t]$, let $\mathbf{p}_{S}=\prod_{i \in S} \mathbf{f}_{i}$. The ideals of $R$ are $I=\left\{\left\langle\mathbf{p}_{S}\right\rangle \mid S \subseteq[t]\right\}$. (Micciancio restricted the argument in the case where $\mathbf{f}=x^{n}-1$, but this argument can be applied to any monic polynomial $\mathbf{f}$ as in the above.) In addition, note that the ideal $\left\langle\mathbf{p}_{s}\right\rangle \simeq \prod_{i \in[t] \backslash S} \mathbb{F}[x] /\left\langle\mathbf{f}_{i}\right\rangle$. Hence, we have $\left|\left\langle\mathbf{p}_{s}\right\rangle\right|=q^{n-\operatorname{deg}\left(\mathbf{p}_{s}\right)}$. Therefore, we have that

$$
\begin{align*}
\operatorname{Pr}_{\mathbf{e}_{i}, \mathbf{e}_{i}^{\prime}}\left[\mathbf{e}_{i}-\mathbf{e}_{i}^{\prime} \in\left\langle\mathbf{p}_{S}\right\rangle\right] & =\operatorname{Pr}_{\mathbf{e}_{i}, \mathbf{e}_{i}^{\prime}}\left[\mathbf{e}_{i} \equiv \mathbf{e}_{i}^{\prime} \quad\left(\bmod \mathbf{p}_{S}\right)\right] \\
& \leq \max _{\mathbf{e}} \operatorname{Pr}_{\mathbf{e}_{i}}\left[\mathbf{e}_{i} \equiv \mathbf{e} \quad\left(\bmod \mathbf{p}_{S}\right)\right]  \tag{4.1}\\
& \leq \frac{1}{\mid \mathcal{D}^{\operatorname{deg}(\mathbf{p} s)}}, \tag{4.2}
\end{align*}
$$

where $\mathbf{e}$ ranges over $\mathbb{F}^{\operatorname{deg}\left(\boldsymbol{p}_{s}-1\right)}$.
Using this bound, we obtain

$$
\frac{q^{n}}{\left|\left\langle\mathbf{p}_{S}\right\rangle\right|} \prod_{i \in[m]_{i}} \operatorname{Pr}_{\mathbf{e} i} \mathbf{e}_{i}^{\prime}\left[\mathbf{e}_{i}-\mathbf{e}_{i}^{\prime} \in\left\langle\mathbf{p}_{S}\right\rangle\right] \leq \frac{q^{n}}{q^{n-\operatorname{deg}\left(\mathbf{p}_{s}\right)}}\left(\frac{1}{|\mathcal{D}|^{\operatorname{deg}\left(\mathbf{p}_{s}\right)}}\right)^{m}=\left(\frac{q}{|\mathcal{D}|^{m}}\right)^{\operatorname{deg}\left(\mathbf{p}_{s}\right)} .
$$

By summing up, we have that

$$
\sum_{\left\langle\mathbf{p}_{s}\right\rangle \in I} \frac{q^{n}}{\left|\left\langle\mathbf{p}_{S}\right\rangle\right|} \prod_{i \in[m]} \operatorname{Pr}_{\mathbf{i} i}, \mathbf{e}_{i}^{\prime}\left[\mathbf{e}_{i}-\mathbf{e}_{i}^{\prime} \in\left\langle\mathbf{p}_{S}\right\rangle\right] \leq \sum_{S \subseteq[t]}\left(\frac{q}{|\mathcal{D}|^{m}}\right)^{\operatorname{deg}\left(\mathbf{p}_{s}\right)}=\prod_{i \in[t]}\left(1+\left(\frac{q}{|\mathcal{D}|^{m}}\right)^{\operatorname{deg}\left(\mathbf{f}_{i}\right)}\right) .
$$

Combining them, we obtain that

$$
\left.\operatorname{Pr}_{\check{a}, \breve{a}^{\prime}, \check{e}, \mathscr{e}^{\prime}}\left[\check{\boldsymbol{a}}, H_{\check{\boldsymbol{a}}}(\check{\boldsymbol{e}})\right)=\left(\check{\boldsymbol{a}}^{\prime}, H_{\breve{\boldsymbol{a}}^{\prime}}\left(\check{\boldsymbol{e}}^{\prime}\right)\right)\right] \leq \frac{1}{q^{m n+n}} \prod_{i \in[t]}\left(1+\left(\frac{q}{|\mathcal{D}|^{m}}\right)^{\operatorname{deg}\left(\mathbf{f}_{i}\right)}\right) .
$$

Applying the bound lemma, we conclude that

$$
\Delta\left(\left(\check{\boldsymbol{a}}, H_{\check{\boldsymbol{a}}}(\check{\boldsymbol{e}})\right),\left(\check{\boldsymbol{a}}^{\prime}, \mathbf{u}\right)\right) \leq \frac{1}{2} \sqrt{\prod_{i \in[t]}\left(1+\left(\frac{q}{|\mathcal{D}|^{m}}\right)^{\operatorname{deg}\left(\mathbf{f}_{i}\right)}\right)-1}
$$

where $\breve{\boldsymbol{a}}^{\prime} \leftarrow R^{m}$ and $\mathbf{u} \leftarrow R$.

We let apply the regularity lemma to several cases. Let

$$
\Delta(q, \mathbf{f}, d)=\sqrt{\prod_{i \in[t]}\left(1+\left(\frac{q}{d^{m}}\right)^{\operatorname{deg}\left(\mathbf{f}_{i}\right)}\right)-1}
$$

1. If $\mathbf{f}$ is irreducible over $\mathbb{F}$, we have that $\Delta(q, \mathbf{f}, d)=\sqrt{\left(q / d^{m}\right)^{n}}=2^{\frac{1}{2}(\log q-m n \log d)}$. By setting, $m>(1+\delta) \log q / \log d$ for $\delta>0$, we obtain the upper bound $2^{-\frac{1}{2} \delta n \log q}=2^{-\Omega(n)}$. It indicates if we set $m=O(1)$ and $q=\operatorname{poly}(n)$ satisfying the above then we have $\Delta(q, \mathbf{f}, d)$ is negligible even if $d=2$ or 3 .
2. If $\mathbf{f}=\mathbf{f}_{1} \cdot \mathbf{f}_{2}$, where $\operatorname{deg}\left(\mathbf{f}_{i}\right)=n / 2$, we have that $\Delta(q, \mathbf{f}, d)=$ $\sqrt{\left(1+\left(q / d^{m}\right)^{n / 2}\right)^{2}-1}=\sqrt{2\left(q / d^{m}\right)^{n / 2}+\left(q / d^{m}\right)^{n}}$. By setting, $m>(1+$ $\delta) \log q / \log d$ for $\delta>0$, we obtain the upper bound

$$
\sqrt{3} \cdot\left(q / d^{m}\right)^{n / 4} \leq 2^{-\frac{1}{4} \delta n \log q+\frac{1}{2} \log 3}=2^{-\Omega(n)}
$$

3. If $\mathbf{f}$ is completely split over $\mathbb{F}$, we have that $\Delta(q, \mathbf{f}, d)=\sqrt{\left(1+q / d^{m}\right)^{n}-1}$. Suppose that $m=(1+\delta) \log q / \log d$ for some $\delta>0$ to set $q / d^{m}<1$ sufficiently small. Suppose that $q=n^{a}$ for some $a>0$. Then, we have the upper bound $\sqrt{2 n q / d^{m}}=2^{\frac{1}{2}(1+(a+1) \log n-m \log d)}$, since $\left(1+q / d^{m}\right)^{n} \leq 1+2 n q / d^{m}$. To set the upper bound negligible in $n$, we need to have $m \log d=\omega(\log n)$, e.g., $m=\omega(\log n)$ and $d=O(1)$ or $m=O(1)$ and $d=\omega(\log n)$, which sacrifices the efficiency of ILHash.

In particular, we have the following lemma for $\mathbf{f}=x^{n}+1$ and $q \equiv 3(\bmod 8)$ by Lemma 3.1.2 and the discussion (2).

Lemma 4.4.5 ([|SSTX09]). Let $\mathbf{f}=x^{n}+1$ and $n=2^{k}$, where $k \geq 2$. Let $m>$ $(1+\delta) \log q / \log d$ for some constant $\delta>0$. If $q$ is a prime with $q \equiv 3(\bmod 8)$, the statistical distance $\frac{1}{2} \Delta\left(q, x^{n}+1, d\right)$ of $\left(\check{\boldsymbol{a}}, h_{\check{\boldsymbol{a}}}(\check{\boldsymbol{e}})\right)$ from the uniform is at most $2^{-\frac{1}{4} \delta n \log q}$.

The analysis of the last case (3) is improved if we improve the inequality (4.1), which is not tight and overkills to obtain a good bound. Some experiments by the author indicates there is more tight bound for the case where $\mathbf{f}$ splits $\mathbb{F}$ completely. However, we fail to prove the good bound. In addition, the above regularity lemma states only the case $\mathbb{F}$ or $\mathbb{Z}_{q}$ for a prime $q$. Another possible extension is for $\mathbb{Z}_{q}$, where $q$ is a composite. We leave obtaining these bound results as an open problem.

## 5

## Commitment

In this chapter, we construct simple string commitment schemes based on lattice problems: They are statistically hiding and computationally binding (see the definition below). We only consider string commitment schemes in the trusted setup model.

Organization: Section 5.1 defines model and the security notions on noninteractive commitment schemes. In Section 5.2, we review the Halevi-Micali commitment scheme as the general construction from a collision-resistant hash scheme. Section 5.3 and Section 5.4 reviews the lattice-based commitment scheme which is proposed by Kawachi et al. [KTX08].

In addition, Fujisaki [Eii08] pointed out that our commitment scheme can be converted into a chameleon hash scheme or a trapdoor commitment scheme, by adjusting the parameters and replacing some functions. This construction also appears in Peikert Pei09b, Section 2.2]. We will argue this as trapdoor hash in Section 10.10.

### 5.1 Definitions

We consider a non-interactive string commitment scheme in the trusted setup model. The trusted setup model is often required to construct practically efficient cryptographic schemes such as non-interactive string commitment schemes. In this model, we assume that a trusted party $\mathcal{T}$ honestly sets up a system parameter for the sender and the receiver.

Let us specify how it works. First $\mathcal{T}$ generates public parameters and distribute them to users. Both parties, the sender and the receiver, then share public param-
eters. The scheme runs in two phase, called committing and revealing phases. In the committing phase, the sender commits his/her message, say a string $s . \mathrm{He} /$ she generates a commitment string $c m t$ and an open value $o v$, and sends $c m t$ to the receiver. In the revealing phase, the sender gives the receiver the decision $s$ and the open string $o v$. The receiver verifies the validity of $c m t$ with $m s g$ and $o v$.

We require two security notions of the string commitment schemes, statistically-hiding and computationally-binding properties. Intuitively, we say that the commitment scheme is statistically hiding, if any computationally unbounded adversarial receiver cannot distinguish two commitment strings generated from two distinct strings. Also, it is computationally binding, if any polynomial-time adversarial sender cannot change the committed string after sending the commitment.

### 5.1.1 Model of Non-Interactive Commitment Schemes

Let NIC $=\left(\right.$ Setup, Com, Ver) over a message space $M_{n}$ be a non-interactive commitment scheme. Notation of the algorithms are below:

Setup $\left(1^{n}\right)$ : A setup algorithm, given the security parameter $1^{n}$, outputs public parameters param.

Com(param, $m s g$ ): A commitment algorithm, given param and a value $m s g \in$ $M_{n}$, outputs a commitment $c m t$ and a value $o v$.
$\operatorname{Ver}($ param, $c m t, m s g, o v):$ A verification algorithm, given param, cmt, $m s g$, and $o v$, returns 0 (reject) or 1 (accept).

Often, we say NIC is a bit commitment scheme if $M_{n}=\{0,1\}$. We say NIC is a string commitment scheme if $M_{n}=\{0,1\}^{l(n)}$ for $l(n) \neq \omega(1)$.

The correctness of the commitment is defined as follows: For any msg $\in M_{n}$, param generated by $\operatorname{Setup}\left(1^{n}\right)$ and $(c m t, o v)$ generated by a valid committee, the verifier always accepts param, cmt, msg,ov. Formally, it holds that for any $m s g \in$ $M_{n}$,
where the probability is taken over coins of Setup and Com.

### 5.1.2 Security Notions

To define the security notion, consider the experiments $\mathbf{E x p}_{\mathrm{NIC}, \mathcal{A}}^{\text {bind }}(n)$ and $\mathbf{E x p}_{\mathrm{NIC}, \mathcal{A}}^{\text {hide }}(n)$ between the challenger $C$ and the adversary $\mathcal{A}$.

Experiment $\operatorname{Exp}_{\mathrm{NIC}, \mathcal{A}}^{\text {bind }}(n)$ :
Setup Phase: The challenger $C$ runs $\operatorname{Setup}\left(1^{n}\right)$ and obtains param. The adversary $\mathcal{A}$ is given the security parameter $1^{n}$ and the parameters param.

Challenge Phase: The adversary outputs cmt, ( $\mathrm{msg}, o v$ ), and ( $\mathrm{msg}^{\prime}, o v^{\prime}$ ). If $m s g, m s g^{\prime} \in M_{n}, m s g \neq m s g^{\prime}, \operatorname{Ver}($ param, cmt, $m s g, o v)=1$, and $\operatorname{Ver}\left(\right.$ param, cmt, $\left.m s g^{\prime}, o v^{\prime}\right)=1$ then $C$ returns 1. Otherwise, it returns 0.

Experiment $\operatorname{Exp}_{\mathrm{NIC}, \mathcal{A}}^{\text {hide }}(n)$ :
Setup Phase: The challenger $C$ runs $\operatorname{Setup}\left(1^{n}\right)$ and obtains param. The adversary $\mathcal{A}$ is given the security parameter $1^{n}$ and the parameters param.
Challenge Phase: The adversary outputs $m s g_{0}$ and $m s g_{1}$. If $m s g_{0}, m s g_{1} \in$ $M_{n}$ and $m s g_{0} \neq m s g_{1}$, the challenger flips a fair coin $b \leftarrow\{0,1\}$, generates $c m t^{*} \leftarrow \operatorname{Com}\left(\right.$ param, $m s g_{b}$ ), and sends $c m t^{*}$ to the adversary. Otherwise, $C$ returns 0 and halts.
Decision Phase: Finally, the adversary outputs its decision $b^{\prime}$. If $b=b^{\prime}$ the challenger returns 1 , otherwise 0 .

Here, the security notions of the non-interactive commitment schemes we require can be formalized as follows:

Definition 5.1.1 (Hiding property). Consider a non-interactive commitment scheme NIC = (Setup, Com, Ver).

We say NIC is perfectly hiding if any two messages msg, msg' $\in M_{n}$, (param, $\mathrm{cmt}_{m s g}$ ) and (param, $\mathrm{cmt}_{m s g^{\prime}}$ ) are equally distributed, where param $\leftarrow$ $\operatorname{Setup}\left(1^{k}\right), \quad\left(c m t_{m s g}, o v_{m s g}\right) \leftarrow \operatorname{Com}\left(\right.$ param, msg), and $\left(c m t_{m s g^{\prime}}, o v_{m s g^{\prime}}\right) \leftarrow$ Com(param, msg').

We say NIC is statistically hiding if any two messages $m s g, m s g^{\prime} \in M_{n}$, the statistical distance between (param, $c m t_{m s g}$ ) and (param, $c m t_{m s g^{\prime}}$ ) is negligible in $n$.

Let $\mathcal{A}$ be an adversary. We define the advantage of $\mathcal{A}$ as

$$
\operatorname{Adv}_{\mathrm{NIC}, \mathcal{A}}^{\mathrm{hide}}(n):=\left|\operatorname{Pr}\left[\mathbf{E x p}_{\mathrm{NIC}, \mathcal{A}}^{\mathrm{hide}}(n)=1\right]-\frac{1}{2}\right|
$$

We say NIC is computationally hiding if for any polynomial-time adversary $\mathcal{A}$, $\mathbf{A d}_{\mathrm{NIC}, \mathcal{A}}^{\text {hide }}(n)$ is negligible in $n$.
Definition 5.1.2 (Binding property). Let NIC $=$ (Setup, Com, Ver) be a noninteractive commitment scheme. Let $\mathcal{A}$ be an adversary. We define the advantage of $\mathcal{A}$ as

$$
\mathbf{A d v}_{\mathrm{NIC}, \mathcal{A}}^{\mathrm{bind}}(n):=\operatorname{Pr}\left[\mathbf{E x p}_{\mathrm{NIC}, \mathcal{A}}^{\mathrm{bind}}(n)=1\right]
$$

We say a non-interactive commitment scheme NIC is computationally binding if $\mathbf{A d} \mathbf{v}_{\mathrm{NIC}, \mathcal{A}}^{\mathrm{bind}}(n)$ is negligible in $n$ for any polynomial-time adversary $\mathcal{A}$.

### 5.1.3 Special Property

In addition, we define a special property of non-interactive commitment. We say a non-interactive commitment NIC is special if the scheme can be modeled as fol-
lows:
Setup $\left(1^{n}\right)$ : A setup algorithm, given the security parameter $1^{n}$, outputs public parameters param. The parameter param defined the function Comparam $^{\text {p }}$ $M_{n} \times D_{n} \rightarrow R_{n}$.
Com(param, $m s g$ ): A commitment algorithm, given param and a value $m s g \in$ $M_{n}$, first generate a randomness $r \in D_{n}$, and outputs a commitment $c m t=$ $\operatorname{Com}_{\text {param }}(m s g, r)$ and a value $o v=(m s g, r)$.
$\operatorname{Ver}($ param, $c m t, m s g, o v)$ : A verification algorithm, given param, cmt, $m s g$, and $o v$, returns 1 if $c m t=\operatorname{Com}_{\text {param }}(m s g, o v)$ and 0 otherwise.

### 5.2 Example: The Halevi-Micali Commitment Scheme

General constructions of statistically-hiding and computationally-binding string commitment schemes are known from a family of collision-resistant hash functions [DPP97, HM96]. Their constructions used universal hash functions for the statistically-hiding property and very similar to each others. For simplicity, we decide to review the Halevi-Micali construction.

The Halevi-Micali commitment scheme: Halevi and Micali proposed a simple string commitment scheme based on the collision-resistance hash function [HM96], which is very similar to one in [DPP98].

Let $n$ denote the security parameter and let $l$ be a positive integer at least $6 n+4$. Let $\mathcal{H}_{n}=\left\{h_{k}:\{0,1\}^{*} \rightarrow\{0,1\}^{n}\right\}_{k \in K_{n}}$ be a family of collision-free hash functions and $\mathcal{H}=\left\{\mathcal{H}_{n}\right\}$ a hash family. Let Hash $=$ (Setup, Eval) be a corresponding hash scheme. Let $\mathcal{F}_{n}=\left\{f:\{0,1\}^{l} \rightarrow\{0,1\}^{n}\right\}$ be a family of universal hash functions. For example, we can use $\left\{f_{a_{1}, \ldots, a_{6}}: \operatorname{GF}\left(2^{n}\right)^{7} \rightarrow \operatorname{GF}\left(2^{n}\right): a_{i} \in \operatorname{GF}\left(2^{n}\right)\right\}$, where $f_{a_{1}, \ldots, a_{6}}\left(s_{0}, \ldots, s_{6}\right)=s_{0}+a_{1} s_{1}+\cdots+a_{6} s_{6}$ and each $n$-bit string $s_{i}$ is interpreted as an element in $\mathrm{GF}\left(2^{n}\right)$.

The Halevi-Micali commitment scheme (Setup', Com', Ver') is defined as follows:

Scheme 5.2.1. For simplicity, we set $l=7 n$.
Setup $\left(1^{n}\right)$ : The setup algorithm obtains $a \leftarrow \operatorname{Setup}\left(1^{n}\right)$ and outputs param $=a$.
$\operatorname{Com}^{\prime}(a, m s g)$ : The commitment algorithm computes $s \leftarrow h_{a}(m s g)$, picks a random $r \in\{0,1\}^{l}$, computes $y \leftarrow h_{a}(r)$, and picks a random function $f \in \mathcal{F}$ for which $f(r)=s$. Then it outputs $(c m t, o v)=((f, y), r)$.
$\operatorname{Ver}^{\prime}(a,(f, y), m s g, r)$ : The verification algorithm accepts if $y=h_{a}(r)$ and $f(r)=$ $h_{a}(m s g)$. Otherwise, rejects.

To pick a random function $f_{a_{1}, \ldots, a_{6}}$ such that $r_{0}+a_{1} r_{1}+\cdots+a_{6} r_{6}=s$, it computes as follows: Choose random elements $a_{1}, \ldots, a_{5}$ and compute $a_{6}=r_{6}^{-1}\left(s-\left(r_{0}+\right.\right.$ $\left.a_{1} r_{1}+\cdots+a_{5} r_{5}\right)$ ) if $r_{6} \neq 0$. If $r_{6}=0$, choose $a_{6}$ at random.

### 5.3. A LATTICE-BASED STRING COMMITMENT SCHEME

Halevi and Micali showed that the scheme is computationally binding if $H$ is collision resistant and statistically hiding with the distance $2^{-n}$. Note that the length of commitment is $|y|+|f|=n+6 n=8 n$ and the length of decommitment is $|m|+|r|=|m|+7 n$ if we use the above universal hash functions. We will employ this commitment scheme in Chapter 9 .

### 5.3 A Lattice-based String Commitment Scheme

Here, we review a more direct and simpler construction from the lattice-based hash functions without the universal hash functions [KTX08]. The input of the commitment function is an $m$-bit vector $\boldsymbol{x}$ obtained by concatenating a random string $\rho=\left(\rho_{1}, \ldots, \rho_{m / 2}\right) \in\{0,1\}^{m / 2}$ and a message string $s=\left(s_{1}, \ldots, s_{m / 2}\right) \in\{0,1\}^{m / 2}$, i.e., $\boldsymbol{x}=\rho \circ s \in\{0,1\}^{m}$. We then define the commitment function on inputs $s$ and $\rho$ as

$$
\operatorname{Com}_{\boldsymbol{A}}(s ; \rho):=h_{A}(\boldsymbol{x})
$$

We define our non-interactive string commitment scheme LNIC by using the above commitment function:

Scheme 5.3.1 (LNIC, [KTX08]).
Setup $\left(1^{n}\right)$ : Given input $1^{n}$, the algorithm samples $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ and outputs param $=\boldsymbol{A}$.
$\operatorname{Com}(\boldsymbol{A}, m s g=s ; \rho):$ Given inputs $\boldsymbol{A}$ and $s \in\{0,1\}^{m / 2}$, the algorithm samples $\rho \leftarrow\{0,1\}^{m / 2}$. It computes $\boldsymbol{c} \leftarrow \operatorname{Com}_{\boldsymbol{A}}(s ; \rho)$, and outputs $c m t=\boldsymbol{c}$ and $o v=\rho$.
$\operatorname{Ver}(\boldsymbol{A}, \boldsymbol{c}, s, \rho)$ : The algorithm checks that $s, \rho \in\{0,1\}^{m / 2}$ and $\operatorname{Com}_{\boldsymbol{A}}(s ; \rho)=\boldsymbol{c}$.
It outputs 1 if the checks are passed, 0 otherwise.
Lemma 5.3.2. If $q$ is a prime and $m>2 n(1+\delta) \log q$ for some constant $\delta$, if $\mathrm{SIS}_{q, m, \sqrt{m}}$ is hard on the average, then $\mathrm{Com}_{A}$ is a statistically-hiding and computationally-binding string commitment scheme in the trusted set up model.

Proof. The computationally-binding property immediately follows from the collision-resistant property. We now show the statistically-hiding property.

Let $\boldsymbol{A}=\left[\boldsymbol{a}_{1} \cdots \boldsymbol{a}_{m}\right]$. We then have $\operatorname{Com}_{\boldsymbol{A}}(s ; \rho)=\sum_{i=1}^{m / 2} \rho_{i} \boldsymbol{a}_{i}+\sum_{i=1}^{m / 2} s_{i} \boldsymbol{a}_{i+m / 2}$. Applying the leftover hash lemma, we can say that a random subset sum of $\boldsymbol{a}_{i}$ is statistically close to the uniform distribution for almost all choices of $\boldsymbol{a}_{i}$.

In our proof, we consider $\mathbb{Z}_{q}^{n}$ as a finite Abelian group $G$. Since $m>2 n(1+$ $\delta) \log q$, we have that

$$
\left(\frac{|G|}{2^{m / 2}}\right)^{1 / 4} \leq q^{-\delta n / 4}
$$

Thus, by Lemma 4.3.3, for all but an at most $q^{-\delta n / 4}$ fraction of $\boldsymbol{A}=\left[\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{m}\right] \in$ $\mathbb{Z}_{q}^{n \times m}$, we have that $\Delta\left(\boldsymbol{u}, \sum_{i \in[m / 2]} \rho_{i} \boldsymbol{a}_{i}\right) \leq q^{-\delta n / 4}$, where $\boldsymbol{u} \in \mathbb{Z}_{q}^{n}$ is uniform random variable. Assume that we have such $\boldsymbol{A}$. So, we have $\Delta\left(\boldsymbol{u}, \operatorname{Com}_{\boldsymbol{A}}\left(0^{m / 2} ; \rho\right)\right) \leq q^{-\delta n}$.

By the definition of $\operatorname{Com}_{\boldsymbol{A}}$, for any $s \in\{0,1\}^{m / 2}$, we have $\Delta\left(\boldsymbol{u}, \operatorname{Com}_{\boldsymbol{A}}(s ; \rho)\right) \leq$ $q^{-\delta n / 4}$. By the triangle inequality, we obtain

$$
\begin{aligned}
\Delta\left(\operatorname{Com}_{\boldsymbol{A}}\left(s_{1} ; \rho_{1}\right), \operatorname{Com}_{\boldsymbol{A}}\left(s_{2} ; \rho_{2}\right)\right) & \leq \Delta\left(\boldsymbol{u}, \operatorname{Com}_{\boldsymbol{A}}\left(s_{1} ; \rho_{2}\right)\right)+\Delta\left(\boldsymbol{u}, \operatorname{Com}_{\boldsymbol{A}}\left(s_{2} ; \rho_{2}\right)\right) \\
& \leq 2 q^{-\delta n / 4}
\end{aligned}
$$

for any message $s_{1}$ and $s_{2}$. This shows that, for all but negligible fraction of choice of $\boldsymbol{A}$, distributions of two commitments are statistically close.

### 5.3.1 Extending the Domain

Notice that the message space of commitment function is simply extended by the using combining collision-resistant hash function $h:\{0,1\}^{*} \rightarrow\{0,1\}^{m / 2}$ [KR00]. New commitment function $\mathrm{Com}^{\prime}$ is defined by

$$
\operatorname{Com}^{\prime}(s ; \rho)=\operatorname{Com}(h(s) ; \rho)
$$

We here take more direct way to extend the domain. The spirit of the proof is essentially same as that of Krawczyk and Rabin [KR00]. Using the MerkleDamgård technique Mer89, Dam89], we obtain a string commitment scheme whose commitment function is $\operatorname{Com}_{\boldsymbol{A}}:\{0,1\}^{*} \times\{0,1\}^{m / 2} \rightarrow \mathbb{Z}_{q}^{n}$ rather than Com $_{\boldsymbol{A}}:\{0,1\}^{m / 2} \times\{0,1\}^{m / 2} \rightarrow \mathbb{Z}_{q}^{n}$ as the following.

Assume that $m=2 r$. Let $\boldsymbol{A}=[\boldsymbol{B} \mid \boldsymbol{C}]$, where $\boldsymbol{B}, \boldsymbol{C} \in \mathbb{Z}_{q}^{n \times r}$. For $\boldsymbol{X} \in \mathbb{Z}_{q}^{n \times r}$, we define $f_{\boldsymbol{X}}:\{0,1\}^{r} \rightarrow \mathbb{Z}_{q}^{n}$ as the hash function $f_{X}(\boldsymbol{s})=\boldsymbol{X} \boldsymbol{s} \bmod q$.

To apply the Merkle-Damgård technique, we need two utility functions in our case. Let $l$ be $\lceil n \log q\rceil$ and let $t: \mathbb{Z}_{q}^{n} \rightarrow\{0,1\}^{l}$ be some one-to-one function that we compute $t$ and $t^{-1}$ efficiently, say $t(\boldsymbol{a})$ outputs a binary string representing $\sum_{i \in[n]} a_{i} q^{i-1}$. Next, let pad : $\{0,1\}^{*} \rightarrow\{0,1\}^{*}$ be the padding function for the Merkle-Damgård construction. We employ Merkle's padding function pad pads with 0 and adds the length information to the original message. Let $0<b<$ $r-l$ be the length parameter. Formally, if we have a block compression function $f:\{0,1\}^{r} \rightarrow\{0,1\}^{l}$ the padding function works on input $s \in\{0,1\}^{*}$ of length $0<a<2^{b}$ as follows.

$$
\operatorname{pad}(s)=s \circ 10^{d} \circ \operatorname{len}_{b}(a)
$$

where $d$ is the smallest non-negative integer such that $a+d+b+1$ is a multiple of $r-l, b$ is some fixed integer $\operatorname{len}_{b}(a)$ denotes the $b$-bit representation of the integer $a$.

Applying the Merkle-Damgård construction to $f_{\boldsymbol{C}}$, we obtain new hash function $h_{\boldsymbol{C}}:\{0,1\}^{*} \rightarrow \mathbb{Z}_{q}^{n}$. The precise definition of $h_{\boldsymbol{C}}$ is as follows:

1. On input $s$, obtain a padded message $S \leftarrow \operatorname{pad}(s)$
2. Chop it into $\left(S_{0}, \ldots, S_{k}\right)$, where $S_{i} \in\{0,1\}^{r-l}$
3. Let $H_{0}=\mathbf{0}$ (more generally, some fixed $I V$ can be used)
4. For $i=1$ to $k+1$ do $H_{i} \leftarrow f_{\boldsymbol{C}}\left(t\left(H_{i-1}\right) \circ S_{i-1}\right)$
5. Output $H_{k+1}$

Our new commitment scheme is defined as follows: for $s \in\{0,1\}^{*}$ and $\rho \in$ $\{0,1\}^{r}$,

$$
\operatorname{Com}_{\boldsymbol{A}}(s ; \rho):=h_{C}(s)+f_{\boldsymbol{B}}(\rho) \bmod q .
$$

Lemma 5.3.3. If there exists a polynomial-time machine outputting a collision for $\mathrm{Com}_{A}$, then there exists a polynomial-time machine outputting a collision for $f_{A}$.
Proof. Let us assume that we obtain a collision $(s, \rho),(\tilde{s}, \tilde{\rho}) \in\{0,1\}^{*} \times\{0,1\}^{r}$ for $\mathrm{Com}_{\mathrm{A}}$. By the assumption, we have

$$
h_{\boldsymbol{C}}(s)+f_{\boldsymbol{B}}(\rho) \equiv h_{\boldsymbol{C}}(\tilde{s})+f_{\boldsymbol{B}}(\tilde{\rho}) \quad(\bmod q) .
$$

If $\rho=\tilde{\rho}$, we have $s \neq \tilde{s}$ and $h_{\boldsymbol{C}}(s)=h_{\boldsymbol{C}}(\tilde{s})$. Using the reduction for the MerkleDamgård construction (see e.g., KL07, Thm. 4.14]), we obtain $u \neq \tilde{u} \in\{0,1\}^{r}$ such that $f_{C}(u)=f_{C}(\tilde{u})$. Thus, we have a collision $u \circ \rho, \tilde{u} \circ \rho \in\{0,1\}^{2 r}$ for $f_{A}$.

Next, we assume that $\rho \neq \tilde{\rho}$. Let $S$ and $\tilde{S}$ be padded messages of $s$ and $\tilde{s}$, respectively. Assume that $S$ and $\tilde{S}$ are chopped into $\left(S_{0}, \ldots, S_{k}\right)$ and $\left(\tilde{S}_{0}, \ldots, \tilde{S}_{k^{\prime}}\right)$, respectively. Let $H_{k}$ and $\tilde{H}_{k^{\prime}}$ be inner hash values for $s$ and $\tilde{s}$ in the algorithm, respectively. By the definition of $H_{k}$ and $\tilde{H}_{k^{\prime}}$, we obtain

$$
\begin{aligned}
& h_{C}(s)=f_{\boldsymbol{C}}\left(t\left(H_{k}\right) \circ S_{k}\right), \\
& h_{\boldsymbol{C}}(\tilde{s})=f_{\boldsymbol{C}}\left(t\left(\tilde{H}_{k^{\prime}}\right) \circ \tilde{S}_{k^{\prime}}\right) .
\end{aligned}
$$

Combining the above equations with the assumption, we obtain

$$
f_{\boldsymbol{A}}\left(t\left(H_{k}\right) \circ S_{k} \circ \rho\right)=f_{\boldsymbol{A}}\left(t\left(\tilde{H}_{k^{\prime}}\right) \circ \tilde{S}_{k^{\prime}} \circ \tilde{\rho}\right) .
$$

So, we have a collision $t\left(H_{k}\right) \circ S_{k} \circ \rho$ and $t\left(\tilde{H}_{k^{\prime}}\right) \circ \tilde{S}_{k^{\prime}} \circ \tilde{\rho} \in\{0,1\}^{2 r}$ for $f_{A}$.
We use this commitment scheme in the rest of the paper. We often abuse the notation of $\operatorname{Com}_{\boldsymbol{A}}$. For example $\operatorname{Com}_{\boldsymbol{A}}\left(v_{1}, v_{2} ; \rho\right)$ denotes $\operatorname{Com}_{\boldsymbol{A}}\left(\operatorname{string}\left(v_{1}\right) \circ\right.$ $\left.\operatorname{string}\left(v_{2}\right) ; \rho\right)$, where $\operatorname{string}(v)$ is a binary representation of $v$.

### 5.4 An Ideal-Lattice-Based String Commitment Scheme

Using ILHash in Section 4.4 we also obtain a simple string commitment scheme. We first extend the notation of Com: For $\check{\boldsymbol{a}} \in R_{\mathbf{f}, q}^{m}$,

$$
\operatorname{Com}_{\breve{a}}(\cdot)=\operatorname{Com}_{\operatorname{Rot}_{( }(\breve{a})}(\cdot) .
$$

We define our non-interactive string commitment scheme ILNIC.
Scheme 5.4.1 (ILNIC, (KTX08]).

Setup $\left(1^{n}\right)$ : Given input $1^{n}$, the algorithm samples $\check{\boldsymbol{a}} \in R_{\mathbf{f}, q}^{m}$ and outputs param $=$ ă.
$\operatorname{Com}(\check{\boldsymbol{a}}, m s g=s ; \rho)$ : Given inputs $\boldsymbol{A}$ and $s \in\{0,1\}^{m n / 2}$, the algorithm samples $\rho \leftarrow\{-1,0,+1\}^{m n / 2}$. It computes $\mathbf{c} \leftarrow \operatorname{Com}_{\check{\boldsymbol{a}}}(s ; \rho)$, and outputs $c m t=\mathbf{c}$ and $o v=\rho$.
$\operatorname{Ver}(\check{\boldsymbol{a}}, \mathbf{c}, s, \rho)$ : The algorithm checks that $s \in\{0,1\}^{m n / 2}, \rho \in\{-1,0,+1\}^{m n / 2}$ and $\operatorname{Com}_{\check{a}}(s ; \rho)=\mathbf{c}$. It outputs 1 if the checks are passed, 0 otherwise.

We apply Micciancio's regularity lemma to ILHash and obtain the statisticallyhiding property of a string commitment scheme. Straightforwardly, the computational-binding property follows from the collision-resistant property of the underlying hash function. Formally, we obtain the following lemma as in Lemma 5.3.2.

Lemma 5.4.2. Let $\mathbf{f} \in \mathbb{Z}[x]$ be a monic and irreducible polynomial of degree $n$. Let $q$ be a prime polynomially bounded by n. Let $\mathbf{f}=\prod_{i \in[t]} \mathbf{f}_{i}$ is the factorization of $\mathbf{f}$ over $\mathbb{Z}_{q}$. Let

$$
\Delta=\frac{1}{2} \Delta(q, \mathbf{f}, 3)=\frac{1}{2} \sqrt{\prod_{i \in[t]}\left(1+\left(\frac{q}{3^{m}}\right)^{\operatorname{deg}\left(\mathbf{f}_{i}\right)}\right)-1}
$$

defined in Section 4.4.2 The scheme ILNIC is a statistically-hiding and computationally-binding string commitment scheme in the trusted setup model if $\mathbf{f}-\mathrm{SIS}_{q, m, 1}^{\infty}$ is hard on average and if $\Delta$ is negligible in $n$.

Furthermore, let $E_{3}=\mathrm{EF}_{\infty}(\mathbf{f}, 3)$. Let $m>4 \log q$ and $q>3 E_{3} m n^{3 / 2} \log n$. Then, for $\gamma=8 E_{3}^{2} m n \log ^{2} n$, if $\mathbf{f}-\mathrm{SVP}_{\gamma}^{\infty}$ is hard in the worst case and $\Delta$ is negligible in $n$, the scheme ILNIC is a statistically-hiding and computationally-binding string commitment scheme.

In particular, let $\mathbf{f}=x^{2^{k}}+1$ with $k \geq 2$ and $q \equiv 3 \bmod 8$, the scheme is statistically hiding by Lemma 4.4.5

Using the Merkle-Damgård technique, we obtain the string commitment scheme whose commitment function is $\operatorname{Com}_{\boldsymbol{A}}:\{0,1\}^{*} \times\{0,1\}^{m n / 2} \rightarrow \mathbb{Z}_{q}^{n}$ rather than $\operatorname{Com}_{\boldsymbol{A}}$ : $\{0,1\}^{m n / 2} \times\{0,1\}^{m n / 2} \rightarrow \mathbb{Z}_{q}^{n}$.

## 6

## Identification

This chapter contains identification (ID) schemes based on lattice problems and new security proofs for the variants of the Micciancio-Vadhan ID scheme.

Organization: Section 6.1 introduces public-key identification, the construction idea, and comparisons. Section 6.2 reviews the definitions of identification schemes. We review the several identification schemes in this chapter. In Section 6.3, we review the Micciancio and Vadhan protocol. The ID schemes based on them are in Section 6.4. Section 6.5 reviews the identification scheme given by Lyubashevsky. Section 6.6 reviews Stern's protocol and, based on it, we review the Kawachi-Tanaka-Xagawa identification scheme Section 6.7. Finally, we review the new Lyubashevsky identification in Section 6.8.

### 6.1 Introduction

We have already noted hash schemes and commitment schemes in the previous chapters (Chapter 4 and Chapter 5). We next describe the identification (ID) schemes based on lattice problems, which are directly based on the lattice-based hash schemes.

Roughly speaking, in a public-key ID scheme, a user registers its public key to a server. When the user wants to log in the server, the user proves its identity to the server by using a protocol. The security is captured by any polynomialtime adversary cannot impersonate the user. For the details of model and security notions, see Section 6.2.

Micciancio and Vadhan [MV03] proposed ID schemes based on lattice problems, such as GapSVP or GapCVP. These schemes are obtained from their sta-
tistical zero-knowledge protocol with efficient provers for the lattice problems. Lyubashevsky also constructed lattice-based ID schemes secure against active attack [Lyu08a]. Kawachi, Tanaka, and Xagawa [KTX08] proposed the ID schemes which are based on Stern's ID scheme [Ste96]. Finally, Lyubashevsky gave an efficient ID scheme based on the ideal-lattice-based hash functions [Lyu09].

These ID schemes (except the one of the Micciancio and Vadhan ID schemes) are secure against concurrent attack $^{11}$ under the assumptions on the worst-case hardness of lattice problems.

### 6.1.1 Main Ideas

In this section, we only discuss the ID schemes based on lattice problems rather than ideal-lattice-based ones, which is mainly same to the lattice-based one.

Quick remainder of the lattice-based hash family: We use the above relationship for our security reduction. Hence we mainly deals with SIS instead of GapSVP. Recall the lattice-based hash family $\mathcal{H}(q, m)=$ LHash with a domain $D_{n} \subseteq \mathbb{Z}^{m}$. A key is a random matrix $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$. For $\boldsymbol{e} \in D_{n}$, a hash value is $h_{\boldsymbol{A}}(\boldsymbol{e}):=\boldsymbol{A} \boldsymbol{e} \bmod q$. Let $d_{2}$ be the maximum length of vectors in $D_{n}$. A collision $\left(\boldsymbol{e}, \boldsymbol{e}^{\prime}\right)$ of the hash function $h_{\boldsymbol{A}}$ implies a solution $\boldsymbol{z}=\boldsymbol{e}-\boldsymbol{e}^{\prime}$ of SIS $_{q, m, 2 d_{2}}$. Thus, the security of the hash family is based on the worst-case hardness of GapSVP with approximation factor $\tilde{O}\left(d_{2} \cdot \sqrt{n}\right)$ by Theorem 2.4.9.

Strategy to obtain concurrent security: The rough idea to obtain the concurrent security is summarized as follows: Fix the security parameter $n$ and let $\mathcal{H}_{n}$ be a family of collision-resistant hash functions. Let $h_{a}$ be the hash function with a key $a$. The secret key is $e \in D_{n}$ and the public key is $u=h_{a}(e)$. The prover proves its possession of $e$ by a witness-indistinguishable and proof-of-knowledge (WIPoK) protocol. (The properties are defined later. See Section 6.2) In a proof, a simulator simulates the prover oracle by using a secret key $e$. By using the knowledge extractor of the protocol, the simulator extracts a secret key $e^{\prime}$ such that $h_{a}\left(e^{\prime}\right)=u$. Then, it outputs $e$ and $e^{\prime}$ as the collision of the hash functions. The witness indistinguishability ensures that $e \neq e^{\prime}$ with certain probability.

Applying this strategy to the lattice-based hash functions, we can consider the following general construction: The public parameter is $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$. The secret key is $\boldsymbol{e} \in D_{n}$ and the public key is $\boldsymbol{u} \leftarrow \boldsymbol{A} \boldsymbol{e} \bmod q$. The protocol is a WIPoK protocol for NP problem. The obtained scheme is less efficient because it employs the general WIPoK protocol.

[^1]
### 6.2. DEFINITIONS

To make a scheme efficient, the researchers tailored the protocols in the scheme. There are several difficulties to construct the protocol. We describe them and how to overcome them in each sections.

### 6.2 Definitions

In order to define models and security notions, we need to define protocols. In addition, we define properties of them.

### 6.2.1 Protocols

Provers and verifiers: An interactive algorithm $A$ is a stateful algorithm that, given an incoming message $M_{\text {in }}$ and state information $s t$, outputs an outgoing message $M_{\text {out }}$ and updated state $s t^{\prime}$ (we will write $\left(M_{\text {out }}, s t^{\prime}\right) \leftarrow \mathrm{A}\left(M_{\text {in }}, s t\right)$ ). We say that A accepts if $s t^{\prime}=1$ and rejects if $s t^{\prime}=0$.

An interaction between a prover P and a verifier V ends when V either accepts or rejects. We will write

$$
(t r, d e c) \leftarrow \operatorname{Run}\left[\mathrm{P}\left(p_{1}, \ldots\right)^{\mathrm{OP}_{1}, \ldots} \leftrightarrow \mathrm{~V}\left(v_{1}, \ldots\right)^{\mathrm{OV}_{1}, \ldots}\right]
$$

to indicate that we let P having the accesses to the oracles $\mathrm{OP}_{1}, \ldots$ interact with V having the accesses to the oracles $\mathrm{OV}_{1}, \ldots$, having provided both P and V with fresh random coins, to get a transcript $t r$ and a boolean decision dec.

## Properties of Protocols

We first review the definition of a view of the verifier.
Definition 6.2.1. Let ( $\mathrm{P}, \mathrm{V}$ ) be an interactive protocol. V's view of $(\mathrm{P}, \mathrm{V})$ on common input $x$, P 's input $w$, V's input $z$ is the random variable $\langle\mathrm{P}(w), \mathrm{V}(z)\rangle(x)=$ $\left(r ; m_{1}, \ldots, m_{t}\right)$, where $m_{1}, \ldots, m_{t}$ are exchanged messages between P and V and $r$ is a random tape of V . That is, a random tape and a transcript between P and V .

We say an interactive protocol is an interactive proof system if the prover proves the validity of the instance $x$ with the language $L$ with completeness at least $2 / 3$ and soundness at least $1 / 3$.

Definition 6.2.2 (interactive proof system). Let ( $\mathrm{P}, \mathrm{V}$ ) be an interactive protocol. $(\mathrm{P}, \mathrm{V})$ is said to be an interactive proof system for a language $L$, if V is probabilistic polynomial-time algorithm and the followings hold:

1. For every $x \in L$,

$$
\underset{\mathrm{P}, \mathrm{~V}}{\operatorname{Pr}}[d e c=1:(t r, d e c) \leftarrow \operatorname{Run}[\mathrm{P}(x) \leftrightarrow \mathrm{V}(x)]] \geq 2 / 3
$$

2. For every $x \notin L$ and for every $\mathrm{P}^{*}$,

$$
\underset{\mathrm{P}, \mathrm{~V}}{\operatorname{Pr}}\left[d e c=1:(t r, d e c) \leftarrow \operatorname{Run}\left[\mathrm{P}^{*}(x) \leftrightarrow \mathrm{V}(x)\right]\right] \leq 1 / 3
$$

The quantities $2 / 3$ and $1 / 3$ can be replaced with $c$ and $c-1 / \operatorname{poly}(n)$, where $c \in$ $(0,1)$ is a constant and $n$ is the security parameter.

Zero knowledge: The zero-knowledge property captures the interaction to the prover P does not provide a knowledge with even a cheating verifier $\mathrm{V}^{*}$ computationally. (The interaction may give a knowledge to the verifier but this knowledge is useless for the polynomial-time algorithm $\mathrm{V}^{*}$.) The idea is formulated by a simulator. If there is a simulator having no knowledge on witness and interacting with $\mathrm{V}^{*}$, the provided knowledge is useless for $\mathrm{V}^{*}$. We employ the black-box simulator definition for simplicity. See [Gol01, Section 4] for the details and the discussions on strength of definitions.

Definition 6.2.3 (black-box simulation zero knowledge). We say an interactive proof system ( $\mathrm{P}, \mathrm{V}$ ) for $L$ is a perfect/statistical/computational-zero-knowledge protocol if there exists a probabilistic polynomial-time algorithm Sim such that

1. for all $x \in L, \operatorname{Pr}\left[\operatorname{Sim}^{\mathrm{V}^{*}}(x)=\perp\right] \leq 1 / 2$,
2. for every probabilistic polynomial-time $\mathrm{V}^{*}$ and for any $x \in L$

$$
\widetilde{\operatorname{Sim}}^{\mathrm{V}^{*}}\left(1^{n}, x\right) \approx_{P / S / C}\langle\mathrm{P}, \mathrm{~V}\rangle\left(1^{n}, x\right)
$$

where $\widetilde{\operatorname{Sim}}^{\mathrm{V}^{*}}(s)$ denotes the output distribution of Sim having the oracle access to $\mathrm{V}^{*}$ on input $s$, conditioned on $\operatorname{Sim}(s) \neq \perp$.

Witness indistinguishability: Let $L$ be an NP language, that is, there exist a polynomial $Q_{L}(\cdot)$ and a polynomial-time algorithm $\mathrm{M}_{L}$ such that,

1. For every $x \in L$, there exists $w \in\{0,1\}^{Q_{L}(|x|)}$ such that $\mathrm{M}_{L}(x, w)=1$.
2. For every $x \notin L$ and for any $w \in\{0,1\}^{Q_{L}(|x|)}, \mathrm{M}_{L}(x, w)=0$.

Then, we can define the binary relation $R_{L}=\{(x, w) \mid w \in$ $\{0,1\}^{Q_{L}(|x|)}$ such that $\left.\mathrm{M}_{L}(x, w)=1\right\}$. Suppose that $x$ has two witnesses $w$ and $w^{\prime}$ such that $(x, w)$ and $\left(x, w^{\prime}\right)$ in $R_{L}$. The witness indistinguishability says that the verifier cannot distinguish which witness the prover uses even if the verifier knows both witnesses. The formal definition is given below.

Definition 6.2.4. Let $L$ be an NP language. Let $(\mathrm{P}, \mathrm{V})$ be an interactive proof system for $L$. We say that ( $\mathrm{P}, \mathrm{V}$ ) is (perfectly/statistically/computationally) witnessindistinguishable if for every probabilistic verifier $\mathrm{V}^{*}$ running in time poly $(n)$ and for any fixed $x \in L$ and $z \in\{0,1\}^{*}$, for any two witnesses $w_{1}$ and $w_{2}$ for $x$

$$
\left\langle\mathrm{P}\left(w_{1}\right), \mathrm{V}^{*}(z)\right\rangle\left(1^{n}, x\right) \approx_{P / S / C}\left\langle\mathrm{P}\left(w_{2}\right), \mathrm{V}^{*}(z)\right\rangle\left(1^{n}, x\right)
$$

If the protocol is (perfectly/statistically/computationally) zero knowledge then the protocol is (perfectly/statistically/computationally) witness indistinguishable [FS90]. We omit the definition of witness hiding because we do not exploit this property explicitly. See [FS90] for the definition.

### 6.2.2 Model of Identification Schemes

We adopt the definition of identification schemes given in AABN02]. An identification scheme SID is a quadruplet of algorithms (Setup, KG, P, V).

Setup $\left(1^{n}\right)$ : A setup algorithm, given the security parameter $1^{n}$, outputs public parameters param.
KG (param): A key-generation algorithm, given the public parameter param, outputs a key pair of a public key and a secret key $(p k, s k)$.
$\mathrm{P}($ param, $p k, s k), \mathrm{V}($ param, $p k):(\mathrm{P}, \mathrm{V})$ is an interactive protocol. A prover algorithm P takes param, $p k$, and $s k$ as inputs. A verifier algorithm V takes param and $p k$ as inputs. At the end of interaction, V outputs 0 (reject) or 1 (accept).
We require the natural correctness condition; For any param and ( $p k, s k$ ) generated by $\operatorname{Setup}\left(1^{n}\right)$ and $K G($ param $)$, the decision of V (param, pk) interacting with $\mathrm{P}($ param $, p k, s k)$ is 1 with probability 1 . That is,

$$
\operatorname{Pr}\left[\begin{array}{ll}
\text { param } \leftarrow \operatorname{Setup}\left(1^{n}\right) ; \\
d e c=1: & (p k, s k) \leftarrow \operatorname{KG}(\text { param, }) ; \\
& (t r, d e c) \leftarrow \operatorname{Run}[\mathrm{P}(\text { param }, p k, s k) \leftrightarrow \mathrm{V}(\text { param }, p k)] ;
\end{array}\right]=1 .
$$

An ID scheme is said to be canonical if the protocol is 3-move and public coin, that is,
$P=\left(P_{1}, P_{2}\right):$ A prover algorithm consists of two algorithms $P_{1}$ and $P_{2}$.
$\mathrm{P}_{1}($ param, $p k, s k)$ : A first prover algorithm, given param, $p k$, and $s k$, outputs a commitment cmt and its state information $s t_{\mathrm{p}}$.
$\mathrm{P}_{2}\left(c h, s t_{\mathrm{P}}\right)$ : A second prover algorithm, given a challenge $c h$ and a state information $s t_{P}$, outputs a response $r s p$.
$\mathrm{V}=\left(\mathrm{V}_{1}, \mathrm{~V}_{2}\right)$ : A verifier algorithm consists of two algorithms $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$.
$\mathrm{V}_{1}()$ : A first verifier algorithm choose $c h \leftarrow C$ uniformly at random and outputs $c h$.
$\mathrm{V}_{2}$ (param, pk, cmt, ch, rsp): A second verifier algorithm, given param, pk, $c m t, c h$, and $r s p$, returns 0 (reject) or 1 (accept).

In the first move, the prover invokes $\mathrm{P}_{1}$ and sends $c m t$ to the verifier. In the second move, the verifier invokes $\mathrm{V}_{1}$ with its randomness and sends $c h$, where this is the public coin since $\mathrm{V}_{1}$ is the identity algorithm. In the third move, the prover invokes $\mathrm{P}_{2}$ and sends $r s p$ to the verifier.

### 6.2.3 Security Notions

We are interested in concurrent attack, which is stronger than active and passive attack. We employ the definition of concurrent security in [BP02]. In concurrent attack, the adversary will play the role of a cheating verifier prior to impersonation and can interact many different prover clones concurrently. Each clone has the same secret key, but has independent random coins and maintains its own state. We say SID is secure against impersonation under concurrent attack, if any polynomial-time adversary cannot, given a random public key of a legitimate prover, impersonate the legitimate prover.

We describe the formal definition as follows. Consider the experiment $\operatorname{Exp}_{\mathrm{SID}, \mathcal{A}}^{\mathrm{imp} \text {-atk }}(n)$ between the challenger $C$ and the impersonator $\mathcal{A}=(\mathrm{CV}, \mathrm{CP})$, where atk $\in\{\mathrm{pa}, \mathrm{aa}, \mathrm{ca}\}$.

Experiment Exp $\operatorname{ESID}, \mathcal{A}_{\mathrm{imp}-\text { atk }}(n)$ :
Setup Phase: The challenger $C$ obtains param $\leftarrow \operatorname{Setup}\left(1^{n}\right)$. Next, $C$ obtains $(p k, s k) \leftarrow \mathrm{KG}$ (param) and sets $P S \leftarrow \emptyset$, where $P S$ denotes the set of prover's sessions. The impersonator CV is given the security parameter $1^{n}$, the system parameter param, and the target public key $p k$.
Learning Phase: The impersonator CV can query to the prover oracle Prov.

- The oracle Prov receives inputs $s, M_{i n}$. This oracle changes its behavior in three attacks.
- If atk $=$ pa, it obtains $(t r, d e c) \leftarrow \operatorname{Run}[\mathrm{P}($ param, $p k, s k) \leftrightarrow$ $\mathrm{V}($ param, $s k)]$ and returns $(t r, d e c)$ to the adversary.
- If atk $=$ aa, it runs as follows: If $s \notin P S$ then it sets $P S \leftarrow\{s\}$, picks a random coin $\rho$, and sets a state of the prover $s t_{\mathrm{P}}[s] \leftarrow$ (param, sk, $\rho$ ). Next, it obtains $\left(M_{\text {out }}, s t_{\mathrm{P}}[s]\right) \leftarrow \mathrm{P}\left(M_{i n}, s t_{\mathrm{P}}[s]\right)$. It returns $M_{\text {out }}$.
- If atk $=\mathrm{ca}$, it runs as follows: If $s \notin P S$ then it adds $s$ to $P S$ (that is, $P S \leftarrow P S \cup\{s\}$ ), picks a random coin $\rho$, and sets a state of the prover $s t_{\mathrm{P}}[s] \leftarrow$ (param, $s k, \rho$ ). Next, it obtains $\left(M_{\text {out }}, s t_{\mathrm{P}}[s]\right) \leftarrow \mathrm{P}\left(M_{\text {in }}, s t_{\mathrm{P}}[s]\right)$. It returns $M_{\text {out }}$.
Challenge Phase: CV outputs st $t_{\mathrm{CP}}$. The challenger gives $s t_{\mathrm{CP}}$ to CP. Finally, the challenger obtains $(t r, d e c) \leftarrow \operatorname{Run}\left[\mathrm{CP}\left(s_{\mathrm{CP}}\right) \leftrightarrow \mathrm{V}(\right.$ param, $\left.p k)\right]$ and returns $d e c$.

Notice that if atk $=$ pa the adversary could learn only transcripts between the legitimate prover and verifier. If atk $=a a$, the adversary could interact with the legitimate prover sequentially and has the power to abort the session. If atk $=\mathrm{ca}$, the adversary interact with the legitimate prover concurrently by indicating each interaction with session identifier.

Definition 6.2.5. Let $\mathrm{SID}=($ Setup, $\mathrm{KG}, \mathrm{P}, \mathrm{V})$ be an ID scheme, $\mathcal{A}=(\mathrm{CV}, \mathrm{CP})$ an impersonator, and $n$ a security parameter. We define the advantage of $\mathcal{A}$ as $\operatorname{Adv}_{\mathrm{SID}, \mathcal{A}}^{\text {imp-atk }}(n):=\operatorname{Pr}\left[\mathbf{E x p}_{\mathrm{SID}, \mathcal{A}}^{\text {imp-atk }}(n)=1\right]$. We say that SID is secure against impersonation under passive, active, and concurrent attacks if Adveimp-atk $(\cdot)$ is negligible for every polynomial-time adversary $\mathcal{A}$ where atk $=\mathrm{pa}$, aa, ca, respectively.

## Special Soundness

We say a canonical ID scheme is special sound if an adversary, given param and $s k$, outputs $\left(c m t, c h_{1}, r s p_{1}\right)$ and $\left(c m t, c h_{2}, r s p_{2}\right)$ in the challenge phase with non-negligible probability such that $c h_{1} \neq c h_{2}$ and $\mathrm{V}_{2}\left(\right.$ param, $\left.p k, c h_{1}, r s p_{1}\right)=$ $\mathrm{V}_{2}\left(\right.$ param, $\left.p k, c m t, c h_{2}, r s p_{2}\right)=1$ then we can compute $s k$ corresponding to $p k$.

We say a canonical ID scheme is BS-special sound (in Bellare and Shoup [ $\overline{\mathrm{BS} 08]}$ ) if no polynomial-time adversary in the $\operatorname{Exp}_{\mathrm{SID}, \mathcal{A}}^{\mathrm{imp} \text {-atk }}(n)$ cannot outputs ( $c m t, c h_{1}, r s p_{1}$ ) and ( $c m t, c h_{2}, r s p_{2}$ ) in the challenge phase with non-negligible probability such that $\left(c h_{1}, r s p_{1}\right) \neq\left(c h_{2}, r s p_{2}\right)$ and $\mathrm{V}_{2}\left(\right.$ param, $\left.p k, c h_{1}, r s p_{1}\right)=$ $\mathrm{V}_{2}\left(\right.$ param $\left., p k, c m t, c h_{2}, r s p_{2}\right)=1$.

Often, the BS-special soundness is a stronger requirement than the special soundness.

### 6.3 The Micciancio-Vadhan Protocol

In [MV03], Micciancio and Vadhan proposed statistical zero-knowledge proof systems for $\mathrm{GapCVP}_{\delta}$ and $\mathrm{GapSVP}_{\delta}$. Here, we only discuss the one for $\mathrm{GapCVP}_{\delta}$. Their protocol can be considered a zero-knowledge variant of the coAM protocol by Goldreich and Goldwasser [GG00].

Scheme 6.3.1 (The MV Protocol MV03]). The protocol is parameterized by an integer $k$. The common input is a triplet $(\boldsymbol{B}, \boldsymbol{t}, d)$, which is an instance of GapCVP ${ }_{\delta}$. Prover's auxiliary input is a lattice vector $\boldsymbol{B} \boldsymbol{w} \in \Lambda$ such that $\|\boldsymbol{t}-\boldsymbol{B} \boldsymbol{w}\| \leq d$. In the following, we denote $\boldsymbol{t}-\boldsymbol{B} \boldsymbol{w}$ by $\boldsymbol{u}$.

## Step P1 (commitment):

1. For $i=1, \ldots, k$, choose $c_{i} \in\{0,1\}$ and $\boldsymbol{r}_{i} \in B(\delta d / 2)$ uniformly at random.
2. Check that there exists an index $i^{*}$ such that $\left\|\boldsymbol{r}_{i^{*}}+\left(2 c_{i^{*}}-1\right) \boldsymbol{u}\right\| \leq \delta d / 2$ and store $i^{*}$. Otherwise, set $i^{*}=1$ and redefine $c_{i^{*}}=0$ and $\boldsymbol{r}_{i^{*}}=\boldsymbol{u} / 2$ to satisfy $\left\|\boldsymbol{r}_{i^{*}}+\left(2 c_{i^{*}}-1\right) \boldsymbol{u}\right\| \leq \delta d / 2$. (This procedure makes the protocol perfectly correct.)
3. Compute $\boldsymbol{y}_{i}=c_{i} \boldsymbol{t}+\boldsymbol{r}_{i} \bmod \boldsymbol{B}$ for all $i$.
4. Send $\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{k}$ to the verifier.

Step V1 (challenge): Flip a fair coin $c \leftarrow\{0,1\}$ and send it to the prover.
Step P2 (response): Receive a bit $c \in\{0,1\}$.

1. Compute $\boldsymbol{B} \boldsymbol{v}_{i}=\boldsymbol{y}_{i}-\left(\boldsymbol{r}_{i}+c_{i} \boldsymbol{t}\right)$ for all $i$.
2. If $c \neq \bigoplus_{i} c_{i}$ then replace $c_{i^{*}}$ and $\boldsymbol{B} \boldsymbol{v}_{i^{*}}$ by $1-c_{i^{*}}$ and $\boldsymbol{B}\left(\boldsymbol{v}_{i^{*}}+\left(2 c_{i^{*}}-1\right) \boldsymbol{w}\right)$.
3. Send $c_{1}, \ldots, c_{k}$ and $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k}$ to the verifier.

Step V2 (verification): Receive $k$ bits $c_{1}, \ldots, c_{k}$ and $k$ vectors $\boldsymbol{B} \boldsymbol{v}_{1}, \ldots, \boldsymbol{B} \boldsymbol{v}_{k} \in$ $L$. If $\bigoplus_{i} c_{i}=c$ and $\left\|\boldsymbol{y}_{i}-\left(\boldsymbol{B} \boldsymbol{v}_{i}+c_{i} \boldsymbol{t}\right)\right\| \leq \delta d / 2$ for all $i$ the verifier accepts, otherwise rejects.
Intuitively, when the instance is an YES instance, the prover can cheat by $\boldsymbol{r}_{i^{*}}$ in both balls $B(\mathbf{0}, \delta d / 2)$ and $B(\boldsymbol{t}, \delta d / 2)$ since two balls overlap sufficiently. When the instance is a NO instance, two balls do not overlap and the prover cannot cheat. We note that the protocol is already $k$-concatenated by the ORing composition. Notice that we can simulate the prover oracle in passive attacks, since the protocol is honest-verifier statistical zero knowledge.

The properties of the protocol are summarized as follows:
Theorem 6.3.2 ([MV03, Lemma 4 and Corollary 6]). Suppose that the security parameter is $n$, and $\Lambda(\boldsymbol{B}) \subseteq \mathbb{Z}^{m}$, where $m=\operatorname{poly}(n)$. The above system is a statistical zero-knowledge proof system for $\mathrm{GapCVP}_{\delta}^{2}$ with perfect completeness and soundness error 1/2, provided one of the following conditions holds true:

- $\delta=\Omega(\sqrt{m / \log m})$ and $k=\operatorname{poly}(n)$ is a sufficiently large polynomial,
- or $\delta=\Omega(\sqrt{m})$ and $k=\omega(\log n)$ is any super-logarithmic function of $n$,
- or $\delta=m^{0.5+\Omega(1)}$ and $k=\omega(1)$ is any super-constant function of $n$.

Precisely speaking, there exists a simulator $\operatorname{Sim}$ such that the statistical difference of $\widetilde{\operatorname{Sim}^{*}}{ }^{\mathrm{V}^{*}}(\boldsymbol{B}, \boldsymbol{t}, d)$ from $\left\langle\mathrm{P}, \mathrm{V}^{*}\right\rangle(\boldsymbol{B}, \boldsymbol{t}, d)$ is at most $2 \cdot(1-\beta(2 / \delta))^{k}$, where $\beta(\epsilon)$ is the relative volume of the intersection of two m-dimensional unit spheres whose centers are at distance $\epsilon$. Additionally, the protocol is honest-verifier statistical zero knowledge. Furthermore, there exists a knowledge extractor KE; if there exists a cheating prover $\mathrm{P}^{*}$ who makes V accept with probability $1 / 2+\epsilon$ on some instance $(\boldsymbol{B}, \boldsymbol{y}, d)$ then $\mathrm{KE}^{\mathrm{P}^{*}}(\boldsymbol{B}, \boldsymbol{t}, d)$ outputs a lattice vector $\boldsymbol{B} \boldsymbol{w} \in \mathcal{L}(\boldsymbol{B})$ satisfying $\|\boldsymbol{t}-\boldsymbol{B} \boldsymbol{w}\| \leq \delta d$ in time $\operatorname{poly}(n) / \epsilon^{2}$.

The above parameters are obtained by the bound $\beta(\epsilon) \geq \max \{3$. $\left.\exp \left(-\epsilon^{2} m / 2\right), 1-\epsilon \sqrt{m}\right\}$. See, for example, [GG00].

### 6.4 The Variants of the Micciancio-Vadhan Schemes

Combining the lattice-based hash family with the MV protocol [MV03], we obtain several ID schemes. In this section, we argue their concurrent security.

In [MV03, Section 5], they discussed identification schemes using their protocol. A summary of their discussions is as follows:

1. A passively secure $\omega(\log n)$-round ID scheme is obtained by sequential composition. The public key is an YES instance ( $\boldsymbol{B}, \boldsymbol{t}, \boldsymbol{d}$ ) and the secret key is the corresponding witness $\boldsymbol{B} \boldsymbol{w}$.
2. A passively secure 3-round ID scheme is obtained by parallel composition. The public key is two YES instances of GapCVP $\delta_{\delta}$ and the secret key is one of the corresponding witness.
3. A concurrently secure 3-round ID scheme is obtained by parallel composition and the ORing technique. The public key is two YES instances of $\mathrm{GapCVP}_{\delta}$ and the secret key is one of the corresponding witness. (Applying techniques of De Santis, Di Crescenzo, Persiano, and Yung [DSDCPY94] and of Feige and Shamir [FS90], the ID scheme can be proven to have concurrent security.)
4. (MV-ID ${ }_{G L, p}$ ) A passively secure 3-round ID scheme is obtained by using random lattices $\Lambda_{q}^{\perp}(\boldsymbol{A})$ under the worst-case assumptions of lattice problems. In order to obtain keys, one computes a public key $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ and a secret key $\boldsymbol{e} \in\{0,1\}^{m}$ such that $\boldsymbol{A} \boldsymbol{e} \equiv \mathbf{0}(\bmod q)$. (See [Ajt96].) The prover, given a common input $(\boldsymbol{B}, \sqrt{m})$ and an auxiliary input $\boldsymbol{e}$, proves that $\boldsymbol{e} \in \Lambda_{q}^{\perp}(\boldsymbol{A})$ is short by using the MV protocol for GapSVP ${ }_{\delta}^{2}$.
5. ( $\mathrm{MV}-\mathrm{ID}_{\mathrm{GL}, \mathrm{p}}^{+}$) A concurrently secure 3-round ID scheme is obtained by applying the ORing technique to the above passively secure ID scheme.
6. A passively secure 3-round ID scheme is obtained from the assumption that GapCVP with preprocessing (for the state-of-the-art hardness results of this problem, see [AKKV05]) is hard for some approximation factor. The third party chooses a common random matrix $\boldsymbol{B}$. Each user chooses a short error vector $\boldsymbol{x}$ as a secret key, and computes a public key $\boldsymbol{y}=\boldsymbol{x} \bmod \boldsymbol{B}$.

Their discussion (4) says that, by combining their protocol for GapSVP ${ }_{\delta}$ and random lattices $\Lambda^{\perp}(\boldsymbol{A})$, we obtain an ID scheme which is secure against impersonation under passive attack under the worst-case hardness assumption of lattice problems. Their discussion (5) also says that we have a concurrently secure ID scheme based on the worst-case hardness of lattice problems ${ }^{2}$.

An Observation: In more direct way, we obtain concurrently secure ID schemes (MV-ID $\mathrm{D}_{\mathrm{L}, *}^{++}$) by combining the lattice-based hash families $\mathcal{H}(q, m)$ or $\mathcal{H}(\mathbf{f}, q, m)$ and the protocol for $\mathrm{GapCVP}_{\delta}$ which are similar to the ID schemes in their discussion (6); The common lattice is set to be $\Lambda_{q}^{\perp}(\boldsymbol{A})$, where the third party publishes $\boldsymbol{A}$ uniformly chosen from $\mathbb{Z}_{q}^{n \times m}$. The secret key is $\boldsymbol{e}$ and the public key is $\boldsymbol{u}=\boldsymbol{A} \boldsymbol{e} \bmod$ $q$.

A syndrome $\boldsymbol{u}$ indicates a target vector $\boldsymbol{t} \in \mathbb{Z}^{m}$ such that $\boldsymbol{A} \boldsymbol{t} \equiv \boldsymbol{u}(\bmod q)$. (See [GPV08, Section 5.1] for this isomorphism between a set of syndrome and that of

[^2]target vectors.) We can compute a close vector in lattice $\boldsymbol{x}=\boldsymbol{t}-\boldsymbol{e} \in \Lambda^{\perp}(\boldsymbol{A})$. The distance between $\boldsymbol{e}$ and $\boldsymbol{t}$ is exactly $\|\boldsymbol{x}\|_{2}$ which is at most $d_{2}$. So, the prover will run the MV protocol for a basis $\boldsymbol{B}$ of the lattice $\Lambda_{q}^{\perp}(\boldsymbol{A})$, a target vector $\boldsymbol{t}$, a threshold $d$, a parameter $\delta$, and a secret vector $\boldsymbol{x}$.

The detail is in the next section.

### 6.4.1 Concrete Schemes

Let us describe the ID schemes, named MV-ID $\mathrm{L}_{\mathrm{L}, *}^{+,}$, where $\mathrm{L} \in\{\mathrm{GL}, \mathrm{C} / \mathrm{IL}\}$ denotes the underlying hash functions and $* \in\{p, s\}$ denotes parallel and sequential composition.

When we use ideal-lattice-based hash functions, we replace $m$ with $m n$. We denote a set of keys of a hash family $\boldsymbol{A}$ by $K_{n}$, which is $\mathbb{Z}_{q}^{n \times m}$ in the case of the lattice-based hash family LHash and $\operatorname{Rot}_{\mathbf{f}}\left(R_{\mathbf{f}, q}^{m}\right)$ in the case of ideal-lattice-based hash family ILHash. Let $d_{2}$ and $d_{\infty}$ denote $\max \left\{\|\boldsymbol{e}\|_{2}: \boldsymbol{e} \in D_{n}\right\}$ and $\max \left\{\|\boldsymbol{e}\|_{\infty}: \boldsymbol{e} \in\right.$ $\left.D_{n}\right\}$, respectively.

Scheme 6.4.1 $\left(\mathrm{MV}-\mathrm{ID}_{\mathrm{L}, *}^{++}\right)$. All of the participants agree the parameters $m, q, \mathbf{f}, D_{n}$, and $\delta=\Omega(\sqrt{n / \log n})$. The concrete scheme MV-ID $\mathrm{L}_{\mathrm{L}, *}^{++}$is defined as follows.
Setup $\left(1^{n}\right)$ : Given the security parameter $1^{n}$, the setup algorithm chooses $\boldsymbol{A} \leftarrow$ $K S$, where $K_{n}=\mathbb{Z}_{q}^{n \times m}$ if $\mathrm{L}=\mathrm{GL}$ and $K_{n}=\operatorname{Rot}_{\mathbf{f}}\left(R_{\mathbf{f}, q}^{m}\right)$ if $\mathrm{L}=\mathrm{C} / \mathrm{LL}$. In the following, $\boldsymbol{B}$ denotes a basis of $\Lambda_{q}^{\perp}(\boldsymbol{A})$ and all of the participants agree the matrix $\boldsymbol{B}$, say an Hermite normal form of the public lattice.
$\operatorname{KeyGen}(\mathrm{A})$ : Given the public parameter $\boldsymbol{A}$, the key-generation algorithm chooses $\boldsymbol{e} \leftarrow D_{n}$ uniformly at random, computes $\boldsymbol{u} \leftarrow \boldsymbol{A} \boldsymbol{e} \bmod q$, and outputs $(p k, s k) \leftarrow(\boldsymbol{u}, \boldsymbol{e})$.
P and V : They interact as follows:

1. Compute a target vector $\boldsymbol{t} \in \mathbb{Z}^{m}$ or $\mathbb{Z}^{m n}$ such that $\boldsymbol{A} \boldsymbol{t} \equiv \boldsymbol{u}(\bmod q)$.
2. (The prover) compute $\boldsymbol{x}=\boldsymbol{t}-\boldsymbol{e}$.
3. If $\mathrm{L}=\mathrm{GL}$ set $d=d_{2}$. If $\mathrm{L}=\mathrm{C} / \mathrm{LL}$ set $d=\sqrt{m n} \cdot d_{\infty}$.
4. They set $\boldsymbol{B}, \boldsymbol{t}$, and $d$ as the common input and $\boldsymbol{x}$ as prover's auxiliary input. On the condition $* \in\{p, s\}$, they run the MV protocol for $\mathrm{GapCVP}_{\delta}$ in parallel or sequential in $t=\omega(\log n)$ times, respectively.

The security of the protocol is summarized as follows:
Theorem 6.4.2. Assume that $q^{n} /\left|D_{n}\right|$ is negligible in $n$. The above scheme $\mathrm{MV}-\mathrm{ID}_{\mathrm{L}, *}^{++}$is concurrently secure where $\mathrm{L}=\mathrm{GL}$ or $\mathrm{C} / \mathrm{IL}$ if $\mathrm{SIS}_{q, m, O\left(\delta d_{2}\right)}^{2}$ or $\mathbf{f}-$ $\mathrm{SIS}_{q, m, O\left(\delta \sqrt{\left.m n d_{\infty}\right)}\right.}^{\infty}$ is hard on average. In particular,

- if $q=\operatorname{poly}(n), m=\Theta(n \log q), \delta=\sqrt{m}$, and $D_{n}=\{0,1\}^{m}$, then we have $d_{2}=\sqrt{m}$ and the security of $\mathrm{MV}-\mathrm{ID}_{\mathrm{GL}, *}^{++}$is based on the worst-case hardness of $\mathrm{SIVP}_{\tilde{O}\left(n^{1.5}\right)}$, and
- if $\mathbf{f}$ is suitable, $q=\operatorname{poly}(n), m=\Theta(\log q), \delta=\sqrt{m n}$, and $D_{n}=\{0,1\}^{m n}$, then we have $d_{\infty}=1$ and the security of $\mathrm{MV}-\mathrm{ID}_{\mathrm{C} / \mathrm{LL}, *}^{++}$is based on the worst-case hardness of $\mathbf{f}-\mathrm{SVP}_{\tilde{O}\left(n^{2}\right)}^{\infty}$.

In the proof, we use the simulator MV.Sim and the extractor MV.KE as the black box.

Proof. Since the MV protocol is witness indistinguishable, so are its parallel and sequential versions. The challenger, given a random matrix $\boldsymbol{A}$ from $K_{n}$, runs the adversary against concurrent security. The challenger makes a secret key $\boldsymbol{e}$ and a public key $\boldsymbol{u} \equiv \boldsymbol{A} \boldsymbol{e} \bmod q$. Using the secret key, it can simulate the prover oracle perfectly. Using the knowledge extractor MV.KE, it obtains $\boldsymbol{x}^{\prime} \in \Lambda_{q}^{\perp}(\boldsymbol{A})$ such that $\left\|\boldsymbol{t}-\boldsymbol{x}^{\prime}\right\| \leq \delta d$. Thus, if $\boldsymbol{x}^{\prime}$ does not equal to $\boldsymbol{x}=\boldsymbol{t}-\boldsymbol{e}$, then we have a short vector $\boldsymbol{z}=\boldsymbol{x}-\boldsymbol{x}^{\prime}$ in $\Lambda_{q}^{\perp}(\boldsymbol{A})$ whose length is at most $(\delta+1) d$, since $\left\|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right\| \leq$ $\left\|\boldsymbol{t}-\boldsymbol{x}^{\prime}\right\|+\|\boldsymbol{x}-\boldsymbol{t}\| \leq \delta d+\|\boldsymbol{e}\|$. Next, we estimate the probability that $\boldsymbol{x} \neq \boldsymbol{x}^{\prime}$. If $q^{n} /\left|D_{n}\right|$ is negligible in $n$, then a simple argument shows that, we have $\boldsymbol{x} \neq \boldsymbol{x}^{\prime}$ with probability at least $1 / 2$, since the MV protocol is witness indistinguishable.

If $\mathrm{L}=\mathrm{GL}, d$ is set as $d_{2}$. Thus, the length of $z$ is at most $(\delta+1) d=O\left(\delta d_{2}\right)$. If $\mathrm{L}=\mathrm{C} / \mathrm{IL}$, the threshold $d$ is set as $\sqrt{m n} \cdot d_{\infty}$. Hence, the max norm of $z$ is at most $(\delta+1) d=O\left(\delta \sqrt{m n} \cdot d_{\infty}\right)$. This completes the proof.

### 6.5 Lyubashevsky's Scheme - 1

We next review the Lyubashevsky ID schemes $\operatorname{Ly08}^{2} I_{\mathrm{L}, p}$ [Lyu08a], where $\mathrm{L} \in$ \{GL, C/IL\}.

The protocol is algebraic structure, while the MV protocol exploited the geometric structure.

Let us recall the Random-or-Masked protocol often used in the protocols for the number-theoretic relations. The typical example is the Schnorr protocol [Sch91]. Let $g$ be a generator of a cyclic group $\mathbb{G}$ of order prime $q$. Let a common input be ( $g, \mathbb{G}, q, u=g^{e}$ ) and auxiliary input $e \in \mathbb{Z}_{q}$. In the protocol, (1) the prover chooses $r \leftarrow \mathbb{Z}_{q}$ and commits $y=g^{r}$, (2) the verifier chooses a challenge $c \leftarrow\{0,1\}$, which corresponds verifier's order to open "random" or "masked" values, (3) the prover responds $z=c e+r \bmod q$, and (4) the verifier accepts if $z \in[0, q-1]$ and $g^{z}=u^{c} \cdot y$. The prover opens $r$ if $c=1$ and it opens $e+r$ otherwise. It is easy to show that the protocol has soundness $1 / 2$ and is perfectly zero knowledge and proof of knowledge (in addition, has special soundness).

Lyubashevsky applied this strategy to the lattice-based hash functions. The auxiliary input is $\boldsymbol{e} \leftarrow D_{n}=\{0,1\}^{m}$ and the common input is $\boldsymbol{A}$ and $\boldsymbol{u}=\boldsymbol{A} \boldsymbol{e} \bmod q$. In the first attempt, the protocol is (1) the prover chooses $\boldsymbol{r} \in[0, \ldots, D]^{m}$ and commits $\boldsymbol{y}=\boldsymbol{A} \boldsymbol{r} \bmod q$, (2) the verifier chooses a challenge $c \leftarrow\{0,1\}$, (3) the prover responds $z=c \boldsymbol{e}+\boldsymbol{r}$, and (4) the verifier accepts if $\boldsymbol{z} \in[0, \ldots, D+1]^{m}$ and $\boldsymbol{A} \boldsymbol{z} \equiv c \boldsymbol{u}+\boldsymbol{y}(\bmod q)$.

But, this direct approach fails, facing a dilemma. If we set $D=q-1$, the adversary without knowledge of $\boldsymbol{e}$ can make the verifier accept. On the contrary, if we set $D<q-1$, the response $z$ will leak the secret since $q=\operatorname{poly}(n)$. If $e_{1}=1$, the first coordinate of the response $z_{1}$ takes a value $D+1$ with probability $1 /(D+1)$, while $z_{1}$ cannot takes a value $D+1$ if $e_{1}=0$.

This problem is overcome by the discard of the response. The prover aborts the protocol if $z$ leaks the secret $\boldsymbol{e}$. The abortion makes the protocol not zero knowledge, but we can show the protocol is witness indistinguishable by taking the parameters carefully.

The basic protocol is defined as follows:
Scheme 6.5.1 (Basic protocol (Lyu08a]). All of the participants agree with the parameter $m=m(n)$ and $q=q(n)$. In addition, they agree with the sets $D_{e}, D_{r}$, and $G$.

Setup $\left(1^{n}\right)$ : The setup algorithm, given $1^{n}$, outputs a random matrix $\boldsymbol{A} \leftarrow K_{n}$.
$\operatorname{KeyGen}(\boldsymbol{A}):$ The key-generation algorithm, given the public parameter $\boldsymbol{A}$, chooses a random vector $\boldsymbol{e} \in D_{e}$ and computes $\boldsymbol{u} \leftarrow h_{\boldsymbol{A}}(\boldsymbol{e}) \in \mathbb{Z}_{q}^{n}$. It outputs $(p k, s k)=(\boldsymbol{u}, \boldsymbol{e})$.
$\mathrm{P}=\left(\mathrm{P}_{1}, \mathrm{P}_{2}\right), \mathrm{V}=\left(\mathrm{V}_{1}, \mathrm{~V}_{2}\right)$ : The common inputs are $\boldsymbol{A}$ and $\boldsymbol{u}$. Prover's auxiliary input is $\boldsymbol{e}$. They interact as follows:
Step P1: Pick a random $\boldsymbol{r} \leftarrow D_{r}$ and send $\boldsymbol{y} \leftarrow h_{\boldsymbol{A}}(\boldsymbol{r})$.
Step V1: Send a random challenge $c \leftarrow\{0,1\}$.
Step P2: Compute $z \leftarrow c \boldsymbol{e}+\boldsymbol{r}$. If $z \in G$, then send it to the verifier. Otherwise, send $\perp$ and abort the protocol.
Step V2: Receiving $z$, accepts if $z \in G$ and $h_{\boldsymbol{A}}(z)=c \boldsymbol{u}+\boldsymbol{y}$.
In the following, we only discuss the case where $\mathrm{L}=\mathrm{GL}$. The choice of the parameters is as follows: $m=\lfloor 4 n \log n\rfloor, q=\widetilde{\Theta}\left(n^{3}\right), D_{e}=\{0,1\}^{m}, D_{r}=$ $\{0,1, \ldots, 5 m-1\}^{m}$, and $G=[5 m-1]^{m}$. ${ }^{3}$

Lyubashevsky showed the followings:

1. For $m \geq 10$, the completeness error is at most 0.19 , that is, $\operatorname{Pr}_{\mathrm{P}, \mathrm{V}}[$ dec $=1$ : $(t r, d e c) \leftarrow \operatorname{Run}[\mathrm{P}(\boldsymbol{A}, \boldsymbol{u}, \boldsymbol{e}) \leftrightarrow \mathrm{V}(\boldsymbol{A}, \boldsymbol{u})]] \geq(1-1 / 5 m)^{m} \geq 0.81$.
2. The protocol is statistically witness indistinguishable.
3. For any $\boldsymbol{A}, \operatorname{Pr}_{\boldsymbol{e} \leftarrow\{0,1\}^{m}}\left[\exists \boldsymbol{e}^{\prime} \in\{0,1\}^{m} \backslash\{\boldsymbol{e}\}, h_{\boldsymbol{A}}(\boldsymbol{e})=h_{\boldsymbol{A}}\left(\boldsymbol{e}^{\prime}\right)\right] \geq 1-2^{n \log q-m}$.

For the proofs, see [Lyu08a]. In the next section, we give the full description of the scheme Ly08-ID $\mathrm{L}_{\mathrm{L}, *}$.

[^3]
### 6.5.1 Description

Scheme 6.5.2 (Ly08-ID $\mathrm{L}_{\mathrm{L}, p}$ Lyu08a]). All of the participants agree with the parameter $m=m(n)$ and $q=q(n)$. In addition, they agree with the sets $D_{e}, D_{r}$, and $G$.

Setup $\left(1^{n}\right)$ : The setup algorithm, given $1^{n}$, outputs a random matrix $\boldsymbol{A} \leftarrow K_{n}$.
$\operatorname{KeyGen}(\boldsymbol{A})$ : The key-generation algorithm, given the public parameter $\boldsymbol{A}$, chooses a random vector $\boldsymbol{e} \in D_{e}$ and computes $\boldsymbol{u} \leftarrow h_{\boldsymbol{A}}(\boldsymbol{e}) \in \mathbb{Z}_{q}^{n}$. It outputs $(p k, s k)=(\boldsymbol{u}, \boldsymbol{e})$.
$\mathrm{P}=\left(\mathrm{P}_{1}, \mathrm{P}_{2}\right), \mathrm{V}=\left(\mathrm{V}_{1}, \mathrm{~V}_{2}\right)$ : The common inputs are $\boldsymbol{A}$ and $\boldsymbol{u}$. Prover's auxiliary input is $\boldsymbol{e}$. The protocol is $t$-parallel or $t$-sequential composition of the basic protocol. If the verifier of the basic protocol accepts at least 0.65 fraction of the $t$ protocols, then the verifier accepts. Otherwise, it rejects.

The completeness error is reduced to at most $2^{-t / 14}$, shown by the Chernoff bound. The security of $\mathrm{Ly} 08-\mathrm{ID} \mathrm{G}_{\mathrm{GL}, p}$ is summarized as follows:
Theorem 6.5.3 (Theorem 13, [Lyu08a]). If there is an adversary breaking $\mathrm{Ly} 08-\mathrm{ID}_{\mathrm{GL}, p}$ in time $T$ and with probability $\epsilon$, then there exists an algorithm solving $\operatorname{SIS}_{q, m, \beta}$ in time $\operatorname{poly}(T, n)$ with success probability $\Omega\left(\epsilon^{2}-2^{-t / 18+1}\right)-\operatorname{negl}(n)$, where $\beta=10 m^{1.5}$.

We omit the proofs, see the original paper [Lyu08a]. We note that the proof for the ideal-lattice-based scheme $\mathrm{Ly} 08-\mathrm{ID}_{\mathrm{C} / \mathrm{IL}, p}$ is obtained in the similar way to the above.

### 6.6 Review of Stern's ID Scheme

Here, we turn our eyes to the identification schemes based on coding problems. The Stern ID scheme is the first one based on the hardness of the coding problems. Stern's protocol deals with the decoding problem on binary codewords called the Syndrome Decoding Problem.

Definition 6.6.1 (Syndrome Decoding Problem). Given $\boldsymbol{H} \in \mathbb{Z}_{2}^{n \times m}, \boldsymbol{u} \in \mathbb{Z}_{2}^{n}$, and $w \in \mathbb{N}$, the problem is finding a vector $\boldsymbol{e} \in \mathcal{S}(m, w)$ such that $\boldsymbol{H} \boldsymbol{e} \equiv \boldsymbol{u} \bmod 2$.

We can consider this problem as a restricted version of ISIS $_{q, m, \beta}$ (by replacing $\boldsymbol{H}$ with $\boldsymbol{A}$ and 2 with $q$ ). He indeed proposed that an analogous scheme in $\mathbb{Z}_{q}$, where $q$ is extremely small (typically 3, 5, or 7) [Ste96, Section VI].

Let us consider the protocol, where the common input is $\boldsymbol{H} \in \mathbb{Z}_{q}^{n \times m}, \boldsymbol{u}=$ $\boldsymbol{H e} \bmod q$, and the Hamming weight $w$ of $\boldsymbol{e}$. Prover's auxiliary input is $\boldsymbol{e}$. Stern's protocol is a Random-Masked-Permute protocol, which allows the prover to prove the Hamming weight of the auxiliary input $\boldsymbol{e}$. (1) the prover commits a masked value $\boldsymbol{H r}$, a permutation $\pi$, and permuted vectors $\pi(\boldsymbol{e})$ and $\pi(\boldsymbol{r})$, (2) the verifier chooses a challenge $c \leftarrow\{1,2,3\}$ corresponding to the order opening "permuted,"
"masked," and "random" values, (3) the prover opens $(\pi(\boldsymbol{e}), \pi(\boldsymbol{r})),(\pi, \boldsymbol{e}+\boldsymbol{r})$, or $(\pi, r),(4)$ the verifier accepts if the checks are passed. Notice that the verifier can verify the Hamming weight of $\boldsymbol{e}$ in the check of the permuted values.

The precise protocols is given below:
Scheme 6.6.2 (The basic scheme in [Ste96]). All of the participants agree with the parameter $m=m(n), q=q(n)$, and the weight $w=w(n)$. They also agree the hash function $H:\{0,1\}^{2 k} \rightarrow\{0,1\}^{l}$. Let us define the commitment function Com : $\{0,1\}^{2 k} \rightarrow\{0,1\}^{l}$ as $\operatorname{Com}(m s g ; \rho)=H(\rho \circ(m s g \oplus \rho))$ for $m s g, \rho \in\{0,1\}^{k}$. We omit the randomness part $\rho$ in the description.
$\operatorname{Setup}\left(1^{n}\right)$ : The setup algorithm, on input $1^{n}$, outputs a random matrix $\boldsymbol{H} \in$ $\mathbb{Z}_{q}^{n \times m}$.
$\mathrm{KG}(\boldsymbol{H})$ : The key-generation algorithm, on input $\boldsymbol{H}$, chooses a random vector $\boldsymbol{e} \in \mathcal{S}(m, w)$ and computes $\boldsymbol{u}:=\boldsymbol{H} \boldsymbol{e} \bmod q$. It outputs $(p k, s k)=(\boldsymbol{u}, \boldsymbol{e})$.
$\mathrm{P}=\left(\mathrm{P}_{1}, \mathrm{P}_{2}\right), \mathrm{V}=\left(\mathrm{V}_{1}, \mathrm{~V}_{2}\right)$ : The common inputs are $\boldsymbol{H}$ and $\boldsymbol{u}$. Prover's auxiliary input is $\boldsymbol{e}$. They interact as follows:
Step P1: Choose a random permutation $\pi$ over [ $m$ ] and a random vector $\boldsymbol{r} \in \mathbb{Z}_{q}^{m}$ and send commitments $c_{1}, c_{2}$, and $c_{3}$ computed as

- $c_{1}=\operatorname{Com}(\pi, \boldsymbol{H r})$,
- $c_{2}=\operatorname{Com}(\pi(\boldsymbol{r}))$,
- $c_{3}=\operatorname{Com}(\pi(\boldsymbol{e}+\boldsymbol{r}))$.

Step V1: Send a random challenge $c h \in\{1,2,3\}$ to $P$.
Step P2:

- If $c h=1$, reveal $c_{2}$ and $c_{3}$. So, send $\boldsymbol{w}=\pi(\boldsymbol{e})$ and $\boldsymbol{x}=\pi(\boldsymbol{r})$.
- If $c h=2$, reveal $c_{1}$ and $c_{3}$. Send $\phi=\pi$ and $\boldsymbol{y}=\boldsymbol{e}+\boldsymbol{r}$.
- If $c h=3$, reveal $c_{1}$ and $c_{2}$. Send $\psi=\pi$ and $z=\boldsymbol{r}$.

Step V2:

- If $c h=1$, check that $c_{2}=\operatorname{Com}(\boldsymbol{x}), c_{3}=\operatorname{Com}(\boldsymbol{w}+\boldsymbol{x})$, and $\boldsymbol{w} \in$ $\mathcal{S}(m, w)$.
- If $c h=2$, check that $c_{1}=\operatorname{Com}(\phi, \boldsymbol{H} \boldsymbol{y}-\boldsymbol{u})$ and $c_{3}=\operatorname{Com}(\phi(\boldsymbol{y}))$.
- If $c h=3$, check that $c_{1}=\operatorname{Com}(\psi, \boldsymbol{H z})$ and $c_{2}=\operatorname{Com}(\psi(z))$.

Output $d e c=1$ if all checks are passed, otherwise output $d e c=0$.
In [Ste96], Stern insisted that the protocol is SZKPoK protocol and yields the passively secure ID scheme based on the average-case hardness of the syndrome decoding problem, where $\boldsymbol{H}$ and $\boldsymbol{u}$ are uniformly at random over $\mathbb{Z}_{q}^{n \times m}$ and $\mathbb{Z}_{q}^{n}$. However, we could not prove the security of the commitment function despite of our efforts. We can show the security if we replace the above commitment with the statistically-hiding and computationally-binding commitment. We omit the proof, since it is given in the next section.

### 6.7 The Kawachi-Tanaka-Xagawa Identification Scheme

Kawachi et al. KTX08] observed that the key-generation algorithm of the above basic scheme has a similar structure of the lattice-based hash functions LHash. In addition, they also observed that, if the commitment Com is replaced with LNIC, the underlying problems are now SIS $_{q, m, \beta}$ for an appropriate $\beta$.

Following their observations, let us replace $\boldsymbol{H}$ with $\boldsymbol{A}$ and $C o m$ with LNIC, i.e., $\mathrm{Com}_{\boldsymbol{A}}$, in Section 5.3 in the above basic scheme, Scheme 6.6.2. Then the following reduction algorithm shows the concurrent security: On input $\boldsymbol{A}$, generates a secret key $\boldsymbol{e} \in \mathcal{S}(m, w)$ and a public key $\boldsymbol{u}=\boldsymbol{A} \boldsymbol{e} \bmod q$, and feeds $\boldsymbol{A}$ and $\boldsymbol{u}$ to the adversary. The reduction algorithm can simulate the prover that the adversary concurrently accesses, since the algorithm has $\boldsymbol{A}$ and $\boldsymbol{e}$. Using the knowledge extractor for the adversary in Stern's proof, the algorithm obtains either a collision of a string commitment scheme or a secret key $\boldsymbol{e}^{\prime}$ such that $\boldsymbol{e}^{\prime} \neq \boldsymbol{e}$ and $\boldsymbol{A} \boldsymbol{e}^{\prime}=\boldsymbol{u}$. In the former case, the algorithm outputs the collision ( $\boldsymbol{s}, \boldsymbol{s}^{\prime}$ ) of a hash function $h_{\boldsymbol{A}}$ in the string commitment scheme. Thus, the solution for SIS is obtained by $z=s-s^{\prime}$. In the latter case, the condition $\boldsymbol{e} \neq \boldsymbol{e}^{\prime}$ will be satisfied with probability at least $1 / 2$ by witness indistinguishability of Stern's protocol. Thus, the algorithm has the solution $\boldsymbol{z}=\boldsymbol{e}-\boldsymbol{e}^{\boldsymbol{\prime}}$ for SIS. The $l_{2}$ norm of both solutions is at most $\sqrt{m}=\tilde{O}\left(n^{1 / 2}\right)$. From the relationship between SIS and GapSVP the assumption is the worst-case hardness of GapSVP $\mathrm{O}_{\tilde{O}(n)}$.

### 6.7.1 Description

The variant $\mathrm{St}-\mathrm{ID}_{\mathrm{GL}, *}^{+}$(for $\mathrm{L} \in\{\mathrm{GL}, \mathrm{C} / \mathrm{IL}\}$ and $* \in\{p, s\}$ ) is obtained by replacing the string commitment scheme in Stern's ID scheme [Ste96] with our lattice-based one. We adjust this parameter to connect his framework to our assumptions of the lattice problems.

We now describe the protocol $\mathrm{St}_{\mathrm{I}} \mathrm{ID}_{\mathrm{GL}, *}^{+}$below. To simplify the notations, we do not write random strings in $\mathrm{Com}_{\boldsymbol{A}}$ explicitly.

Scheme 6.7.1 (St-ID $\left.{ }_{\mathrm{GL}, *}^{+}, \underline{\mathrm{KTX08}]}\right)$. If $*=s$ the protocol is repeated sequentially $t$ times. If $*=p$ the protocol is composed in $t$ parallel sessions.

Setup $\left(1^{n}\right)$ : The setup algorithm, on input $1^{n}$, outputs a random matrix $\boldsymbol{A} \in$ $\mathbb{Z}_{q}^{n \times m}$. Notice that this matrix defines the hash function $h_{\boldsymbol{A}}$ and the commitment function $\operatorname{Com}_{\boldsymbol{A}}$.
$\mathrm{KG}(\boldsymbol{A})$ : The key-generation algorithm, on input $\boldsymbol{A}$, chooses a random vector $\boldsymbol{e} \in \mathcal{S}(m, w)$ and computes $\boldsymbol{u}:=\boldsymbol{A} \boldsymbol{e} \bmod q$. It outputs $(p k, s k)=(\boldsymbol{u}, \boldsymbol{e})$.
$\mathrm{P}=\left(\mathrm{P}_{1}, \mathrm{P}_{2}\right), \mathrm{V}=\left(\mathrm{V}_{1}, \mathrm{~V}_{2}\right)$ : The common inputs are $\boldsymbol{A}$ and $\boldsymbol{u}$. Prover's auxiliary input is $\boldsymbol{e}$. The verifier accepts if all verifiers accept.
Step P1: Choose a random permutation $\pi$ over $[m]$ and a random vector $\boldsymbol{r} \in \mathbb{Z}_{q}^{m}$ and send commitments $c_{1}, c_{2}$, and $c_{3}$ computed as - $c_{1}=\operatorname{Com}_{\boldsymbol{A}}(\pi, \boldsymbol{A r})$,

- $c_{2}=\operatorname{Com}_{A}(\pi(\boldsymbol{r}))$,
- $c_{3}=\operatorname{Com}_{\boldsymbol{A}}(\pi(\boldsymbol{e}+\boldsymbol{r}))$.

Step V1: Send a random challenge $c h \in\{1,2,3\}$ to $P$.
Step P2:

- If $c h=1$, reveal $c_{2}$ and $c_{3}$. So, send $\boldsymbol{w}=\pi(\boldsymbol{e})$ and $\boldsymbol{x}=\pi(\boldsymbol{r})$.
- If $c h=2$, reveal $c_{1}$ and $c_{3}$. Send $\phi=\pi$ and $\boldsymbol{y}=\boldsymbol{e}+\boldsymbol{r}$.
- If $c h=3$, reveal $c_{1}$ and $c_{2}$. Send $\psi=\pi$ and $z=r$.


## Step V2:

- If $c h=1$, check that $c_{2}=\operatorname{Com}_{A}(\boldsymbol{x}), c_{3}=\operatorname{Com}_{\boldsymbol{A}}(\boldsymbol{w}+\boldsymbol{x})$, and $\boldsymbol{w} \in$ $\mathcal{S}(m, m / 2)$.
- If $c h=2$, check that $c_{1}=\operatorname{Com}_{\boldsymbol{A}}(\phi, \boldsymbol{A} \boldsymbol{y}-\boldsymbol{u})$ and $c_{3}=\operatorname{Com}_{\boldsymbol{A}}(\phi(\boldsymbol{y}))$.
- If $c h=3$, check that $c_{1}=\operatorname{Com}_{\boldsymbol{A}}(\psi, \boldsymbol{A} \boldsymbol{z})$ and $c_{2}=\operatorname{Com}_{\boldsymbol{A}}(\psi(\boldsymbol{z}))$.

Output $d e c=1$ if all checks are passed, otherwise output $d e c=0$.

### 6.7.2 Security Proofs

We will show the followings and prove the security by composing them.

1. The completeness error is 0 .
2. The protocol $(\mathrm{P}, \mathrm{V})$ is an SZK protocol and thus it is statistically witnessindistinguishable.
3. $\operatorname{Pr}_{A \leftarrow \mathbb{Z}_{q}^{n \times m}, \boldsymbol{e} \leftarrow \mathcal{S}(m, w)}\left[\exists \boldsymbol{e}^{\prime} \in \mathcal{S}(m, w), h_{\boldsymbol{A}}(\boldsymbol{e})=h_{\boldsymbol{A}}\left(\boldsymbol{e}^{\prime}\right)\right] \geq 1-\operatorname{negl}(n)$.
4. There is a knowledge extractor KE extracting a collision in $h_{A}$ from an adversary.

The first part is easily verified.
Next, we show that the protocol is an SZK protocol. The proof of zeroknowledge property of the original protocol is in [Ste96, Theorem 4]. Stern left completion of the proof as the problem for reader. Thus, we give the whole proof that Stern's protocol is statistically zero knowledge when Com is a statisticallyhiding and computationally-binding string commitment scheme.

Lemma 6.7.2. The protocol is statistically zero knowledge when Com is a statistically-hiding and computationally-binding string commitment scheme.

Proof. Following the definition, we construct a simulator $\mathcal{S}$ which on input $\boldsymbol{A}$ and $\boldsymbol{y}$ and given oracle access to a cheating verifier CV , outputs a simulated transcript. A real transcript between P and CV on input $\boldsymbol{A}$ and $\boldsymbol{y}$ is denoted by $\langle\mathrm{P}, \mathrm{CV}\rangle(\boldsymbol{A}, \boldsymbol{y})$.

First, $\mathcal{S}$ chooses a random value $\bar{c}$ from $\{1,2,3\}$ which is a prediction what value the cheating verifier CV will not choose. Next, it chooses a random tape of CV, denoted by $r^{\prime}$. We remark that, by the assumption on the commitment, the distributions of a challenge from CV in the real interaction and that in the
simulation are statistically close.
Case $\bar{c}=1: \mathcal{S}$ computes $\boldsymbol{x}^{\prime} \in \mathbb{Z}_{q}^{m}$ such that $\boldsymbol{A} \boldsymbol{x}^{\prime}=\boldsymbol{y}$ by using linear algebra. Next, it chooses a random permutation $\pi^{\prime}$ over $[m]$, a random vector $\boldsymbol{r}^{\prime} \in \mathbb{Z}_{q}^{m}$, and random strings $\rho_{1}^{\prime}, \rho_{2}^{\prime}$, and $\rho_{3}^{\prime}$. So, it computes

- $c_{1}^{\prime}:=\operatorname{Com}\left(\pi^{\prime}, \boldsymbol{A r} r^{\prime} ; \rho_{1}^{\prime}\right)$,
- $c_{2}^{\prime}:=\operatorname{Com}\left(\pi^{\prime}\left(\boldsymbol{r}^{\prime}\right) ; \rho_{2}^{\prime}\right)$,
- $c_{3}^{\prime}:=\operatorname{Com}\left(\pi^{\prime}\left(\boldsymbol{x}^{\prime}+\boldsymbol{r}^{\prime}\right) ; \rho_{3}^{\prime}\right)$.

It sends them to CV. Since the commitment scheme is statistically hiding, the distribution of a challenge from CV is statistically close to the real distribution. Receiving a challenge $c h$ from CV , the simulator $\mathcal{S}$ computes a transcript as follows:

- If $c h=1, \mathcal{S}$ outputs $\perp$ and halts.
- If $c h=2$, it outputs $\left(r^{\prime} ;\left(c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right), 2,\left(\pi^{\prime}, \boldsymbol{x}^{\prime}+\boldsymbol{r}^{\prime}, \rho_{1}^{\prime}, \rho_{3}^{\prime}\right)\right)$.
- If $c h=3$, it outputs $\left(r^{\prime} ;\left(c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right), 3,\left(\pi^{\prime}, \boldsymbol{r}^{\prime}, \rho_{1}^{\prime}, \rho_{2}^{\prime}\right)\right)$.

We analyze the case $c h=2$. In this case, we obtain that

$$
\begin{aligned}
\langle\mathrm{P}, \mathrm{CV}\rangle(\boldsymbol{A}, \boldsymbol{y}) & =\left(r ;\left(c_{1}, c_{2}, c_{3}\right), 2,\left(\pi, \boldsymbol{x}+\boldsymbol{r}, \rho_{1}, \rho_{3}\right),\right. \\
\mathcal{S}(\boldsymbol{A}, \boldsymbol{y}) & =\left(r^{\prime} ;\left(c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right), 2,\left(\pi^{\prime}, \boldsymbol{x}^{\prime}+\boldsymbol{r}^{\prime}, \rho_{1}^{\prime}, \rho_{3}^{\prime}\right)\right)
\end{aligned}
$$

Assume that $\left(\pi^{\prime}, \boldsymbol{r}^{\prime}, \rho_{1}^{\prime}, \rho_{3}^{\prime}\right)=\left(\pi, \boldsymbol{r}+\boldsymbol{x}-\boldsymbol{x}^{\prime}, \rho_{1}, \rho_{3}\right)$. By this equation, we have that $c_{1}^{\prime}=c_{1}, c_{3}^{\prime}=c_{3}$, and the responses from the simulator equal to the responses from the prover. Since the commitment is statistically hiding, we have the distributions of $c_{2}$ and $c_{2}^{\prime}$ are statistically close. Thus, we conclude that the both distributions of the simulated transcript and the real transcript are statistically close.

It is straightforward to show it in the case $c h=3$ by using the equation $\left(\pi^{\prime}, r^{\prime}\right)=$ $(\pi, r)$. Thus, we omit this part from the proof.

Case $\bar{c}=2: \mathcal{S}$ chooses a random permutation $\pi^{\prime}$ over [ $m$ ], two random vectors $\boldsymbol{r}^{\prime} \in$ $\mathbb{Z}_{q}^{m}, \boldsymbol{x}^{\prime} \in \mathcal{S}(m, m / 2)$, and random strings $\rho_{1}^{\prime}, \rho_{2}^{\prime}$, and $\rho_{3}^{\prime}$. $\mathcal{S}$ computes commitments

- $c_{1}^{\prime}:=\operatorname{Com}\left(\pi^{\prime}, \boldsymbol{A r} \boldsymbol{r}^{\prime} ; \rho_{1}^{\prime}\right)$,
- $c_{2}^{\prime}:=\operatorname{Com}\left(\pi^{\prime}\left(\boldsymbol{r}^{\prime}\right) ; \rho_{2}^{\prime}\right)$,
- $c_{3}^{\prime}:=\operatorname{Com}\left(\pi^{\prime}\left(\boldsymbol{x}^{\prime}+\boldsymbol{r}^{\prime}\right) ; \rho_{3}^{\prime}\right)$.

It sends them to CV. Receiving a challenge $c h$, the simulator computes a transcript as follows:

- If $c h=1$, then $\mathcal{S}$ outputs $\left(r^{\prime} ;\left(c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right), 1,\left(\pi^{\prime}\left(\boldsymbol{x}^{\prime}\right), \pi^{\prime}\left(\boldsymbol{r}^{\prime}\right), \rho_{2}^{\prime}, \rho_{3}^{\prime}\right)\right)$.
- If $c h=2$, then it outputs $\perp$ and halts.
- If $c h=3$, then it outputs $\left(r^{\prime} ;\left(c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right), 3,\left(\pi^{\prime}, \boldsymbol{r}^{\prime}, \rho_{1}^{\prime}, \rho_{2}^{\prime}\right)\right)$.

We analyze the case $c h=1$. In this case, we have that

$$
\begin{aligned}
\langle\mathrm{P}, \mathrm{CV}\rangle(\boldsymbol{A}, \boldsymbol{y}) & =\left(r ;\left(c_{1}, c_{2}, c_{3}\right), 1,\left(\pi(\boldsymbol{x}), \pi(\boldsymbol{r}), \rho_{2}, \rho_{3}\right),\right. \\
\mathcal{S}(\boldsymbol{A}, \boldsymbol{y}) & =\left(r^{\prime} ;\left(c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right), 1,\left(\pi^{\prime}\left(\boldsymbol{x}^{\prime}\right), \pi^{\prime}\left(\boldsymbol{r}^{\prime}\right), \rho_{2}^{\prime}, \rho_{3}^{\prime}\right)\right) .
\end{aligned}
$$

Let $\chi$ be a permutation over $[m]$ such that $\chi\left(\boldsymbol{x}^{\prime}\right)=\boldsymbol{x}$. In this case, we set $\left(\pi^{\prime}, \boldsymbol{r}^{\prime}, \rho_{2}^{\prime}, \rho_{3}^{\prime}\right)=\left(\chi^{-1} \circ \pi, \chi(\boldsymbol{r}), \rho_{2}, \rho_{3}\right)$. By this equation, we have $c_{2}^{\prime}=c_{2}, c_{3}^{\prime}=c_{3}$, and the responses from the simulator equal to the responses from the prover. Since the commitment scheme is statistically hiding, the distributions of the real transcript and the output of the simulator are statistically close.

We omit the proof of the case $c h=3$, since it is trivial.
Case $\bar{c}=3: \mathcal{S}$ chooses a random permutation $\pi$ over [ $m$ ], two random vectors $\boldsymbol{r} \in \mathbb{Z}_{q}^{m}, \boldsymbol{x}^{\prime} \in \mathcal{S}(m, m / 2)$, and random strings $\rho_{1}, \rho_{2}$, and $\rho_{3}$. $\mathcal{S}$ computes

- $c_{1}:=\operatorname{Com}\left(\pi, \boldsymbol{A}\left(\boldsymbol{x}^{\prime}+\boldsymbol{r}\right)-\boldsymbol{y} ; \rho_{1}\right)$,
- $c_{2}:=\operatorname{Com}\left(\pi(\boldsymbol{r}) ; \rho_{2}\right)$,
- $c_{3}:=\operatorname{Com}\left(\pi\left(\boldsymbol{x}^{\prime}+\boldsymbol{r}\right) ; \rho_{3}\right)$.

It sends them to CV.

- If $c h=1$, then $\mathcal{S}$ outputs $\left(r^{\prime} ;\left(c_{1}, c_{2}, c_{3}\right), 1,\left(\pi\left(\boldsymbol{x}^{\prime}\right), \pi(\boldsymbol{r}), \rho_{2}, \rho_{3}\right)\right.$.
- If $c h=2$, then it outputs $\left(r^{\prime} ;\left(c_{1}, c_{2}, c_{3}\right), 2,\left(\pi, \boldsymbol{x}^{\prime}+\boldsymbol{r}^{\prime}\right)\right.$ ).
- If $c h=3$, it outputs $\perp$ and halts.

In the case $c h=1$, we consider the equation $\left(\pi^{\prime}, \boldsymbol{r}^{\prime}, \rho_{2}^{\prime}, \rho_{3}^{\prime}\right)=\left(\chi^{-1} \circ\right.$ $\left.\pi, \chi(\boldsymbol{r}), \rho_{2}, \rho_{3}\right)$. The remaining part of proof is the same as that in the case $\bar{c}=2$ and $c h=1$. In the case $c h=2$, we let $\left(\pi^{\prime}, \boldsymbol{r}^{\prime}, \rho_{1}^{\prime}, \rho_{3}^{\prime}\right)=\left(\pi, \boldsymbol{r}+\boldsymbol{x}-\boldsymbol{x}^{\prime}, \rho_{1}, \rho_{3}\right)$. The remaining part of proof is the same as that in the case $\bar{c}=1$ and $c h=2$.

The probability that the simulator $\mathcal{S}$ outputs $\perp$ is at most $1 / 3+\epsilon(n) \leq 1 / 2$ where $\epsilon$ is some negligible function. Additionally, by the above arguments, the distribution of the output of $\mathcal{S}$ conditioned on it is not $\perp$ is statistically close to the distribution of the real transcript. Therefore, we have constructed the simulator and completed the proof.

Since the protocol is statistically zero knowledge for $t=1$, it has a witnessindistinguishable property. Witness-indistinguishable property is closed under the parallel composition [FS90]. Thus, the above protocol is witness indistinguishable for $t=\omega(\log n)$ if a statistically-hiding string commitment scheme is used.

We show the theorem of the security on our ID protocol, which concerns impersonation under concurrent attack.
Theorem 6.7.3. For any $q=\operatorname{poly}(n), m \geq 2(1+\delta) n \log q$ for some constant $\delta>0$, and $w=\omega(\log m)$ such that $q^{n} /|\mathcal{S}(m, w)|$ is negligible in $n$, the above ID scheme $\mathrm{St}-\mathrm{ID}_{\mathrm{GL}, *}^{+}$is concurrently secure if $\mathrm{SIS}_{q, m, \sqrt{m}}$ is hard on average.

Before the proof of security, we need to mention the following trivial lemma, which corresponds to the third part.

Lemm 6.7.4. For any fixed $\boldsymbol{A}$, let $U:=\left\{\boldsymbol{u} \in \mathbb{Z}_{q}^{n}| |\{\boldsymbol{e} \in \mathcal{S}(m, w) \mid \boldsymbol{A} \boldsymbol{e}=\boldsymbol{u}\} \mid=1\right\}$, i.e., a set of vectors $\boldsymbol{u}$ such that the preimage $\boldsymbol{e}$ of $\boldsymbol{u}$ is uniquely determined for $\boldsymbol{A}$. If $q^{n} /|\mathcal{S}(m, w)|$ is negligible in $n$, then the probability that, if we obtain $(\boldsymbol{u}, \boldsymbol{e}) \leftarrow$ $\mathrm{KG}(\boldsymbol{A})$, then $\boldsymbol{u} \in U$ is negligible in $n$.

We now prove Theorem 6.7.3,
Proof of Theorem 6.7.3 for $*=p$. We construct $\mathcal{A}$ solving SIS $_{q, m, \sqrt{m}}$ on the average from an impersonator $\mathcal{I}=(\mathrm{CV}, \mathrm{CP})$ which succeeds impersonation under concurrent attack with non-negligible probability $\epsilon$. Notice that the protocol is witness-indistinguishable since we set $m \geq 2(1+\delta) n \log q$ and LNIC $=\operatorname{Com}_{A}$ is statistically-hiding and computationally-binding commitment scheme.

For the clarity, we write the transcript of interaction by (cmt, ch, rsp, dec). Since the protocol is parallelized, each $c m t, c h$, and $r s p$ is an ordered list which contains $t$ elements. For example, $c m t=\left(c m t_{1}, \ldots, c m t_{t}\right)$.

Given $\boldsymbol{A}, \mathcal{A}$ chooses a random secret key $\boldsymbol{e} \in \mathcal{S}(m, w)$ and computes $\boldsymbol{u}=\boldsymbol{A} \boldsymbol{e}$. Using the secret key, it can simulate the prover oracle perfectly. $\mathcal{A}$ runs CV on input $(\boldsymbol{A}, \boldsymbol{u})$ and obtains a state for CP. $\mathcal{A}$ feeds the state to CP and acts as a legitimate verifier. Receiving commitments $c m t, \mathcal{A}$ chooses three challenges $c h^{(1)}, c h^{(2)}$, and $c h^{(3)}$ from $\{1,2,3\}^{t}$ uniformly at random. Rewinding with three challenges, $\mathcal{A}$ obtains three transcripts $\left(c m t, c h^{(i)}, r s p^{(i)}, d e c^{(i)}\right)$ for $i=1,2,3$ as the results of the interactions.

By the Heavy Row Lemma [0098], the probability that all $d e c^{(i)}$ are 1 is at least $(\epsilon / 2)^{3}$. Meanwhile, we have

$$
\operatorname{Pr}\left[\exists j \in[t]:\left\{c h_{j}^{(1)}, c h_{j}^{(2)}, c h_{j}^{(3)}\right\}=\{1,2,3\}\right]=1-(7 / 9)^{t}
$$

by a simple calculation, where $c h^{(i)}$ is randomly chosen from $\{1,2,3\}^{t}$. Thus the probability that $\mathcal{A}$ has three transcripts $\left(c m t, c h^{(i)}, r s p^{(i)}, d e c^{(i)}\right)$ for $i=1,2,3$ such that $d e c^{(i)}=1$ for all $i$, and $\left\{c h_{j}^{(1)}, c h_{j}^{(2)}, c h_{j}^{(3)}\right\}=\{1,2,3\}$ for some $j \in[t]$ is at least $(\epsilon / 2)^{3}-(7 / 9)^{t}$, which is non-negligible since $\epsilon$ is non-negligible and $t=\omega(\log n)$.

We next show how $\mathcal{A}$ obtains a secret key or finds a collision of the hash functions in the string commitment scheme by using three good transcripts. Assume that $\mathcal{A}$ has three transcripts $\left(c m t^{(i)}, c h^{(i)}, r s p^{(i)}, d e c^{(i)}\right)$ for $i=1,2,3$ such that $c m t^{(1)}=c m t^{(2)}=c m t^{(3)}, d e c^{(i)}=1$ for all $i$, and $\left\{c h_{j}^{(1)}, c h_{j}^{(2)}, c h_{j}^{(3)}\right\}=\{1,2,3\}$ for some $j \in[t]$. Without loss of generality, we assume that $c h_{j}^{(i)}=i$. We parse $r s p_{j}^{(i)}$ as in Step V2. We have following equations (We omit $j$ for simplification):

$$
\begin{array}{rlrl}
c_{1} & =\operatorname{Com}_{\boldsymbol{A}}\left(\phi, \boldsymbol{A} \boldsymbol{y}-\boldsymbol{u} ; \rho_{1}^{(2)}\right) & =\operatorname{Com}_{\boldsymbol{A}}\left(\psi, \boldsymbol{A} \boldsymbol{z} ; \rho_{1}^{(3)}\right), \\
c_{2} & =\operatorname{Com}_{\boldsymbol{A}}\left(\boldsymbol{x} ; \rho_{2}^{(1)}\right) & & =\operatorname{Com}_{\boldsymbol{A}}\left(\psi(\boldsymbol{z}) ; \rho_{2}^{(3)}\right) \\
c_{3} & =\operatorname{Com}_{\boldsymbol{A}}\left(\boldsymbol{w}+\boldsymbol{x} ; \rho_{3}^{(1)}\right) & & =\operatorname{Com}_{\boldsymbol{A}}\left(\phi(\boldsymbol{y}) ; \rho_{3}^{(2)}\right) \\
\boldsymbol{w} & \in \mathcal{S}(m, w) & &
\end{array}
$$

If there exists a distinct pair of arguments of $\operatorname{Com}_{A}, \mathcal{A}$ violates the computationalbinding property of LNIC and obtains a collision for $h_{A}$ and, thus, solves SIS $_{q, m, \sqrt{m}}$.

### 6.7. THE KAWACHI-TANAKA-XAGAWA IDENTIFICATION SCHEME

Next, we suppose that there exist no distinct pairs of the arguments of $\operatorname{Com}_{\boldsymbol{A}}$. Let $\pi$ denote the inverse permutation of $\phi$. From the first equation, we have $\pi^{-1}=$ $\phi=\psi$. Thus, we obtain $\boldsymbol{y}=\pi(\boldsymbol{w}+\boldsymbol{x})$ from the third equation. Combining it with the first equation, we have $\boldsymbol{A} \boldsymbol{z}=\boldsymbol{A}(\pi(\boldsymbol{w})+\pi(\boldsymbol{x}))-\boldsymbol{u}$. Since $\boldsymbol{z}=\phi^{-1}(\boldsymbol{x})=\pi(\boldsymbol{x})$ from the second equation, we obtain $\boldsymbol{u}=\boldsymbol{A} \cdot \pi(\boldsymbol{w})$. Since $\boldsymbol{w} \in \mathcal{S}(m, w)$, so $\pi(\boldsymbol{w})$ also is in $\mathcal{S}(m, w)$. Therefore, $\mathcal{A}$ sets $\boldsymbol{e}^{\prime}:=\pi(\boldsymbol{w})$.

We now have to show that $\boldsymbol{e}^{\prime} \neq \boldsymbol{e}$ with probability at least $1 / 2$. By Lemma 6.7.4, there must be another secret key $\boldsymbol{e}^{\prime}$ corresponding to $\boldsymbol{u}$ with overwhelming probability. Recall that the protocol is statistically witness indistinguishable. Hence, $I$ 's view is independent of $\mathcal{A}$ 's choice of $\boldsymbol{e}$ with overwhelming probability. Thus we have $\boldsymbol{e}^{\prime} \neq \boldsymbol{e}$ with probability at least $1 / 2-\operatorname{negl}(n)$. In this case $\mathcal{A}$ outputs $\boldsymbol{e}-\boldsymbol{e}^{\prime}$ and solves SIS $_{q, m, \sqrt{m}}$.

We note that the above proof is extended into multi-user settings as in the proof of Lyubashevsky [Lyu08a].

We next show the proof for sequential composition. We will estimate the lower bound of the case where the adversary can answer the three challenge.

Proof of Theorem 6.7.3 for $*=s$. We note that the proof for the sequential composition is also very similar to the ones of Stern [Ste96] and Pointcheval and Poupard [PP03].

Assume that there exists a polynomial-time impersonator $\mathcal{I}$ that impersonates the prover with probability $\epsilon$. We construct the polynomial-time algorithm $\mathcal{K}$ outputting three transcripts $\left(c m t, c h^{(i)}, r s p^{(i)}, d e c^{(i)}\right)$ such that $c h^{(i)}=i$ and $d e c^{(i)}=1$ for $i=1,2,3$ with non-negligible probability. The algorithm yields an adversary $\mathcal{A}$ which violates the binding property of LNIC or the collision-resistance property of $h_{A}$ as in the previous proof.

We describe the algorithm $\mathcal{K}$. On input $\boldsymbol{A}, \mathcal{K}$ chooses the random tape $\omega$ of the impersonator $I$ and its own random tape for the learning phase. Using them, $\mathcal{K}$ terminate the setup and learning phases and obtains the state for CP. Next, it runs CP with several rewinds. Let $I$ denote the random challenge of the legitimate verifier that is identified with the challenge $C=\left(c h_{1}, \ldots, c h_{t}\right) \in\{0,1,2\}^{t}$. Consider the execution tree $T(\omega)$, corresponding to all accepted $I$, with a fixed $\omega$. $\mathcal{K}$ finds a node of the tree which has three sons by (1) choose $I$ uniformly at random, (2) check $I$ contains a node with three sons by rewinding the prover (3) output three transcripts on the three sons. This yields $3 t$ times of the executions of the basic protocol and thus $\mathcal{K}$ runs in polynomial time of $n$.

We next estimate the probability that $\mathcal{K}$ correctly outputs three valid transcripts. Let us denote by $S$ the set of the pairs $(\omega, I)$ which lead to acceptance. Hence, we have that $\operatorname{Pr}_{(\omega, I)}[(\omega, I) \in S]=\epsilon=(2 / 3)^{t}+\epsilon^{\prime}$. Next, we define the set $\Omega=\left\{\omega \mid \operatorname{Pr}_{I}[(\omega, I) \in S] \geq(2 / 3)^{t}+\epsilon^{\prime} / 2\right\}$. A standard argument shows that $\operatorname{Pr}_{\omega}[\omega \in \Omega] \geq \epsilon^{\prime} / 2$ and $\operatorname{Pr}[\Omega \mid S] \geq \epsilon^{\prime} / 2 \epsilon$. Assume in the following that the event $\Omega$ occurs.

We denote by $n_{i}$ the number of the nodes at the depth $i=0, \ldots, t$ of the tree $T(\omega)$. We know that $n_{0}=1$ and $n_{t}=2^{t}+3^{t} \epsilon^{\prime} / 2$, because $n_{k} / 3^{k}=\operatorname{Pr}_{I}[(\omega, I) \in S] \geq$
$(2 / 3)^{t}+\epsilon^{\prime} / 2$. So, we have that

$$
\prod_{i=0}^{t-1} \frac{n_{i+1}}{n_{i}}=\frac{n_{t}}{n_{0}} \geq 2^{t}+\frac{\epsilon^{\prime}}{2} \cdot 3^{t} \geq\left(1-\frac{\epsilon^{\prime}}{2}\right) \cdot 2^{t}+\frac{\epsilon^{\prime}}{2} \cdot 3^{t}
$$

By taking the logarithm of the inequation and using the convexity of the logarithm, we obtain that

$$
\sum_{i=0}^{t-1} \log \frac{n_{i+1}}{n_{i}} \geq\left(1-\frac{\epsilon^{\prime}}{2}\right) \cdot \log 2^{t}+\frac{\epsilon^{\prime}}{2} \cdot \log 3^{t} \geq t\left(\log 2+\frac{\epsilon^{\prime}}{2} \log \frac{3}{2}\right)
$$

Therefore, there exists $i<t$ such that

$$
\frac{n_{i+1}}{n_{i}} \geq 2(3 / 2)^{\epsilon^{\prime} / 2}=2 \exp \left(\frac{\epsilon^{\prime}}{2} \cdot \log \frac{3}{2}\right) \geq 2 \cdot\left(1+\frac{\epsilon^{\prime}}{2} \cdot \log \frac{3}{2}\right) \geq 2 \cdot\left(1+\frac{\epsilon^{\prime}}{5}\right)
$$

Let $f_{i}$ and $t_{i}$ denote the number of nodes at depth $i$ with exactly 3 sons and that with at most 2 sons, respectively: We have that

$$
n_{i}=f_{i}+t_{i} \text { and } n_{i+1} \leq 3 f_{i}+2 t_{i}=f_{i}+2 n_{i}
$$

Therefore, for the above $i$, we obtain that $2+f_{i} / n_{i} \geq n_{i+1} / n_{i} 2+2 \epsilon^{\prime} / 5$. Thus, so, with probability greater than $2 \epsilon^{\prime} / 5$, the path $I$ contains a node with 3 sons.

This shows that, with probability greater than $\epsilon\left(\epsilon^{\prime} / 2 \epsilon\right)\left(2 \epsilon^{\prime} / 5\right)=\epsilon^{\prime 2} / 5, \mathcal{K}$ finds a node with 3 sons.

### 6.7.3 The Cyclic/Ideal Version

We obtain the ID scheme $\mathrm{St}-\mathrm{ID}_{\mathrm{C} / \mathrm{LL}, *}^{+}$by combining the above setup and keygeneration algorithms and the string commitment scheme with Stern's scheme as in Section 6.7. One can prove the securities of the schemes in the same manner to the proofs of Theorem 6.7.3. For simplicity, we only consider $\mathbf{f}=x^{n}+1$ with $n=2^{k}$.

Theorem 6.7.5. Let $m, q$, and $w$ be polynomially bounded functions of $n$ such that $m>4 \log q, q$ is a prime with $q \equiv 3(\bmod 8)$, and $q^{n} /|\mathcal{S}(m n, w)|$ is negligible in n. Then, if $\mathbf{f}-\mathrm{SIS}_{q, m, 1}^{\infty}$ is hard on average, the ID scheme $\mathrm{St}_{-\mathrm{ID}}^{\mathrm{C} / \mathrm{LL}, *}+$ is concurrently secure.

In addition, let $m=m(n), q=q(n)$, and $w=w(n)$ be polynomially bounded functions such that $q>6 m n^{3 / 2} \log n$, and $q^{n} /|\mathcal{S}(m n, w)|$ is negligible in $n$. Then for $\gamma=72 m n \log ^{2} n$, if $\mathbf{f}-\mathrm{SVP}_{\gamma}^{\infty}$ is hard in the worst case then the ID scheme $\mathrm{St}-\mathrm{ID}_{\mathrm{C} / \mathrm{LL}, *}^{+}$ is concurrently secure.

Proof Sketch. Notice that, by the hypothesis, ILNIC is statistically-hiding and computationally-binding under the assumption that $\mathbf{f}$-SIS ${ }_{q, m, 1}^{\infty}$ is hard on average.

As in the proofs of Theorem 6.7.3, we need to show that if there exists an impersonator $\mathcal{I}$ which succeeds impersonation under concurrent attack with nonnegligible probability $\epsilon$, there exists $\mathcal{A}$ that finds a collision $\left(\boldsymbol{e}_{1}, \boldsymbol{e}_{2}\right)$ for $\mathcal{H}_{I}(\mathbf{f}, q, m)$ or violates the computational binding of ILNIC. The proofs are indeed the same as the proofs of Theorem 6.7.3 and we omit them.

### 6.8 The Lyubashevsky ID Scheme - 2

The scheme is can be interpreted as a parallel composition of Ly08 with a hash family $\mathcal{H}\left(x^{n}+1, q, m\right)$.

Recall the the Schnorr protocol [Sch91]. By extending the challenge set from $\{0,1\}$ to $[0, C-1]$, the soundness is reduced to $1 / C$ rather than $1 / 2$. Lyubashevsky also extending the challenge set from $\{0,1\}$ to $\{0,1\}^{n}$, because the ideal-latticebased hash functions is $R_{\mathbf{f}, q}$-linear;

$$
h_{\check{\boldsymbol{a}}}(\mathbf{c} \otimes \check{\boldsymbol{e}}+\check{\boldsymbol{r}})=\sum_{i} \mathbf{a}_{i} \otimes\left(\mathbf{c} \otimes \mathbf{e}_{i}+\mathbf{r}_{i}\right)=\mathbf{c} \otimes \sum_{i} \mathbf{a}_{i} \otimes \mathbf{e}_{i}+\sum_{i} \mathbf{a}_{i} \otimes \mathbf{r}_{i}=\mathbf{c} \otimes h_{\check{\boldsymbol{a}}}(\check{\boldsymbol{e}})+h_{\check{\boldsymbol{a}}}(\check{\boldsymbol{r}}) .
$$

See the protocol description.

### 6.8.1 Description

Let us fix $\mathbf{f}=x^{n}+1$ in the following.
Scheme 6.8.1 (Ly09 Lyu09). All of the participants agree with the parameters $m=m(n), q=q(n), \sigma=\sigma(n)$, and $\kappa=\kappa(n)$ and the following sets $D, D_{e}, D_{r}, D_{c}$, and $G$;

- $D=\left\{\check{\boldsymbol{g}} \in R_{\mathbf{f}, q}^{m}:\|\check{\boldsymbol{g}}\|_{\infty} \leq m n \sigma \kappa\right\}$,
- $D_{e}=\left\{\check{\boldsymbol{g}} \in R_{\mathbf{f}, q}^{m}:\|\check{\boldsymbol{g}}\|_{\infty} \leq \sigma\right\}$,
- $D_{r}=\left\{\check{\boldsymbol{g}} \in R_{\mathbf{f}, q}^{m}:\|\check{\boldsymbol{g}}\|_{\infty} \leq m n \sigma \kappa\right\}$,
- $D_{c}=\left\{\check{\boldsymbol{g}} \in R_{\mathbf{f}, q}:\|\check{g}\|_{1} \leq \kappa\right\}$, and
- $G=\left\{\check{\boldsymbol{g}} \in R_{\mathbf{f}, q}^{m}:\|\check{\boldsymbol{g}}\|_{\infty} \leq m n \sigma \kappa-\sigma \kappa\right\}$.

Setup $\left(1^{n}\right)$ : The setup algorithm, given $1^{n}$, outputs a random row vector $\check{\boldsymbol{a}} \leftarrow$ $R_{f, q}^{m}$.
$\operatorname{KeyGen}(\overline{\boldsymbol{a}})$ : The key-generation algorithm, given the public parameter $\check{\boldsymbol{a}}$, chooses a random column vector $\check{\boldsymbol{e}} \in D_{e}$ and computes $\mathbf{u} \leftarrow h_{\check{\boldsymbol{a}}}(\check{\boldsymbol{e}}) \in R_{\mathbf{f}, q}$. It outputs $(p k, s k)=(\mathbf{u}, \check{\boldsymbol{e}})$.
$\mathrm{P}=\left(\mathrm{P}_{1}, \mathrm{P}_{2}\right), \mathrm{V}=\left(\mathrm{V}_{1}, \mathrm{~V}_{2}\right)$ : The common inputs are $\check{\boldsymbol{a}}$ and $\mathbf{u}$. Prover's auxiliary input is $\check{\boldsymbol{e}}$. They interact as follows:
Step P1: Pick a random $\check{r} \leftarrow D_{r}$ and send $\mathbf{y} \leftarrow h_{\check{\boldsymbol{a}}}(\check{r})$.
Step V1: Send a random challenge $\mathbf{c} \leftarrow D_{c}$.
Step P2: Compute $\check{z} \leftarrow \mathbf{c} \otimes \check{\boldsymbol{e}}+\check{\boldsymbol{r}}$. If $\check{\boldsymbol{z}} \in G^{m}$, then send it to the verifier. Otherwise, send $\perp$ and abort the protocol.

Step V2: Receiving $\check{z}$, accepts if $\check{z} \in G$ and $h_{\check{\boldsymbol{a}}}(\check{z})=\mathbf{u} \otimes \mathbf{c}+\mathbf{y}$.
It is obvious that, conditioned on that the prover does not abort, the honest prover is always accepted. He showed that the followings and proved the security by combining them.

1. The completeness error is at most $1-1 / e$, that is, $\operatorname{Pr}_{\mathrm{P}, \mathrm{V}}[$ dec $=1:(t r, \operatorname{dec}) \leftarrow$ $\boldsymbol{\operatorname { R u n }}[\mathrm{P}(\boldsymbol{A}, \boldsymbol{u}, \boldsymbol{e}) \leftrightarrow \mathrm{V}(\boldsymbol{A}, \boldsymbol{u})]] \geq 1 / e$.
2. The protocol $(\mathrm{P}, \mathrm{V})$ is perfectly witness indistinguishable.
3. $\operatorname{Pr}_{\check{\boldsymbol{a}} \leftarrow R_{\mathrm{f}, q}^{m}, \check{e} \leftarrow D_{e}^{m}}\left[\exists \check{\boldsymbol{e}}^{\prime} \in D_{e}^{m}, h_{\check{\boldsymbol{a}}}(\check{\boldsymbol{e}})=h_{\check{\boldsymbol{a}}}\left(\check{\boldsymbol{e}}^{\prime}\right)\right] \geq 1-\operatorname{negl}(n)$.
4. If we know $\check{\boldsymbol{e}}$ such that $h_{\check{\boldsymbol{a}}}(\check{\boldsymbol{e}})=\mathbf{u}$ and there is an adversary answering to two challenges $\mathbf{c}_{1}$ and $\mathbf{c}_{2}$ after committing $\mathbf{y}$, then we can retrieve a collision of $h_{\check{a}}$.

Theorem 6.8.2 ([Lyu09]). Let $\mathbf{f}=x^{n}+1$. The scheme Ly09-ID is concurrently secure if $\mathbf{f}-\mathrm{SIS}_{q, m, \beta}^{\infty}$ with $\beta=2(m n-1) \sigma \kappa$ is hard on average. In particular, let $\sigma$ be a constant and let $\kappa(n)=\Theta\left(\log ^{2} n\right)$. Then the scheme is secure if $\mathbf{f}-\mathrm{SVP}_{\gamma}^{\infty}$ is hard in the worst case, where $\gamma=\tilde{O}\left(n^{2}\right)$.

The first and third conditions are satisfied by careful choices of the parameters. The second part is complex and see [Lyu09]. The fourth part is almost obvious. Let $\left(\mathbf{y}, \mathbf{c}_{1}, \check{z}_{1}\right)$ and $\left(\mathbf{y}, \mathbf{c}_{2}, \check{z}_{2}\right)$ be two transcripts which lead acceptance such that $\mathbf{c}_{1} \neq \mathbf{c}_{2}$. Then, we have $h_{\check{\boldsymbol{a}}}\left(\check{z}_{i}\right)=\mathbf{c}_{i} \otimes h_{\check{\boldsymbol{a}}}(\check{\boldsymbol{e}})+\mathbf{y}$ and $h_{\check{\boldsymbol{a}}}\left(\check{z}_{1}-\mathbf{c}_{1} \otimes \check{\boldsymbol{e}}\right)=h_{\check{\boldsymbol{a}}}\left(\check{z}_{2}-\mathbf{c}_{2} \otimes \check{\boldsymbol{e}}\right)$. Thus, ( $\check{z}_{1}-\mathbf{c}_{1} \otimes \check{\boldsymbol{e}}, \check{z}_{2}-\mathbf{c}_{2} \otimes \check{\boldsymbol{e}}$ ) seems a collision for $h_{\check{\boldsymbol{a}}}$ and both are in $D$. (We need to show that they differs but we omit it.) For the details of the parameters and the proofs, see the original paper [Lyu09].

The ID scheme has completeness error $1-1 / e$ if we carefully choose the parameters. Hence, this protocol should be composed in parallel to reduce the completeness error to negl $(n)$. In order to decrease the communication cost, one can use the hash-based commitment $H(\cdot)$, where $H$ is any collision-resistant hash function.

### 6.9 Summary

We have reviewed several ID scheme based on lattice and ideal lattice problems and their security. As a summary, see Table 6.1 .

The MV protocol: The variants based on the MV protocol requires the mild assumption, $\operatorname{SIVP}_{\tilde{O}\left(n^{1.5}\right)}$ is hard in the worst case. In addition, the one of variants directly bears an identity-based identification scheme. See Chapter 7 .

The KTX ID scheme: The assumption is the weakest among those in other schemes. The one weak point is a long transcript. The scheme requires a permutation over $[m]$ and thus, the communication cost is most expensive.

| Lattice-based ID schemes ( $\boldsymbol{A}_{0}, \boldsymbol{A}_{1}, \boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ ) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Par. | Public key | Relation | $\gamma$ in GapSVP ${ }_{\gamma}$ | Comm. cost | Errors |
|  | A <br> (A) <br> A | $\begin{aligned} & \boldsymbol{A}_{0}, \boldsymbol{A}_{1} \\ & \boldsymbol{u} \\ & \boldsymbol{A}, \boldsymbol{u} \\ & \boldsymbol{u} \end{aligned}$ | $\begin{aligned} & \boldsymbol{A}_{0} \boldsymbol{e}=\mathbf{0} \text { or } \boldsymbol{A}_{1} \boldsymbol{e}=\mathbf{0} \\ & \boldsymbol{A} \boldsymbol{e}=\boldsymbol{u} \\ & \boldsymbol{A} \boldsymbol{e}=\boldsymbol{u} \\ & \boldsymbol{A} \boldsymbol{e}=\boldsymbol{u} \text { and } w_{H}(\boldsymbol{e})=w \end{aligned}$ | $\begin{aligned} & \tilde{O}\left(n^{1.5}\right) \\ & \tilde{O}\left(n^{1.5}\right) \\ & \tilde{O}\left(n^{2}\right) \\ & \tilde{O}(n) \end{aligned}$ | $\begin{aligned} & t \cdot \tilde{O}(n) \\ & t \cdot \tilde{O}(n) \\ & t \cdot \tilde{O}(n) \\ & t \cdot \tilde{O}(n) \end{aligned}$ | $\begin{array}{\|l\|} \hline 1 \text {-sided } \\ 1 \text {-sided } \\ 2 \text {-sided } \\ 1 \text {-sided } \end{array}$ |
| Ideal-Lattice-based ID schemes ( $\mathbf{f}=x^{n}+1$ and $\left.\check{\boldsymbol{a}}_{0}, \breve{\boldsymbol{a}}_{1}, \check{\boldsymbol{a}} \in R_{\mathbf{f}, q}^{m}\right)$ |  |  |  |  |  |  |
|  | Par. | Public key | Relation | $\gamma$ in $\mathbf{f - S V P}{ }_{\gamma}^{\infty}$ | Comm. cost | Errors |
| $\begin{aligned} & \text { MV-ID }{ }_{\mathrm{C} / / L, \mathrm{p}}^{+} \text {MV03] } \\ & \text { MV-ID }+\mathrm{C//L,p} \\ & \text { Ly08-ID } \\ & \text { St-ID/IL,p Lyu08a } \\ & \text { Ly09-IL } \text { KTX08 } \text { Lyu09 } \end{aligned}$ | $\check{a}$ <br> (a) <br> $\check{a}$ <br> (a) | $\begin{aligned} & \check{a}_{0}, \check{a}_{1} \\ & \mathbf{u} \\ & \check{a}, \mathbf{u} \\ & \mathbf{u} \\ & \check{a}, \mathbf{u} \end{aligned}$ | $\begin{aligned} & \check{\boldsymbol{a}}_{0} \check{\boldsymbol{e}}=0 \text { or } \check{\boldsymbol{a}}_{1} \check{\boldsymbol{e}}=0 \\ & \check{\boldsymbol{a}} \check{\boldsymbol{e}}=\mathbf{u} \\ & \check{\boldsymbol{a}} \check{\boldsymbol{e}}=\mathbf{u} \\ & \check{\boldsymbol{a}} \check{\boldsymbol{e}}=\mathbf{u} \text { and } w_{H}(\check{\boldsymbol{e}})=w \\ & \check{\boldsymbol{a}} \check{\boldsymbol{e}}=\mathbf{u} \end{aligned}$ | $\begin{aligned} & \tilde{O}\left(n^{1.5}\right) \\ & \tilde{O}\left(n^{1.5}\right) \\ & \tilde{O}\left(n^{2}\right) \\ & \tilde{O}(n) \\ & \tilde{O}\left(n^{2}\right) \end{aligned}$ | $\begin{aligned} & t \cdot \tilde{O}(n) \\ & t \cdot \tilde{O}(n) \\ & t \cdot \tilde{O}(n) \\ & t \cdot \tilde{O}(n) \\ & t \cdot \tilde{O}(n) \end{aligned}$ | $\begin{aligned} & \text { 1-sided } \\ & \text { 1-sided } \\ & \text { 2-sided } \\ & 1 \text {-sided } \\ & \text { 2-sided } \end{aligned}$ |

Table 6.1: Comparisons among ID schemes. A secret key $s k$ is $\boldsymbol{e} \in D_{n}$. The factor $n$ denotes the security parameter. Assume that the protocols are repeated $t$ times in parallel for reducing errors. In MV-ID, we set $\delta=\sqrt{m}$ and $\delta=\sqrt{m n}$ with respect to $L=G L$ and $C / I L$, respectively.

The Lyubashevsky ID schemes: The assumption is strongest one. However, it attracts us by its low communication cost. In addition, the variant Ly09-ID yields a simple signature scheme by applying the Fiat-Shamir transform. See Chapter 11.

## 7

## Identity-based Identification

In this chapter, we show that the combination of the Micciancio-Vadhan identification with lattice-based signatures in Chapter 11 yields concurrently secure identitybased identification scheme in the random oracle model.

Organization: In Section 7.1, we review a model of identity-based identification (IBI) schemes and security notions of them. In Section 7.2, we construct IBIs and prove their security.

### 7.1 Definitions

### 7.1.1 Model of Identity-Based Identification Schemes

Identity-based cryptosystems (precisely, encryption and signature schemes) are proposed by Shamir [Sha85]. First, a master generates the public parameters and corresponding master's secret key. Each user has no public key but identity. They use an identity instead of public key in the cryptosystem. Notice that anyone of user obtains its secret key from the master, called as user's secret key.

On identity-based identification, the prover has a user secret key as its auxiliary input and the verifier is given the public parameter and prover's identity as input.

We adopt the definition by Bellare, Namprempre, and Neven [BNN09]. Formally, an identity-based identification scheme IBI is a quadruplet of algorithms (Setup, Ext, P, V).

Setup $\left(1^{n}\right)$ : A setup algorithm, given the security parameter $1^{n}$, outputs public parameters param and a master secret key msk.

Ext(msk,id): An extraction algorithm, given msk and an identity id, outputs a secret key $s k_{i d}$ for the identity $i d$.
$\mathrm{P}\left(\right.$ param, $\left.i d, s k_{i d}\right), \mathrm{V}($ param, $i d):(\mathrm{P}, \mathrm{V})$ is an interactive protocol. A prover algorithm P takes param, id, and $s k_{i d}$ as inputs. A verifier algorithm V takes param and id as inputs. At the end of interaction, V outputs 0 (reject) or 1 (accept).

We require the natural correctness condition; For any param generated by $\operatorname{Setup}\left(1^{n}\right)$ and $s k_{i d}$ generated by Ext(msk, id), the decision of $\mathrm{V}($ param,id) interacting with $\mathrm{P}\left(\right.$ param, $\left.i d, s k_{i d}\right)$ is 1 with probability 1 . That is, for any id

$$
\operatorname{Pr}\left[\begin{array}{ll} 
& (\text { param, } m s k) \leftarrow \operatorname{Setup}\left(1^{n}\right) ; \\
d e c=1: & s k_{i d} \leftarrow \operatorname{Ext}(m s k, i d) ; \\
& (t r, d e c) \leftarrow \operatorname{Run}\left[\mathrm{P}\left(\text { param }, i d, s k_{i d}\right) \leftrightarrow \mathrm{V}(\text { param }, i d)\right] ;
\end{array}\right]=1
$$

An IBI scheme IBI is said to be canonical if the protocol is 3-move and public coin as in Section 6.2.

### 7.1.2 Security Notions

The definition of security notions are almost identical to these of ID schemes. We describe the formal definition as follows. Consider the experiment $\operatorname{Exp}_{\mathrm{iBl}, \mathcal{A}}^{\text {imp-atk }}(n)$ between the challenger $C$ and the impersonator $\mathcal{A}=(\mathrm{CV}, \mathrm{CP})$, where atk $\in$ \{pa, aa, ca\}.
Experiment $\operatorname{Exp}_{\mathrm{IB} \mid, \mathcal{A}}^{\mathrm{imp} \text {-atk }}(n)$ :
Setup Phase: The challenger $C$ obtains (param,msk) $\leftarrow \operatorname{Setup}\left(1^{n}\right)$. Next, $C$ sets $H U, C U, T U \leftarrow \emptyset$ and $P S \leftarrow \emptyset$, where $H U, C U, T U$ and $P S$ denotes the set of honest users, corrupted users, target users, and provers' sessions, respectively. The impersonator CV is given the security parameter $1^{n}$, the system parameter param.
Learning Phase: The impersonator CV can query to the oracles Init, Extract, and Prov.

- The oracle Inıt receives an identity id. If $i d \in H U \cup C U \cup T U$ then return $\perp$. Otherwise, it obtains $s k_{i d} \leftarrow \operatorname{Ext}(m s k, i d)$, stores it into usk[id], and adds id to $H U$. Finally, return 1 to the adversary.
- The oracle Extract receives an identity $i d$. If $i d \notin H U$ then return $\perp$. Else, it adds id to $C U$, deletes $i d$ from $H U$, and returns $u s k[i d]$ to the adversary.
- The oracle Prov receives inputs $i d, s, M_{i n}$, where $s$ denotes the session identifier. This oracle changes its behavior in three attacks.
- If atk $=$ pa, it obtains $(t r, d e c) \leftarrow \operatorname{Run}\left[\mathrm{P}\left(\right.\right.$ param, $\left.i d, s k_{i d}\right) \leftrightarrow$ $\mathrm{V}($ param,$i d)]$ and returns $(t r, d e c)$ to the adversary.
- If atk $=$ aa, it runs as follows: If $i d \notin H U$ then return $\perp$. If $(i d, s) \notin P S$ then it sets $P S \leftarrow\{(i d, s)\}$, picks a random coin $\rho$, and sets a state of the prover $s t_{\mathrm{P}}[s] \leftarrow\left(\right.$ param, $\left.s k_{i d}, \rho\right)$. Next, it obtains $\left(M_{\text {out }}, s t_{\mathrm{P}}[i d, s]\right) \leftarrow \mathrm{P}\left(M_{\text {in }}, s t_{\mathrm{P}}[i d, s]\right)$. It returns $M_{\text {out }}$.
- If atk $=\mathrm{ca}$, it runs as follows: If $(i d, s) \notin P S$ then it adds $(i d, s)$ to $P S$ (that is, $P S \leftarrow P S \cup\{(i d, s)\}$ ), picks a random $\operatorname{coin} \rho$, and sets a state of the prover $s t_{\mathrm{P}}[i d, s] \leftarrow\left(\right.$ param, $\left.s k_{i d}, \rho\right)$. Next, it obtains $\left(M_{\text {out }}, s t_{\mathrm{P}}[i d, s]\right) \leftarrow \mathrm{P}\left(M_{\text {in }}, s t_{\mathrm{P}}[i d, s]\right)$. It returns $M_{\text {out }}$.
At the end of the phase CV outputs ( $i d^{*}, s t_{\mathrm{CP}}$ ).
Challenge Phase: Suppose that $C$ receives $\left(i d^{*}, s t_{\mathrm{CP}}\right)$ from CV. If $i d^{*} \notin$ $H U$, then $C$ outputs 0 and halts. Else, the challenger $C$ adds $i d^{*}$ to $T U$, deletes $i d^{*}$ from $H U$, and gives $s t_{\mathrm{CP}}$ to CP. Finally, the challenger obtains $(t r, d e c) \leftarrow \mathbf{R u n}\left[\mathrm{CP}\left(s t_{\mathrm{CP}}\right)^{\mathrm{Intt}, \text { Ехтваст,Prov }} \leftrightarrow \mathrm{V}(\right.$ param, id $\left.)\right]$ and returns dec.

Notice that if atk = pa the adversary could learn only transcripts between the legitimate prover and verifier. If atk $=a a$, the adversary could interact with the legitimate prover sequentially and has the power to abort the session. If atk $=\mathrm{ca}$, the adversary interact with the legitimate prover concurrently by indicating each interaction with session identifier.

Definition 7.1.1. Let $\mathrm{IBI}=($ Setup, Extract, $\mathrm{P}, \mathrm{V})$ be an IBI scheme, $\mathcal{A}=(\mathrm{CV}, \mathrm{CP})$ an impersonator, and $n$ a security parameter. We define the advantage of $\mathcal{A}$ as $\operatorname{Adv}_{\mathrm{IBI}, \mathcal{A}}^{\mathrm{imp} \text {-atk }}(n):=\operatorname{Pr}\left[\operatorname{Exp}_{\mid \mathrm{BI}, \mathcal{A}}^{\mathrm{imp}}(n)=1\right]$. We say that $\mid \mathrm{BI}$ is secure against impersonation under passive, active, and concurrent attacks if $\mathbf{A d v}_{\mathrm{IBI}, \mathcal{A}}^{\mathrm{imp}-\text {-atk }}(\cdot)$ is negligible for every polynomial-time adversary $\mathcal{A}$ where atk $=\mathrm{pa}$, aa, ca, respectively.

### 7.2 Identity-based Identification Schemes

An intuitive explanation of a well-known strategy to construct an IBI scheme is as follows: A master generates $(v k, s k)$ which is a verification and a signing keys of a signature scheme. It publishes $v k$ and keeps $s k$ secret. If a user queries with $i d$, then the master returns a signature $\sigma$ on id. As identification, the user proves possession of $\sigma$ using some protocol. We note that Bellare, Namprempre, and Neven [BNN09] also gave the general construction of IBIs from any identification scheme and any signature scheme. For more information on generic constructions, see [KH04, BNN09, YCW ${ }^{+}$07].

They are several identity-based identification schemes based on number theoretic problems. However, we know a few IBI schemes based on the combinatorial problems with security proofs. The one is that by Cayrel, Gaborit, Galindo, and Girault [CGDG09] (see also [CGG07]) based on the coding problems, which consists of the Courtois-Finiasz-Sendrier signature scheme [CFS01] and Stern's ID scheme Section 6.6). The other is one by Stehlé, Steinfeld,

Tanaka, and Xagawa [SSTX09], which is obtained by combining the Gentry-Peikert-Vaikuntanathan (GPV) signature scheme [GPV08] (Section 11.3) and the Micciancio-Vadhan (MV) protocol Section 6.3).

We now give a brief review of the GPV signature scheme (For the details, Chapter 10 and Section 11.3). Roughly speaking, the public key is $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ and the secret key is a short basis $\boldsymbol{T} \in \mathbb{Z}^{m \times m}$ of a lattice $\Lambda=\Lambda_{q}^{\perp}(\boldsymbol{A})$ such that $\|\tilde{\boldsymbol{T}}\| \leq L$. If such basis is known, one can sample $D_{\Lambda, s, t}$ with $s=L \cdot \omega(\sqrt{\log n})$ and for any $t \in \mathbb{R}^{m}$ (see Chapter 10). This indicates the trapdoor $\boldsymbol{T}$ allows us to sample $\boldsymbol{e} \leftarrow D_{\Lambda, s}$ conditioned on $\boldsymbol{u}=h_{\boldsymbol{A}}(\boldsymbol{e})$. Notice that the sample $\boldsymbol{e}$ has a norm at most $s \sqrt{m}$ with overwhelming probability.

We follow the above general strategy to construct lattice-based IBIs: Master's key pair is $(v k=\boldsymbol{A}, s k=\boldsymbol{T})$. A signature on $i d$ is $\sigma=\boldsymbol{e}$ such that $\boldsymbol{A} \boldsymbol{e} \equiv H(i d)$ $(\bmod q)$ and $\boldsymbol{e} \in D_{n}=\left\{\boldsymbol{e} \in \mathbb{Z}^{m} \mid\|\boldsymbol{e}\| \leq s \sqrt{m}\right\}$. We then use the MV protocol for a proof of signature possession. Since the signature schemes are secure under the worst-case hardness of lattice problems and the MV protocol is witness indistinguishable and proof-of-knowledge, the IBI schemes also enjoy the concurrent security in the random oracle model.

Scheme 7.2.1 (LIBI [SSTX09]). See GPV-FDH = (Setup, KeyGen, Sign, Ver) in Section 11.3. Let $(\mathrm{P}, \mathrm{V})$ be the prover and the verifier in the scheme $\mathrm{MV}_{\mathrm{GL}}^{+}$. Let $H:\{0,1\}^{*} \rightarrow \mathbb{Z}_{q}^{n}$ be the random oracle which is used in GPV-FDH. The IBI scheme LIBI $=\left(\right.$ Setup ${ }^{\prime}$, Ext $\left.^{\prime}, \mathrm{P}^{\prime}, \mathrm{V}^{\prime}\right)$ is defined as follows:

Setup $\left(1^{n}\right)$ : Given the security parameter $1^{n}$, the setup algorithm obtains $(\boldsymbol{A}, \boldsymbol{T}) \leftarrow \operatorname{KeyGen}\left(1^{n}\right)$, where $\boldsymbol{A}$ is almost uniformly distributed over $\mathbb{Z}_{q}^{n \times m}$ and $\boldsymbol{T}$ is a short basis of $\Lambda_{q}^{\perp}(\boldsymbol{A})$ such that $\|\tilde{\boldsymbol{T}}\| \leq L$ for some $L$. It outputs $($ param,$m s k)=(\boldsymbol{A},(\boldsymbol{A}, \boldsymbol{T}))$.
$\operatorname{Ext}^{\prime}((\boldsymbol{A}, \boldsymbol{T}), i d):$ Given an identity $i d$, it outputs $\boldsymbol{e} \leftarrow \operatorname{Sign}((\boldsymbol{A}, \boldsymbol{T}), i d)$ such that $\|\boldsymbol{e}\|$ is short $\left(\|\boldsymbol{e}\| \leq d_{2}=s \sqrt{m}\right)$ and $\boldsymbol{A} \boldsymbol{e} \equiv H(i d) \bmod q$.
$\mathrm{P}^{\prime}$ and $\mathrm{V}^{\prime}$ : The common inputs are $\boldsymbol{A}$ and $i d$. Prover's auxiliary input is $\boldsymbol{e}$. Let us define $\boldsymbol{u}=H(i d) \in \mathbb{Z}_{q}^{n}$. They are the same as P and V with parameter $d_{2}$ in the MV protocol.

Theorem 7.2.2. The obtained IBI scheme is concurrently secure in the random oracle model if $\mathrm{SIS}_{q, m, O\left(\sqrt{m} \cdot d_{2}\right)}^{2}$ is hard on the average, where $d_{2}=L \sqrt{m} \cdot \omega(\sqrt{\log n})$.

The GPV signature scheme [GPV08] with the Alwen-Peikert construction in Chapter 11yields that $L=O(\sqrt{n \log q})$ when $m=(5+3 \delta) n \log q$ for some constant $\delta>0$. Thus, the security of the IBI scheme is reduced to $\operatorname{SIVP}_{\gamma}$ for $\gamma=\tilde{O}\left(n^{2}\right)$.

In addition, if we replace the GPV signature scheme with the Bonsai signature schemes in Section 11.7, the IBI schemes (and hierarchy IBI scheme) in the standard model are obtained. If we employ the ideal-lattice-based signature schemes, we also obtain the ideal-lattice-based IBI (and hierarchy IBI) schemes which are concurrently secure.

## 8

## Ring Identification

Organization: Section 8.1 introduces rind identification. Section 8.2 defines a model and security notions of rind identification schemes. Section 8.3 gives details of the Kawachi-Tanaka-Xagawa ring identification schemes.

### 8.1 Introduction

Dodis, Kiayias, Nicolosi, and Shoup introduced new identification, under the name ad hoc anonymous identification (AID) [DKNS04], which are identification versions of ring signature ${ }^{11}$. We call this new identification "ring identification scheme" rather than "ad hoc anonymous identification scheme" for simplification of the name and stress of the relation to ring signature.

An RID scheme allows a user to anonymously prove his/her membership in a ring, which is the set of public keys, if and only if the user is an actual member of the ring. We use the term "ring" instead of "group," since we want to stress that the ring is formed in an ad hoc fashion, without help of the group manager. Hence, we then assume that every user registers his/her public key to the public key infrastructure.

RID schemes: By taking OR of $l$ statements [DSDCPY94], we can straightforwardly obtain an $\mathrm{MV}_{\mathrm{GL}}^{+}$-based RID scheme, whose security is based on the worstcase hardness of lattice problem. The prover and the verifier have the common input $p k_{1}, \ldots, p k_{l}$. The prover convinces the verifier that he/she has a secret key corresponding to one of public keys, $p k_{i}$.

[^4]However, this simple modification requires a large overhead cost involving the size of the ring. Let $l$ be the number of the members in the ring and $n$ the security parameter. The protocol is run in $t$ times in parallel to reduce the errors. The communication costs of the $\mathrm{MV}_{\mathrm{GL}}^{+}$-based scheme is $t l \cdot \tilde{O}(n)$. The size of the ring is $l \cdot \tilde{O}\left(n^{2}\right)$ in the modified versions of $\mathrm{MV}_{\mathrm{GL}}^{+}$.

On RID schemes, the KTX ring identification schemes KTX-RID ${ }_{\mathrm{GL}}$ by Kawachi et al. [KTX08] require many vectors proportional to the member of the ring, while the $\mathrm{MV}_{\mathrm{GL}}^{+}$-based scheme requires many matrices proportional to the size of the group (see Table 6.1). Additionally, the communication cost of KTX-RID ${ }_{\mathrm{GL}}$ is $t \cdot \tilde{O}(n+l)$, while those in the $\mathrm{MV}_{\mathrm{GL}}^{+}$-based is $t l \cdot \tilde{O}(n)$.

### 8.2 Definitions

### 8.2.1 Model of Ring Identification Schemes

An RID scheme is a sextuplet of algorithms RID = (Setup, Reg, RPKC, RSKC, P, V):

Setup $\left(1^{n}\right)$ : A setup algorithm, given the security parameter $1^{n}$, outputs public parameters param.
Reg(param, $i$ ): A key-generation algorithm, given param and user identity $i$, outputs a pair of a public key and a secret key $\left(p k_{i}, s k_{i}\right)$. This models the key registration procedure.
$\operatorname{RPKC}\left(\right.$ param, $\left.R=\left(p k_{i_{1}}, \ldots, p k_{i_{l}}\right)\right)$ : A ring public-key construction algorithm, given the public parameters param, a ring of public keys $R=\left(p k_{i_{1}}, \ldots, p k_{i_{l}}\right)$, outputs a ring public key rpk.
$\operatorname{RSKC}\left(\right.$ param, $\left.R=\left(p k_{i_{1}}, \ldots, p k_{i_{l}}\right), s k_{i_{k}}\right)$ : A ring secret-key construction algorithm, given param, $R=\left(p k_{i_{1}}, \ldots, p k_{i_{l}}\right)$, and one of corresponding secret key $s k_{i_{k}}$, outputs a ring secret key $r s k$.
$\mathrm{P}($ param, rpk, $r s k), \mathrm{V}($ param, $r p k):(\mathrm{P}, \mathrm{V})$ is an interactive protocol. A prover algorithm P takes param, $r p k$, and $r s k$ as inputs. A verifier algorithm V takes param and rpk as inputs. At the end of interaction, V outputs 0 (reject) or 1 (accept).

Correctness: As in the definition of ID schemes, we require the natural correctness condition; For any param, $\left\{\left(p k_{i}, s k_{i}\right)\right\}_{i=1, \ldots, l}, r p k$, and $r s k$ generated by $\operatorname{Setup}\left(1^{n}\right), \operatorname{Reg}($ param $), \operatorname{RPKC}\left(\left\{p k_{i}\right\}_{i=1, \ldots, l}, s k_{k}\right)$, and $\operatorname{RSKC}\left(\left\{p k_{i}\right\}_{i=1, \ldots, l}, s k_{k}\right)$, the decision of $\mathrm{V}($ param, rpk) interacting with $\mathrm{P}($ param, $r p k, r s k)$ is 1 with probability 1 . That is, for any polynomial $Q=Q(n)$ and $\left\{i_{1}, \ldots, i_{l}\right\} \subseteq\{1,2, \ldots, Q\}$, and
$k \in\{1, \ldots, l\}$,

$$
\operatorname{Pr}\left[\begin{array}{ll} 
& \operatorname{param} \leftarrow \operatorname{Setup}\left(1^{n}\right) ; \\
& \left(p k_{i}, s k_{i}\right) \leftarrow \operatorname{Reg}(\text { param,i) for } i=1, \ldots, Q ; \\
d e c=1: & r p k \leftarrow \operatorname{RPKC}\left(\text { param },\left\{p k_{i}\right\}_{i=i_{1}, \ldots, i_{l}}\right) ; \\
& r s k \leftarrow \operatorname{RSKC}\left(\text { param },\left\{p k_{i}\right\}_{\left.i=i_{1}, \ldots, i_{l}, s k_{i_{k}}\right) ;}\right. \\
& (t r, d e c) \leftarrow \operatorname{Run}[\mathrm{P}(\text { param }, r p k, r s k) \leftrightarrow \mathrm{V}(\text { param, } r p k)] ;
\end{array}\right]=1 .
$$

### 8.2.2 Security Notions

There are two goals for security of RID schemes: Security against impersonation and anonymity.

Dodis et al. formally defined security against impersonation under passive attack. They mentioned the definition of security against impersonation under concurrent attack. However, they did not give the formal definition (see DKNS04, Section 3.2]). Thus, we define the security notion with respect to concurrent attack. In the setting of chosen-group attack, the adversary could force the prover to prove the membership in an arbitrary group if the prover is indeed a member of the group. Additionally, concurrent attack allows the cheating verifier to interact with the clones of any provers. Also, they allow the cheating prover to interact with the clones of provers, but prohibit it from interacting with the target provers. We say RID is secure against impersonation under concurrent chosen-group attack, if any polynomial-time adversary cannot impersonate the legitimate prover in the above settings.

The security notion, anonymity against full key exposure, captures the property that an adversary cannot distinguish two transcripts even if the adversary has the secret keys of all the members. We say RID is anonymous against full key exposure if any polynomial-time adversary cannot distinguish two provers with a common set of public keys even though the adversary generates all keys of the set.

Security against impersonation: In the setting of chosen-group attack, the adversary could force the prover to prove the membership in an arbitrary ring if the prover is indeed a member of the ring. Additionally, concurrent attack allows the cheating verifier to interact with the clones of any provers. Also, they allow the cheating prover to interact with the clones of provers, but prohibit it from interacting with anyone of the target provers. Notice that this condition prevents the adversary a simple Man-in-the-Middle attack.

We describe the formal definition of the security as follows. Consider the following experiment $\mathbf{E x p}_{\mathrm{RID}, \mathcal{I}}^{\mathrm{imp}-\mathrm{cg}}(n)$ between the challenger and the impersonator $I=(C V, C P)$, where atk $\in\{\mathrm{pa}, \mathrm{aa}, \mathrm{ca}\}$.
Experiment Exp $\operatorname{ExID}, \mathcal{A}_{\text {imp-cg-atk }}^{\text {R }}(n)$ :
Setup Phase: The challenger obtains param $\leftarrow \operatorname{Setup}\left(1^{n}\right)$ and initializes $H U, C U, T U, P S \leftarrow \emptyset$, where $H U, C U$, and $T U$ denote the sets of hon-
est users, corrupted users, and target users, respectively, and $P S$ denotes the set of prover's sessions. The impersonator CV is given the security parameter $1^{n}$ and the system parameter param.
Learning Phase: The impersonator CV can query to the three oracles Init, Corr, and Prov.

- The oracle Init receives input $i$. If $i \in H U \cup C U \cup T U$ then returns $\perp$. Otherwise, it obtains $\left(p k_{i}, s k_{i}\right) \leftarrow \operatorname{Reg}\left(\right.$ param, $\left.i ; r_{i}\right)$, adds $i$ to $H U$, and provides $\mathcal{A}$ with $p k_{i}$.
- The oracle Corr receives input $i$. If $i \notin H U \backslash T U$ then returns $\perp$. Otherwise, it adds $i$ to $C U$, deletes $i$ in $H U$, and returns $r_{i}$ to $\mathcal{A}$.
- The oracle Prov receives some inputs. This oracle changes its behavior in three attacks.
- If atk $=$ pa, it receives inputs $R=\left(p k_{i_{1}}, \ldots, p k_{i_{i}}\right)$ and $i_{k}$. If $p k_{i_{k}} \notin R$ then returns $\perp$. (The public keys in $R$ need not to be registered.) If the check is passed, it obtains $r p k \leftarrow \operatorname{RPKC}($ param,$R)$ and $r s k \leftarrow \operatorname{RSKC}\left(\right.$ param $\left., R, s k_{i_{k}}\right)$, and $(t r, d e c) \leftarrow \operatorname{Run}[\mathrm{P}($ param $, r p k, r s k) \leftrightarrow \mathrm{V}($ param, $r p k)]$. It returns ( $t r, d e c$ ) to the adversary.
- If atk $=$ aa, it receives inputs $R=\left(p k_{i 1}, \ldots, p k_{i l}\right), i_{k}, s$, and $M_{i n}$. If $p k_{i_{k}} \notin R$ or $i_{k} \notin H U \backslash T U$ then returns $\perp$. (The public keys in $R$ need not to be registered.) If the checks are passed, it obtains $r p k \leftarrow \operatorname{RPKC}($ param, $R$ ) and $r s k \leftarrow$ RSKC (param, $R, s k_{i_{k}}$ ). If ( $R, i_{k}, s$ ) $\notin P S$ then it sets $P S \leftarrow$ $\left\{\left(R, i_{k}, s\right)\right\}$ to $P S$, picks a random $\operatorname{coin} \rho$, and sets a state of the prover $s t_{\mathrm{P}}\left[\left(R, i_{k}, s\right)\right] \leftarrow\left(\operatorname{param}, R, r p k, r s k, s k_{i_{k}}, \rho\right)$. Next, it obtains $\left(M_{\text {out }}, s t_{\mathrm{P}}\left[\left(R, i_{k}, s\right)\right]\right) \leftarrow \mathrm{P}\left(M_{\text {in }}, s t_{\mathrm{P}}\left[\left(R, i_{k}, s\right)\right]\right)$. Finally, it returns $M_{\text {out }}$.
- If atk $=\mathrm{ca}$, it receives inputs $R=\left(p k_{i_{1}}, \ldots, p k_{i_{I}}\right), i, s$, and $M_{i n}$. If $p k_{i_{k}} \notin R$ or $i_{k} \notin H U \backslash T U$ then returns $\perp$. (The public keys in $R$ need not to be registered.) If the checks are passed, it obtains $r p k \leftarrow \operatorname{RPKC}\left(\right.$ param, $R$ ) and $r s k \leftarrow \operatorname{RSKC}$ (param, $R, s k_{i_{k}}$ ). If $\left(R, i_{k}, s\right) \notin P S$ then it adds $\left(R, i_{k}, s\right)$ to $P S(P S \leftarrow P S \cup$ $\left.\left\{\left(R, i_{k}, s\right)\right\}\right)$, picks a random coin $\rho$, and sets a state of the prover $\operatorname{st\mathrm {P}}\left[\left(R, i_{k}, s\right)\right] \leftarrow\left(\right.$ param, $\left.R, r p k, r s k, s k_{i_{k}}, \rho\right)$. Next, it obtains $\left(M_{\text {out }}, s t_{\mathrm{P}}\left[\left(R, i_{k}, s\right)\right]\right) \leftarrow \mathrm{P}\left(M_{\text {in }}, s t \mathrm{P}\left[\left(R, i_{k}, s\right)\right]\right)$. Finally, it returns $M_{\text {out }}$.
Challenge Phase: CV outputs a set of public keys $R_{t}=\left(p k_{i_{1}}, \ldots, p k_{i l}\right)$ and $s_{\mathrm{CP}}$. If the indexes of the keys $\left\{i_{1}, \ldots, i_{l}\right\} \nsubseteq H U$ then the challenger outputs 0 and halts. Otherwise, the challenger sets $T U \leftarrow\left\{i_{1}, \ldots, i_{l}\right\}$ and gives stcp to CP. CP can query to the oracles Init, Corr, and Prov as in the learning phase. Finally, the challenger obtains ( $t r, d e c$ ) $\leftarrow$
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$$
\operatorname{Run}\left[\mathrm{CP}\left(s_{\mathrm{CP}}\right)^{\mathrm{Intr}, \mathrm{Corr}, \operatorname{Prov}} \leftrightarrow \mathrm{~V}\left(\text { param, } R_{t}\right)\right] \text { and outputs dec. }
$$

Definition 8.2.1. Let RID be an RID scheme and $\mathcal{A}=(\mathrm{CV}, \mathrm{CP})$ an impersonator. Let $n$ be a security parameter. The advantage of $\mathcal{A}$ in attacking RID is defined by

$$
\mathbf{A d v}_{\mathrm{RID}, \mathcal{A}}^{\mathrm{imp} \text {-cg-atk }}(n)=\operatorname{Pr}\left[\mathbf{E x p}_{\mathrm{RID}, \mathcal{A}}^{\mathrm{imp} \text {-cg-atk }}(n)=1\right]
$$

We say that RID is secure against impersonation under passive/active/concurrent chosen-group attack if $\mathbf{A d} \mathbf{v}_{\text {RID, } \mathcal{A}}^{\mathrm{imp} \text {-atk }}(\cdot)$ is negligible for every polynomial-time adversary $\mathcal{A}$, where atk $=\mathrm{pa}$, aa, ca, respectively.

Anonymity against full key exposure: Anonymity against full key exposure for an RID scheme RID is defined by using the following experiment $\operatorname{Exp}_{\text {RID, }}^{\operatorname{an}} \mathrm{A} \mathrm{fke}(n)$ between a challenger and adversary $\mathcal{A}$ :
Experiment $\operatorname{Exp}_{\mathrm{RID}, \mathcal{A}}^{\text {anon-fke }}(n)$ :
Setup Phase: The challenger runs the algorithm Setup with input $1^{n}$ and obtains param. The adversary $\mathcal{A}$ is given the system parameter param.
Challenge Phase: $\mathcal{A}$ requests a challenge by sending to the challenger the values $\left(\left(p k_{i_{0}}, s k_{i_{0}}\right),\left(p k_{i_{1}}, s k_{i_{1}}\right), R\right)$. Here the set of public keys $R$ contains $p k_{i_{0}}$ and $p k_{i_{1}}$, and ( $p k_{i_{0}}, s k_{i_{0}}$ ) and ( $p k_{i_{1}}, s k_{i_{1}}$ ) are valid key pairs. The challenger chooses a random bit $b \in\{0,1\}$ and runs the protocol as a prover who has $s k_{i_{b}} .\left(t r, b^{*}\right) \leftarrow \operatorname{Run}\left[\mathrm{P}\left(\right.\right.$ param $\left.\left., R, s k_{i_{b}}\right) \leftrightarrow \mathcal{A}\right]$. If $b=b^{*}$ the challenger returns 1 , otherwise returns 0 .

Definition 8.2.2. Let RID be an RID scheme, $\mathcal{A}$ an adversary, and $n$ a security parameter. The advantage of $\mathcal{A}$ in attacking RID is defined by

$$
\operatorname{Adv}_{\mathrm{RID}, \mathcal{A}}^{\text {anon-fke }}(n):=\left|\operatorname{Pr}\left[\mathbf{E x p}_{\mathrm{RID}, \mathcal{A}}^{\text {anon-fke }}(n)=1\right]-\frac{1}{2}\right|
$$

We say that RID has anonymity with full key exposure if $\mathbf{A d v}_{\mathrm{RID}, \mathcal{A}}^{\text {anon-fke }}(\cdot)$ is negligible for every polynomial-time $\mathcal{A}$.

### 8.3 The Kawachi-Tanaka-Xagawa Ring Identification Schemes

We review the Kawachi-Tanaka-Xagawa RID scheme based on GapSVP. First, we sketch a basic idea for our construction: Let $\boldsymbol{A}$ be a system parameter. Each user has a secret key $\boldsymbol{e}_{i} \in \mathcal{S}(m, w)$ and a public key $\boldsymbol{u}_{i}=\boldsymbol{A} \boldsymbol{e}_{i} \bmod q$. In the RID scheme, a group is specified by a set of public keys $\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{l}\right)$ of the members. Let $\boldsymbol{i}_{i, l}$ denote an $l$-dimensional vector $(0, \ldots, 0,1,0, \ldots, 0)$ whose $i$-th element is 1 . The prover in the group, who has a secret key $\boldsymbol{e}_{i}$, wants convinces the verifier that he/she knows that $\boldsymbol{e}^{\prime}:=\boldsymbol{e}_{i} \circ-\boldsymbol{i}_{i, l}$ such that $\left[\boldsymbol{A} \boldsymbol{u}_{1} \ldots \boldsymbol{u}_{l}\right] \boldsymbol{e}^{\prime}=\mathbf{0}$ and $\boldsymbol{e}_{i} \in \mathcal{S}(m, m / 2)$. Changing the parameters and using Stern's protocol, the prover can convinces the
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verifier that he/she has $\boldsymbol{e}^{\prime}$ such that $\left[\boldsymbol{A} \boldsymbol{u}_{1} \ldots \boldsymbol{u}_{l}\right] \boldsymbol{e}^{\prime}=\mathbf{0}$, the numbers of +1 in $\boldsymbol{e}^{\prime}$ is $m / 2$, and the numbers of -1 in $\boldsymbol{e}^{\prime}$ is 1 . Additionally, we force the prover to prove that $\boldsymbol{e}^{\prime}$ is in the form $\boldsymbol{e}^{\prime}=\boldsymbol{e}_{i} \circ-\boldsymbol{i}_{i, l}$. To do so, Kawachi et al. divided a permutation $\pi$ in Step P1 into two permutations.

Let $\pi_{h}$ be a permutation over $[m]$ and $\pi_{t}$ be a permutation over [ $\left.l\right]$. For a permutation $\pi$ over $[m+l]$, we denote $\pi=\pi_{h} \odot \pi_{t}$ if

$$
\pi=\left(\begin{array}{cccc}
1 & 2 & \cdots & m \\
\pi_{h}(1) & \pi_{h}(2) & \cdots & \pi_{h}(m)
\end{array}\right) \cdot\left(\begin{array}{cccc}
m+1 & m+2 & \cdots & m+l \\
m+\pi_{t}(1) & m+\pi_{t}(2) & \cdots & m+\pi_{t}(l)
\end{array}\right) .
$$

For any $\pi_{h}$ and $\pi_{t}$, we have $\left(\pi_{h} \odot \pi_{t}\right)^{-1}=\pi_{h}^{-1} \odot \pi_{t}^{-1}$. For any $\boldsymbol{e}_{h} \in \mathbb{Z}^{m}$ and $\boldsymbol{e}_{t} \in \mathbb{Z}^{l}$, if $\pi=\pi_{h} \odot \pi_{t}$ then $\pi\left(\boldsymbol{e}_{h} \circ \boldsymbol{e}_{t}\right)=\pi_{h}\left(\boldsymbol{e}_{h}\right) \circ \pi_{t}\left(\boldsymbol{e}_{t}\right)$.

### 8.3.1 Description

We here construct an RID scheme KTX-RID GL,* based on GapSVP. Similarly to the ID scheme $\mathrm{St}_{-\mathrm{ID}}^{\mathrm{GL}, *}+$ in Section 6.7, the protocol is repeated $t=\omega(\log n)$ times in parallel to achieve exponentially small soundness error. As in the previous section, we hide randomness in $\mathrm{Com}_{\boldsymbol{A}}$.

Scheme 8.3.1 $\left(\mathrm{KTX}^{-R I D} \mathrm{GL}_{\mathrm{G}, \mathrm{p}}\right)$. All the participants agree with the parameters $m=$ $m(n), q=q(n)$, and $w=w(n)$.

Setup $\left(1^{n}\right)$ : The same as Setup of the protocol in Section 6.7.
$\operatorname{Reg}(A, i)$ : The same as KG of the protocol in Section 6.7
$\operatorname{RPKC}\left(\boldsymbol{A}, R=\left(\boldsymbol{u}_{i_{1}}, \ldots, \boldsymbol{u}_{i_{l}}\right)\right)$ : Output $\boldsymbol{A}^{\prime}=\left[\boldsymbol{A} \boldsymbol{u}_{i_{1}} \ldots \boldsymbol{u}_{i_{l}}\right] \in \mathbb{Z}_{q}^{n \times(m+l)}$.
$\operatorname{RSKC}\left(\boldsymbol{A}, R=\left(\boldsymbol{u}_{i_{1}}, \ldots, \boldsymbol{u}_{i_{l}}\right), \boldsymbol{e}_{i_{k}}\right):$ Output $\boldsymbol{e}^{\prime}=\boldsymbol{e}_{i_{k}} \circ-\boldsymbol{i}_{k, l} \in\{0,1\}^{m} \times-\mathcal{S}(l, 1)$.
$P$ and $V$ : The common inputs are $\boldsymbol{A}$ and $\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{l}\right)$. The prover's auxiliary input is $\boldsymbol{e}_{i}$ for some $i \in[l]$. Let $\boldsymbol{A}^{\prime}:=\left[\boldsymbol{A} \boldsymbol{u}_{1} \ldots \boldsymbol{u}_{l}\right]$ and $\boldsymbol{e}:=\boldsymbol{e}_{i} \circ-\boldsymbol{i}_{i . l}$. We write Com instead of $\mathrm{Com}_{\boldsymbol{A}}$ for ease of notation. Formally, they interact as follows:
Step P1: Choose random permutations $\pi_{h}$ over [ $m$ ] and $\pi_{t}$ over [l]. Let $\pi=\pi_{h} \odot \pi_{t}$. Choose a random vector $\boldsymbol{r} \in \mathbb{Z}_{q}^{m+l}$. Send commitments $c_{1}, c_{2}$, and $c_{3}$ as

- $c_{1}=\operatorname{Com}\left(\pi_{h}, \pi_{t}, \boldsymbol{A}^{\prime} \boldsymbol{r}\right)$,
- $c_{2}=\operatorname{Com}(\pi(\boldsymbol{r}))$,
- $c_{3}=\operatorname{Com}(\pi(\boldsymbol{e}+\boldsymbol{r}))$.

Step V1 Send a random challenge $c h \in\{1,2,3\}$ to $P$.

## Step P2

- If $c h=1$, reveal $c_{2}$ and $c_{3}$. Send $\boldsymbol{w}=\pi(\boldsymbol{e})$ and $\boldsymbol{x}=\pi(\boldsymbol{r})$.
- If $c h=2$, reveal $c_{1}$ and $c_{2}$. Send $\phi_{h}=\pi_{h}, \phi_{t}=\pi_{t}$, and $\boldsymbol{y}=\boldsymbol{e}+\boldsymbol{r}$.
- If $c h=3$, reveal $c_{1}$ and $c_{3}$. Send $\psi_{h}=\pi_{h}, \psi_{t}=\pi_{t}$, and $z=r$.

Step V2

- If $c h=1$, check that $c_{2}=\operatorname{Com}(\boldsymbol{x}), c_{3}=\operatorname{Com}(\boldsymbol{w}+\boldsymbol{x})$, and $\boldsymbol{w}$ is in the form $\boldsymbol{w}_{h} \circ-\boldsymbol{i}_{j, l}$ for some $j$ and $\boldsymbol{w}_{h} \in \mathcal{S}(m, w)$.
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- If $c h=2$, check that $c_{1}=\operatorname{Com}\left(\phi_{h}, \phi_{t}, \boldsymbol{A}^{\prime} \boldsymbol{y}\right)$ and $c_{3}=\operatorname{Com}\left(\left(\phi_{h} \odot\right.\right.$ $\left.\left.\phi_{t}\right)(\boldsymbol{y})\right)$.
- If $c h=3$, check that $c_{1}=\operatorname{Com}\left(\psi_{h}, \psi_{t}, \boldsymbol{A}^{\prime}\right)$ and $c_{2}=\operatorname{Com}\left(\left(\psi_{h} \odot\right.\right.$ $\left.\psi_{t}\right)(z)$ ).
Output $d e c=1$ if all checks are passed, otherwise output $d e c=0$.


### 8.3.2 Security Proof

The security of the above protocol is stated as follows.
Theorem 8.3.2. Let $m=m(n)$ and $q=q(n)$ be polynomially bounded functions satisfying the conditions that $m \geq 2(1+\delta) n \log q$ for some constant $\delta>0$ and $q^{n} /|\mathcal{S}(m, w)|$ is negligible in $n$. Assume that there exists an impersonator $\mathcal{A}$ that succeeds impersonation under concurrent chosen-group attack with non-negligible probability. Then there exists a probabilistic polynomial-time algorithm $\mathcal{A}$ that solves SIS ${ }_{q}^{2}$

Combining Theorem 8.3.2 with Theorem 2.4.9, we obtain the following theorem.
Theorem 8.3.3. For any $m(n)=\Theta(n \log n)$, there exist $q(n)=\operatorname{poly}(n), w(n)=$ $\omega(\log n)$, and $\gamma(n)=O(n \sqrt{\log n})$ such that $q^{n} /|\mathcal{S}(m, w)|$ is negligible in $n$ and the above scheme is secure against impersonation under concurrent chosen-group attack if $\mathrm{SIVP}_{\gamma}^{2}$ is hard in the worst case.

The statistical anonymity of the above scheme follows from witness indistinguishability of the protocol.

Proof of Theorem 8.3.2 We will construct $\mathcal{A}$ solving $\operatorname{SIS}_{q, m, \sqrt{m}}$ with nonnegligible probability by using an impersonator $\mathcal{I}$ which succeeds impersonation with non-negligible probability.

The algorithm $\mathcal{A}$, given input $\boldsymbol{A}$, feeds $\boldsymbol{A}$ to the impersonator $\mathcal{I}$. In the experiment, the impersonator $\mathcal{I}$ will call Init, Corr, and Prov. If $I$ calls Init with input $i$, then $\mathcal{A}$ chooses $\boldsymbol{e}_{i}$ at random, computes $\boldsymbol{u}_{i}:=\boldsymbol{A} \boldsymbol{e}_{i}$, and returns $\boldsymbol{u}_{i}$ to $\mathcal{I}$. $\mathcal{A}$ can simulate the oracles Corr and Prov, since $\mathcal{A}$ has the secret key $\boldsymbol{e}_{i}$ corresponding to the public key $\boldsymbol{u}_{i}$.

At the end of the experiment, $\mathcal{I}$ will impersonate the one in a ring $R=$ $\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{l}\right)$. Rewinding $\mathcal{I}$ three times, $\mathcal{A}$ obtains three valid transcripts as in the previous proof.

We next show how $\mathcal{A}$ obtains a secret key or finding a collision of the hash functions in the string commitment scheme by using three good transcripts. Assume that $\mathcal{A}$ has three transcripts $\left(c m t^{(i)}, c h^{(i)}, r s p^{(i)}, d e c^{(i)}\right)$ for $i=1,2,3$ such that $c m t^{(1)}=c m t^{(2)}=c m t^{(3)}, d e c^{(i)}=1$ for all $i$, and $\left\{c h_{j}^{(1)}, c h_{j}^{(2)}, c h_{j}^{(3)}\right\}=\{1,2,3\}$ for some $j \in[t]$. Without loss of generality, we assume that $c h_{j}^{(i)}=i$. We parse $r s p_{j}^{(i)}$ as in Step V2. From the above argument, we have four equations as follows (We
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omit $j$ for simplification):

$$
\begin{array}{rll}
c_{1}=\operatorname{Com}_{\boldsymbol{A}}\left(\phi_{h}, \phi_{t}, \boldsymbol{A}^{\prime} \boldsymbol{y} ; \rho_{1}^{(2)}\right) & =\operatorname{Com}_{\boldsymbol{A}}\left(\psi_{h}, \psi_{t}, \boldsymbol{A}^{\prime} \boldsymbol{z} ; \rho_{1}^{(3)}\right), \\
c_{2} & =\operatorname{Com}_{\boldsymbol{A}}\left(\boldsymbol{x} ; \rho_{2}^{(1)}\right) & \\
c_{3} & =\operatorname{Com}_{\boldsymbol{A}}\left(\boldsymbol{w}+\boldsymbol{x} ; \rho_{3}^{(1)}\right) & \\
\boldsymbol{w}=\operatorname{Com}_{\boldsymbol{A}}\left(\left(\psi_{h} \odot \psi_{t}\right)(z) ; \rho_{2}^{(3)}\right), \\
\boldsymbol{w} \boldsymbol{w o m}_{\boldsymbol{A}}\left(\left(\phi_{h} \odot \phi_{t}\right)(\boldsymbol{y}) ; \boldsymbol{i}_{k, l}^{(2)}\right), \\
\text { for some } k & & \text { and } \boldsymbol{w}_{h} \in \mathcal{S}(m, w) .
\end{array}
$$

If there exists a distinct pair of arguments of $\operatorname{Com}_{\boldsymbol{A}}, \mathcal{A}$ obtains a collision for $\boldsymbol{A}$ and solves SIS $_{q, m, \sqrt{m}}$.

Let us assume that there exist no distinct pairs. Let $\pi$ be an inverse permutation of $\phi_{h} \odot \phi_{t}$. From the first equation, we obtain the equation $\pi^{-1}=\phi_{h} \odot \phi_{t}=$ $\psi_{h} \odot \psi_{t}$. Combining with the third equation, we have $\boldsymbol{y}=\boldsymbol{\pi}(\boldsymbol{w}+\boldsymbol{x})$. Thus, we have $\boldsymbol{A}^{\prime} \boldsymbol{z}=\boldsymbol{A}^{\prime}(\boldsymbol{\pi}(\boldsymbol{w})+\pi(\boldsymbol{x}))$. From the second equation, $\boldsymbol{z}=\pi(\boldsymbol{x})$. Hence, we obtain $\boldsymbol{A}^{\prime} \cdot \boldsymbol{\pi}(\boldsymbol{w})=\mathbf{0}$. We have $\pi=\pi_{h} \odot \pi_{t}$ for some permutations $\pi_{h}$ and $\pi_{t}$ over [ m$]$ and [ $\left.l\right]$ respectively, since $\pi$ is inverse of $\phi_{h} \odot \phi_{t}$. Thus, we have $\boldsymbol{A}^{\prime}\left(\pi_{h}\left(\boldsymbol{w}_{h}\right) \circ \pi_{t}\left(-\boldsymbol{i}_{k . l}\right)\right)=\mathbf{0}$. That is $\boldsymbol{u}_{\pi_{t}(k)}=\boldsymbol{A} \pi_{h}\left(\boldsymbol{w}_{h}\right)$. By using same argument in the previous proof, we have that $\pi_{h}\left(\boldsymbol{w}_{h}\right) \neq \boldsymbol{e}_{\pi_{t}(k)}$ with probability at least $1 / 2-\operatorname{negl}(n)$. So, $\mathcal{A}$ outputs $\boldsymbol{z}=\boldsymbol{e}_{\pi_{t}(k)}-\pi_{h}\left(\boldsymbol{w}_{h}\right)$ as a solution for SIS $_{q, m, \sqrt{m}}$.

### 8.3.3 The Cyclic/Ideal version

Changing the key-generation algorithm, we have a lightweight version KTX-RID ${ }_{\mathrm{C} / \mathrm{IL}, *}$. For simplicity, we fix $\mathbf{f}=x^{2^{k}}+1$.

Theorem 8.3.4. Let $m, q$, and $w$ be polynomially bounded functions of $n$ such that $m>4 \log q, q$ is a prime with $q \equiv 3(\bmod 8)$, and $q^{n} /|\mathcal{S}(m n, w)|$ is negligible in $n$. Then, if $\mathbf{f}-\mathrm{SIS}_{q, m, 1}^{\infty}$ is hard on average, the ID scheme $\mathrm{KTX}-\mathrm{RID}_{\mathrm{C} / \mathrm{LL}, *}$ is concurrently secure.

In addition, let $m=m(n), q=q(n)$, and $w=w(n)$ be polynomially bounded functions such that $q>6 m n^{3 / 2} \log n$, and $q^{n} /|\mathcal{S}(m n, w)|$ is negligible in $n$. Then for $\gamma=72 m n \log ^{2} n$, if $\mathbf{f}-\mathrm{SVP}_{\gamma}^{\infty}$ is hard in the worst case then the ID scheme $\mathrm{KTX}-\mathrm{RID}_{\mathrm{C} / \mathrm{LL}, *}$ is concurrently secure.
sketch. We show that if there exists an impersonator $\mathcal{I}$ which succeeds impersonation under concurrent chosen-group attack with non-negligible probability, there exists $\mathcal{A}$ that finds a collision $\left(z_{1}, z_{2}\right)$ for $h_{\check{a}}$.

The algorithm $\mathcal{A}$, given input $\check{\boldsymbol{a}} \in R_{\mathbf{f}, q}^{m}$, feeds $\check{\boldsymbol{a}}$ to the impersonator $\mathcal{I}$. In the experiment, the impersonator $\mathcal{I}$ will call Init, Corr, and Prov. If $\mathcal{I}$ calls Init with input $i$, then $\mathcal{A}$ chooses $\check{\boldsymbol{e}}_{i} \in \mathcal{S}(m n, w)$ at random, computes $\mathbf{u}_{i}:=h_{\check{\boldsymbol{a}}}\left(\check{\boldsymbol{e}}_{i}\right)$, and returns $\mathbf{u}_{i}$ to $\mathcal{I} . \mathcal{A}$ can correctly simulate the oracles Corr and Prov, since $\mathcal{A}$ has the secret key $\check{\boldsymbol{e}}_{i}$ corresponding to the public key $\mathbf{u}_{i}$.

At the end of the experiment, $\mathcal{I}$ will impersonate the one of a ring $R=$ $\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{l}\right)$. Rewinding $\mathcal{A}$ three times, $\mathcal{A}$ obtains $(s, \rho) \neq\left(s^{\prime}, \rho^{\prime}\right)$ such that $\operatorname{Com}_{\boldsymbol{A}}(s ; \rho)=\operatorname{Com}_{\boldsymbol{A}}\left(s^{\prime} ; \rho^{\prime}\right)$ or a vector $\boldsymbol{e}=\boldsymbol{e}_{h} \circ \boldsymbol{e}_{t} \operatorname{such}$ that $\left[\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}}) \boldsymbol{u}_{1} \ldots \boldsymbol{u}_{l}\right] \boldsymbol{e}=\mathbf{0}$,
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where $\boldsymbol{x}_{h} \in\{0,1\}^{m n}, \boldsymbol{e}_{t}=-\boldsymbol{i}_{k, l}$ for some $k$, and $\boldsymbol{e}_{h} \in \mathcal{S}(m n, w)$ as in the proofs of Theorem 6.7.3 and Theorem 8.3.2

In the former case, $\mathcal{A}$ computes $z \neq z^{\prime} \in\{0,1\}^{m n}$ such that $\operatorname{Com}_{\check{\boldsymbol{a}}}(s ; \rho)=$ $\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}}) \boldsymbol{z}$ and $\operatorname{Com}_{\check{\boldsymbol{a}}}\left(s^{\prime} ; \rho^{\prime}\right)=\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}}) z^{\prime}$. Hence, $\mathcal{A}$ outputs $\left(z, z^{\prime}\right)$ as a collision for $h_{\check{a}}$.

In the latter case, we have $\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}}) \cdot \boldsymbol{e}_{h}=\boldsymbol{u}_{k}$. By the same argument as in the proof of Theorem 8.3.2, we have that $\boldsymbol{e}_{h} \neq \boldsymbol{e}_{k}$ with probability at least $1 / 2$. Hence, $\mathcal{A}$ outputs $\left(\boldsymbol{e}_{h}, \boldsymbol{e}_{k}\right)$ as a collision for $h_{\check{a}}$.

## Interlude: Zero-Knowledge Protocols on NTRU

As an interlude, we review zero-knowledge and proof-of-knowledge protocols for NTRU by Xagawa and Tanaka [XT09] which exploited Stern's ID scheme. One is for the relation on secret-key knowledge and the other for that on plaintext knowledge. They are the first non-trivial constructions of these protocols for NTRU. Additionally, the former directly yields an identification scheme based on NTRU.

Organization: In Section 9.1, we review background of the NTRU encryption scheme. Section 9.2 gives a brief review of the NTRU encryption scheme. We give exiting relations between NTRU and lattices in Section 9.3. Section 9.4 reviews the Xagawa-Tanaka protocol for the basic relations. Section 9.5 gives a detail of ID scheme obtained from the XT protocol. Section 9.6 compares several ID schemes based on combinatorial problems. Section 9.7 gives some concluding remarks on the protocol and the ID scheme.

### 9.1 Introduction

Background: In 1996, Hoffstein, Pipher, and Silverman proposed a publickey encryption system, NTRU HPS98] (the conference version is appeared in ANTS III [HPS98]). The main attractions of this encryption scheme are fast keygeneration, encryption, and decryption, and compact sizes of keys. Other latticebased encryption schemes, such as the Ajtai-Dwork cryptosystem [AD97], the GGH cryptosystem [GGH97b], and the Regev cryptosystems [Reg03, Reg09] do not have all of these attractions. (See Chapter 12 for the details of them.) Addi-
tionally, it seems bearable against threat of quantum computers. After proposing the scheme, they founded a company named NTRU Cryptosystems.

The proposers of NTRU have modified the parameters of the system. As instantiations of NTRU, there are NTRU-1998 [HPS98], NTRU-2001 [HS00], NTRU-2005 HGSW05], NTRU-2007 [HHGP ${ }^{+}$07], and NTRU-2008 WHGH ${ }^{+}$08, HHHGW09], where the last instantiation is in IEEE P1363.1/D12. There are several attacks after the Coppersmith-Shamir attack [CS97]. For chosen plaintext attack, see Coppersmith and Shamir [CS97], Odlyzko's meet-in-the-middle attack [HGSW03], and Howgrave-Graham [HG07]. For chosen ciphertext attack, see [JJ00, HHHK03, HGNP ${ }^{+}$03, MR06, GN07]. For the summary of the attacks, see, e.g., Mol and Yung [MY08].

While approximately forty papers have dealt with NTRU, surprisingly, there are no protocols except these for encryption or signature. For example, there are no secure identification schemes based on the NTRU problems and proofs of plaintext knowledge for NTRU. This contrasts with the situation that the number-theoretical assumptions allow us to construct concurrent-secure identification schemes and non-malleable proofs of plaintext knowledge for the RSA, Rabin, Paillier, and ElGamal encryption schemes [Kat03].

Techniques: The main idea of Xagawa and Tanaka [XT09] is plugging the structure of NTRU into a variant of Stern's protocol [Ste96, KTX08].

Kawachi, Tanaka, and Xagawa [KTX08] observed that Stern's protocol can be used for the relations on $q$-ary lattices. The relation is the set of $((\boldsymbol{A}, \boldsymbol{u}), \boldsymbol{e}) \in$ $\left(\mathbb{Z}_{q}^{n \times m} \times \mathbb{Z}_{q}^{n}\right) \times\{0,1\}^{m}$ such that $\boldsymbol{A} \boldsymbol{e} \equiv \boldsymbol{u}(\bmod q)$ and the Hamming weight of $\boldsymbol{e}$ is $d$ (see Section 6.6 and Section 6.7).

In addition, note that the well-known NTRU lattice is indeed $q$-ary lattice, which has a representation $\Lambda_{q}^{\perp}(\boldsymbol{A})=\left\{\boldsymbol{e} \in \mathbb{Z}^{m} \mid \boldsymbol{A} \boldsymbol{e} \equiv \mathbf{0}(\bmod q)\right\}$ (see [CS97, MR08]).

However, there are some difficulties to connect NTRU with the Stern's protocol directly. In order to connect NTRU with the variant of Stern's protocol, we modify the structure of ad hoc anonymous identification schemes by Kawachi et al. [KTX08], which introduced the permutation splitting technique in Stern's protocol, rather than the identification scheme by them. By this modification, we pattern a statistical-zero-knowledge and proof-of-knowledge argument for the generalized relations, say, the set of polynomials $((\mathbf{a}, \mathbf{b}, \mathbf{z}),(\mathbf{x}, \mathbf{u}))$ such that $\mathbf{a} \otimes \mathbf{x}+\mathbf{b} \otimes \mathbf{u} \equiv \mathbf{z}$ $\left(\bmod x^{n}-1, q\right)$ and each Hamming weight of $\mathbf{x}$ and $\mathbf{u}$ is $d_{x}$ and $d_{y}$, respectively. Then, we modify the protocols in order to employ the relations on secret-key knowledge and plaintext knowledge tailored for each instantiation of NTRU.

Related works: It is well-known that the existence of one-way functions implies computational-zero-knowledge proof systems for any NP-relation. However, this general proof system is less efficient than the arguments by Xagawa and Tanaka [XT09].

In general, one has a simple challenge-and-response protocol for the relation on secret-key knowledge: The verifier sends a random ciphertext to the prover, and the prover answers the plaintext of the ciphertext. This simple protocol is honest-verifier perfect zero knowledge for the relation on secret-key knowledge. However, a malicious verifier can use this protocol as the decryption oracle. In some instantiations of NTRU, this yields the universal break [MY08].

One can consider a protocol by combining the observations by Coppersmith and Shamir mentioned above with statistical-zero-knowledge proof systems for GapSVP and GapCVP by Micciancio and Vadhan [MV03] Section 6.3). This combination might fit for our purpose, however, we cannot provide reasonable analysis of it.

Recent studies on lattice-based cryptography gave several protocols for lattice problems and cryptographic primitives based on the worst-case hardness of lattice problems. There are statistical zero-knowledge proof systems for coGapSVP and coGapCVP by Goldreich and Goldwasser [GG00], and ones with efficient prover for GapSVP and GapCVP by Micciancio and Vadhan [MV03]. Recently, Peikert and Vaikuntanathan gave non-interactive statistical-zero-knowledge proof systems with efficient prover for several lattice problems [PV08]. Lyubashevsky [Lyu08a, Lyu09] Section 6.5 and Section 6.8) and Kawachi et al. [KTX08] Section 6.7) proposed concurrently-secure lattice-based identification schemes. It will be an interesting task to construct concurrently-secure ID scheme and non-interactive zero-knowledge protocols for NTRU.

We next discuss the plaintext knowledge. The Xagawa-Tanaka proof-ofknowledge arguments for the relations on plaintext knowledge are related to proof of plaintext knowledge (PPK). Explicit formalization of PPK is due to Aumann and Rabin (cited in Katz [Kat03]). According to Katz [Kat03, Section 1.2], they gave a generic solution for any public-key encryption scheme and their protocol is honestverifier zero knowledge, while the arguments are (cheating-verifier) statistical zero knowledge.

There are many identification schemes based on the combinatorial problems; Shamir's scheme [Sha89] based on the permuted kernel problem, Stern's scheme [Ste96] based on the syndrome decoding problem, and the scheme by Pointcheval and Poupard [PP03] based on the permuted perceptron problem, and etc. Section 9.6 compares the NTRU-based ID scheme and the identification schemes mentioned above.

Finally, we report that we found an independent work by Gaborit and Girault [GG07]. They proposed light-weight variants of Stern's identification scheme by using NTRU-like codes, double circulant linear codes and assumed the hardness of the syndrome decoding problem of their NTRU-like codes. We note that their paper lacks the proof of security and does not show zero-knowledge property of the protocol. (We also note that we can easily repair the protocol and obtain their security proof.) We also note that their protocol cannot be used as a proof-ofknowledge argument for the relation on secret-key knowledge since they did not split the permutation.

### 9.2 Brief Sketch of NTRU

In this section, we briefly review NTRU. For details, see the original paper [HPS98], the proposals of the parameters HS00, HGSW05, HHGP ${ }^{+}$07, WHGH ${ }^{+}$08, HHHGW09, and the description in Section 12.6

For a positive integer $n$, NTRU is defined on a quotient ring $R=\mathbb{Z}[x] /\left(x^{n}-1\right)$. For a positive integer $q$, we denote $\mathbb{Z}[x] /\left(q, x^{n}-1\right)$ by $R_{q}$. We identify $R$ with $\mathbb{Z}^{n}$ by identifying $\mathbf{f}=\sum_{i=0}^{n-1} f_{i} x^{i} \in R$ with $\mathbf{f}=\left(f_{0}, \ldots, f_{n-1}\right) \in \mathbb{Z}^{n}$. We also identify $R_{q}$ with $\mathbb{Z}_{q}^{n}$.

Intuitively, the security is based on the hardness to factor a product of two short polynomials in $R_{q}$. Let $n$ denote the dimension of $R_{q}$. The subsets of $R_{q}, \mathcal{L}_{f}, \mathcal{L}_{g}$, $\mathcal{L}_{m}, \mathcal{L}_{r}$, and $\mathcal{L}_{F}$ are defined later. They are used for key generation, encryption, and decryption. While we do not consider the decryption in this paper, we note the decryption procedure.

Scheme 9.2.1 (NTRUEncrypt). Let $n$ denote the dimension of $R_{q}$. All the participant agree the parameters settings.
$\operatorname{Setup}\left(1^{n}\right)$ : Given the security parameter $n$, output $1^{n}$.
KeyGen $\left(\right.$ param $\left.=1^{n}\right)$ : Choose $\mathbf{f} \leftarrow \mathcal{L}_{f}$ and $\mathbf{g} \leftarrow \mathcal{L}_{g}$ with the constrain that $\mathbf{f}$ is invertible in $R_{q}$ and $R_{p}$. Set $\mathbf{F}_{q} \leftarrow \mathbf{f}^{-1}$ in $R_{q}$. Compute $\mathbf{h} \leftarrow p \otimes \mathbf{g} \otimes \mathbf{F}_{q}$ in $R_{q}$. The public key is $\mathbf{h}$ and the secret key is $\mathbf{f}$.
$\operatorname{Enc}(e k=\mathbf{h}, m s g=\mathbf{m})$ : The plaintext is $\mathbf{m} \in \mathcal{L}_{m}$. Generate a random polynomial $\mathbf{r} \leftarrow \mathcal{L}_{r}$ and compute $\mathbf{c} \leftarrow \mathbf{h} \otimes \mathbf{r}+\mathbf{m}$ in $R_{q}$. The ciphertext is $\mathbf{c}$.
$\operatorname{Dec}(d k=\mathbf{f}, c t=\mathbf{c})$ : The ciphertext is $\mathbf{c} \in R_{q}$. Compute $\mathbf{a}^{\prime} \leftarrow \mathbf{f} \otimes \mathbf{c}$ in $R_{q}$. Compute $\mathbf{a} \leftarrow p \otimes \mathbf{g} \otimes \mathbf{r}+\mathbf{f} \otimes \mathbf{m}$ in $R$ from $\mathbf{a}^{\prime}$ by using a centering algorithm. Compute $\mathbf{F}_{p} \leftarrow \mathbf{f}^{-1}$ in $R_{p}$. Compute $\mathbf{m}^{\prime} \leftarrow \mathbf{F}_{p} \otimes \mathbf{a}$ in $R_{p}$. The obtained plaintext is $\mathbf{m}^{\prime}$.

The decryption correctly works since the parameters are chosen carefully to ensure that $\mathbf{a}=p \otimes \mathbf{g} \otimes \mathbf{r}+\mathbf{f} \otimes \mathbf{m}$ in $R$ with high probability. We omit the details of the parameter setting; see the original paper or the papers on instantiations [HPS98, WHGH $^{+}$08, HHHGW09].

Let $\mathcal{T}$ denote $\{-1,0,+1\}^{n} . \mathcal{T}\left(d_{1}, d_{2}\right)$ denotes the subset of $\mathcal{T}$ such that each polynomial in $\mathcal{T}\left(d_{1}, d_{2}\right)$ has exactly $d_{1}$ coefficients set to 1 and $d_{2}$ coefficients set to -1 . For an integer $a$ and a subset $\mathcal{S} \subseteq R_{q}$, we define $a \mathcal{S}$ as $\{a \mathbf{f}: \mathbf{f} \in \mathcal{S}\}$. For a subset $\mathcal{S} \subseteq R_{q}, \mathcal{S}^{*}$ denotes the set of the polynomials in $\mathcal{S}$ which have the inverses in $R_{q}$, i.e., $\mathcal{S}^{*}=\left\{\mathbf{f} \in \mathcal{S}: \exists \mathbf{f}^{-1} \in R_{q}\right\}$.

There are five instantiations of NTRU, NTRU-1998 [HPS98], NTRU2001 [HS00], NTRU-2005 [HGSW05], NTRU-2007 [HHGP ${ }^{+}$07], and NTRU2008 [WHGH ${ }^{+}$08, HHHGW09], which are summarized in Table 9.1. The following table summarizes the parameter sets of these instantiations. In Table 9.1, we use $\mathcal{T}\left(d_{g}, d_{g}\right)$ instead of $\mathcal{T}\left(d_{g}, d_{g}\right)^{*}$ in NTRU-2008 for certain technical reason.
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| Parameter Sets | $q$ | $p$ | $\mathcal{L}_{f}$ | $\mathcal{L}_{g}$ | $\mathcal{L}_{m}$ | $\mathcal{L}_{r}$ | $\mathcal{L}_{F}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NTRU-1998 | $2^{k}$ | 3 | $\mathcal{T}\left(d_{f}, d_{f}-1\right)^{*}$ | $\mathcal{T}\left(d_{g}, d_{g}\right)$ | $\mathcal{T}$ | $\mathcal{T}\left(d_{r}, d_{r}\right)$ | - |
| NTRU-2001 | prime | $2+x$ | $\left\{1+p \otimes \mathbf{F}: \mathbf{F} \in \mathcal{L}_{F}\right\}^{*}$ | $\mathcal{B}\left(d_{g}\right)$ | $\mathcal{B}$ | $\mathcal{B}\left(d_{r}\right)$ | $\mathcal{B}\left(d_{F}\right)$ |
| NTRU-2005 | prime | 2 | $\left\{1+p \otimes \mathbf{F}: \mathbf{F} \in \mathcal{L}_{F}\right\}^{*}$ | $\mathcal{B}(N / 2)^{*}$ | $\mathcal{B}$ | $\mathcal{X}\left(d_{r}\right)$ | $\mathcal{X}\left(d_{F}\right)$ |
| NTRU-2007 | $2^{k}$ | 3 | $\left\{1+p \otimes \mathbf{F}: \mathbf{F} \in \mathcal{L}_{F}\right\}^{*}$ | $\mathcal{T}\left(d_{f}, d_{f}-1\right)^{*}$ | $\mathcal{T}\left(d_{f}, d_{f}-1\right)$ | $\mathcal{T}\left(d_{f}, d_{f}-1\right)$ | $\mathcal{T}\left(d_{f}, d_{f}-1\right)$ |
| NTRU-2008 | $2^{k}$ | 3 | $\left\{1+p \otimes \mathbf{F}: \mathbf{F} \in \mathcal{L}_{F}\right\}^{*}$ | $\mathcal{T}\left(d_{g}, d_{g}\right)$ | $\mathcal{T}$ | $\mathcal{T}\left(d_{r}, d_{r}\right)$ | $\mathcal{T}\left(d_{F}\right)$ |

Table 9.1: Parameter sets. In NTRU-1998, f must be invertible in $R_{p}$.

### 9.3 Interpretation of NTRU as Lattice-based Encryption

Since we connect NTRU and the lattice-based protocol, we briefly review NTRU lattices.

NTRU lattices: We consider the following matrix $\boldsymbol{C}$ which is generated by a secret key:

$$
\boldsymbol{C}=\left[\begin{array}{ll}
\operatorname{Rot}^{T}(\mathbf{f}) & \operatorname{Rot}^{T}(p \otimes \mathbf{g})
\end{array}\right]
$$

An NTRU lattice [CS97] is generated by a basis

$$
\boldsymbol{H}=\left[\begin{array}{ll}
\operatorname{Rot}(1) & \operatorname{Rot}(0) \\
\operatorname{Rot}(\mathbf{h}) & \operatorname{Rot}(q)
\end{array}\right]
$$

It is easy to verify that $L(\boldsymbol{H})=\Lambda_{q}(\boldsymbol{C})$ by the equation $\mathbf{h} \equiv \mathbf{f}^{-1} \otimes(p \otimes \mathbf{g})(\bmod q)$.
Since Stern's protocol and its variant used $\Lambda_{q}^{\perp}(\boldsymbol{A})$ for some $\boldsymbol{A}$ rather than $\Lambda_{q}(\boldsymbol{C})$, we have to find $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times 2 n}$ such that $L(\boldsymbol{H})=\Lambda_{q}^{\perp}(\boldsymbol{A})$. As noted in the paper proposing NTRUSign [ $\mathrm{HHGP}^{+} 03$ ], we can verify that

$$
L(\boldsymbol{H})=\Lambda_{q}^{\perp}([-\operatorname{Rot}(\mathbf{h}) \operatorname{Rot}(1)])
$$

Thus, we define $\boldsymbol{A}=[-\operatorname{Rot}(\mathbf{h}) \operatorname{Rot}(1)]$. In the following, we mainly consider NTRU lattices in this form. We will give the details in Section 12.6.

### 9.4 The Xagawa-Tanaka Protocol

Now, we review the Xagawa-Tanaka protocol [XT09]. We first quickly review the Stern protocol (Section 6.6) and the KTX RID protocol Section 8.3).

### 9.4.1 Relations of Stern's Protocol and its Variant

Let $\mathcal{B}_{m}(d)$ denote the set of $m$-dimensional binary vectors whose Hamming weights are $d$, i.e., the numbers of 1's are exactly $d$. As already seen in Section 6.6, his protocol is for the following relation:

$$
\left\{((\boldsymbol{A}, \boldsymbol{u}), \boldsymbol{e}) \in\left(\mathbb{Z}_{q}^{n \times m} \times \mathbb{Z}_{q}^{n}\right) \times\{0,1\}^{m}:(\boldsymbol{A} \boldsymbol{e} \equiv \boldsymbol{u} \quad(\bmod q)) \wedge\left(\boldsymbol{e} \in \mathcal{B}_{m}(d)\right)\right\}
$$

Kawachi et al. proposed the variants of Stern's protocol [KTX08] which appeared in Section 8.3. In a ring identification scheme based on their variant, the protocol is for the relation

$$
\begin{aligned}
& \left\{\left(\left(\boldsymbol{A}, \boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{l}\right), \boldsymbol{e}\right) \in\left(\mathbb{Z}_{q}^{n \times m} \times \mathbb{Z}_{q}^{n \times l}\right) \times\{-1,0,+1\}^{m+l}\right. \\
: & \left.\left(\boldsymbol{e}=\boldsymbol{e}_{h} \circ \boldsymbol{e}_{t}\right) \wedge\left(\boldsymbol{e}_{h} \in \mathcal{B}_{m}(d)\right) \wedge\left(\boldsymbol{e}_{t} \in-\mathcal{B}_{l}(1)\right) \wedge\left(\boldsymbol{A} \boldsymbol{e}_{h}+\left[\boldsymbol{u}_{1} \ldots \boldsymbol{u}_{l}\right] \boldsymbol{e}_{l} \equiv \mathbf{0} \quad(\bmod q)\right)\right\}
\end{aligned}
$$

In order to design the protocol, they split a permutation in Stern's protocol; they put two permutations in their protocol, while Stern put one permutation. (See Section 8.3 and [KTX08, Section 5].)

### 9.4.2 The Xagawa-Tanaka Protocol

The Xagawa-Tanaka protocol [XT09] has a similar structure of the ring identification schemes by Kawachi et al. [KTX08], which are obtained by splitting a permutation in Stern's protocol [Ste96] as in the above. We replace the two set, $\mathcal{B}_{m}(m / 2)$ and $-\mathcal{B}_{l}(1)$, with the following enumeration sets.

Enumeration sets: For a positive integer $n$, we denote by $[n]$ the set $\{0, \ldots, n-1\}$. $S_{n}$ denotes the $n$-dimensional permutation group, i.e., the group consisting of all of the permutations over $[n]$. The operator $*$ means the composition of permutations, that is, $(\pi * \phi)(\mathbf{x})=\pi(\phi(\mathbf{x}))$.

We define a property of a subset of $R_{q}$. Let $\pi$ be a permutation over [ $n$ ]. For an $n$-dimensional vector $\boldsymbol{f}=\left(f_{0}, \ldots, f_{n-1}\right) \in \mathbb{Z}_{q}^{n}$, we define $\pi(\boldsymbol{f})=\left(f_{\pi(0)}, \ldots, f_{\pi(n-1)}\right)$. We note that, for a permutation $\pi$ over [ $n$ ] and two polynomials a and $\mathbf{b}$ in $R_{q}$, $\pi(\mathbf{a}+\mathbf{b})=\pi(\mathbf{a})+\pi(\mathbf{b})$. For a polynomial $\boldsymbol{x} \in R_{q}, \mathcal{S}_{x}$ denotes $\left\{\pi(\boldsymbol{x}): \pi \in S_{n}\right\} \subset R_{q}$. We call these sets enumeration sets. We note that $\mathcal{T}\left(d_{1}, d_{2}\right)$ is an enumeration set, while $\mathcal{T}$ is not.

### 9.4.3 Description

For two enumeration sets $\mathcal{S}_{h}$ and $\mathcal{S}_{t}$, consider the following relation:

$$
\begin{aligned}
& R=\left\{\left(\left(\operatorname{Rot}\left(\mathbf{a}_{h}\right), \operatorname{Rot}\left(\mathbf{a}_{t}\right), \mathbf{u}\right),\left(\boldsymbol{e}_{h}, \boldsymbol{e}_{t}\right)\right) \in\left(\mathcal{M}_{q} \times \mathcal{M}_{q} \times \mathbb{Z}_{q}^{n}\right) \times\left(\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}^{n}\right)\right. \\
&\left.:\left(\operatorname{Rot}\left(\mathbf{a}_{h}\right) \cdot \mathbf{e}_{h}+\operatorname{Rot}\left(\mathbf{a}_{t}\right) \cdot \mathbf{e}_{t}=\mathbf{u}\right) \wedge\left(\mathbf{e}_{h} \in \mathcal{S}_{h}\right) \wedge\left(\mathbf{e}_{t} \in \mathcal{S}_{t}\right)\right\}
\end{aligned}
$$

This relation is interpreted as follows:
$R=\left\{\left(\left(\mathbf{a}_{h}, \mathbf{a}_{t}, \mathbf{u}\right),\left(\mathbf{e}_{h}, \mathbf{e}_{t}\right)\right) \in R_{q}^{3} \times R_{q}^{2}:\left(\mathbf{a}_{h} \otimes \mathbf{e}_{h}+\mathbf{a}_{t} \otimes \mathbf{e}_{t}=\mathbf{u}\right) \wedge\left(\mathbf{e}_{h} \in \mathcal{S}_{h}\right) \wedge\left(\mathbf{e}_{t} \in \mathcal{S}_{t}\right)\right\}$.
If $\mathbf{a}_{h}=-\mathbf{h}$ and $\mathbf{a}_{t}=1$, the relation $R$ is directly for the NTRU lattice.
Let Com be the special type of a statistically-hiding and computationallybinding string-commitment scheme as inSection 5.1.3,

Now, we describe the XT protocol, which is statistical zero knowledge and proof of knowledge for the relation $R$. For ease of notation, we do not write the randomness of the function Com.

Scheme 9.4.1 (The Xagawa-Tanaka protocol [XT09]). The common input is a $\operatorname{triplet}\left(\mathbf{a}_{h}, \mathbf{a}_{t}, \mathbf{u}\right) \in R_{q}^{3}$. Prover's auxiliary inputs are $\mathbf{e}_{h}$ and $\mathbf{e}_{t}$ such that $\mathbf{a}_{h} \otimes \mathbf{e}_{h}+\mathbf{a}_{t} \otimes$ $\mathbf{e}_{t}=\mathbf{u}, \mathbf{e}_{h} \in \mathcal{S}_{h}$, and $\mathbf{e}_{t} \in \mathcal{S}_{t}$. The prover P and the verifier V interact as follows:

Step P1: Choose random permutations $\pi_{h}$ and $\pi_{t}$ over [ $n$ ]. Choose random vectors $\mathbf{r}_{h}$ and $\mathbf{r}_{t} \in R_{q}$ and send commitments $y=\left(c_{1}, c_{2}, c_{3}\right)$ computed as follows:

- $c_{1} \leftarrow \operatorname{Com}\left(\pi_{h}, \pi_{t}, \mathbf{a}_{h} \otimes \mathbf{r}_{h}+\mathbf{a}_{t} \otimes \mathbf{r}_{t}\right)$,
- $c_{2} \leftarrow \operatorname{Com}\left(\pi_{h}\left(\mathbf{r}_{h}\right), \pi_{t}\left(\mathbf{r}_{t}\right)\right)$,
- $c_{3} \leftarrow \operatorname{Com}\left(\pi_{h}\left(\mathbf{e}_{h}+\mathbf{r}_{h}\right), \pi_{t}\left(\mathbf{e}_{t}+\mathbf{r}_{t}\right)\right)$.

Step V1: Send a random challenge $c h \in\{1,2,3\}$ to $P$. Each challenge 1, 2, and 3 corresponds to verifier's check "permuted," "masked," and "random."

## Step P2:

- If $c h=1$, it reveals $c_{2}$ and $c_{3}$. So, send $z_{1}=\left(\mathbf{w}_{h}, \mathbf{w}_{t}, \mathbf{x}_{h}, \mathbf{x}_{t}\right) \leftarrow$ $\left(\pi_{h}\left(\mathbf{e}_{h}\right), \pi_{t}\left(\mathbf{e}_{t}\right), \pi_{h}\left(\mathbf{r}_{h}\right), \pi_{t}\left(\mathbf{r}_{t}\right)\right)$.
- If $c h=2$, it reveals $c_{1}$ and $c_{3}$. Send $z_{2}=\left(\phi_{h}, \phi_{t}, \mathbf{y}_{h}, \mathbf{y}_{t}\right) \leftarrow\left(\pi_{h}, \pi_{t}, \mathbf{e}_{h}+\right.$ $\mathbf{r}_{h}, \mathbf{e}_{t}+\mathbf{r}_{t}$ ).
- If $c h=3$, it reveals $c_{1}$ and $c_{2}$. Send $\left(\psi_{h}, \psi_{t}, \mathbf{z}_{h}, \mathbf{z}_{t}\right) \leftarrow\left(\pi_{h}, \pi_{t}, \mathbf{r}_{h}, \mathbf{r}_{t}\right)$.


## Step V2:

- If $c h=1$, check that $c_{2}=\operatorname{Com}\left(\mathbf{x}_{h}, \mathbf{x}_{t}\right), c_{3}=\operatorname{Com}\left(\mathbf{w}_{h}+\mathbf{x}_{h}, \mathbf{w}_{t}+\mathbf{x}_{t}\right)$, $\mathbf{w}_{h} \in \mathcal{S}_{h}$, and $\mathbf{w}_{t} \in \mathcal{S}_{t}$.
- If $c h=2$, check that $c_{1}=\operatorname{Com}\left(\phi_{h}, \phi_{t}, \mathbf{a}_{h} \otimes \mathbf{y}_{h}+\mathbf{a}_{t} \otimes \mathbf{y}_{t}-\mathbf{u}\right), c_{3}=$ $\operatorname{Com}\left(\phi_{h}\left(\mathbf{y}_{h}\right), \phi_{t}\left(\mathbf{y}_{t}\right)\right)$.
- If $c h=3$, check that $c_{1}=\operatorname{Com}\left(\psi_{h}, \psi_{t}, \mathbf{a}_{h} \otimes \mathbf{z}_{h}+\mathbf{a}_{t} \otimes \mathbf{z}_{t}\right)$ and $c_{2}=$ $\operatorname{Com}\left(\psi_{h}\left(\mathbf{z}_{h}\right), \psi_{t}\left(\mathbf{z}_{t}\right)\right)$.
Output $d e c=1$ if all of the above checks are passed, otherwise output $d e c=0$.
Theorem 9.4.2. If Com is a statistically-hiding and computationally-binding string-commitment scheme, the above protocol is a statistical-zero-knowledge and proof-of-knowledge argument for a relation $R$ with soundness $2 / 3$.

Proof. The correctness of the above protocol can easily be shown. The existence of a knowledge extractor implies the soundness of the protocol. Thus, in the proof, we show the existence of a simulator and a knowledge extractor. However, since these proofs are very similar to the ones in [Ste96, KTX08], we omit the details and give the sketch of the proof.

Statistical zero knowledge: The construction of the simulator is similar to the ones in [Ste96] and KTX08].

We construct a simulator $S$ which, on input $\left(\mathbf{a}_{h}, \mathbf{a}_{t}, \mathbf{u}\right)$ and given oracle access to a cheating verifier $\mathrm{V}^{*}$, outputs a simulated transcript. S chooses a random value $\overline{c h}$ from $\{1,2,3\}$, a prediction of the value $\mathrm{V}^{*}$ will not choose. Next, the simulator chooses a random tape $r^{\prime}$ of $\mathrm{V}^{*}$. We only show how the simulator works in the case $\overline{c h}=1$. The remaining cases can be proved by the similar way to the proof of

## Lemma 6.7.2,

Case $\overline{c h}=1$ : S computes $\mathbf{e}_{h}^{\prime}$ and $\mathbf{e}_{t}^{\prime}$ such that $\mathbf{a}_{h} \otimes \mathbf{e}_{h}^{\prime}+\mathbf{a}_{t} \otimes \mathbf{e}_{t}^{\prime}=\mathbf{u}$ by using linear algebra. Next, it chooses random permutations $\pi_{h}^{\prime}$ and $\pi_{t}^{\prime}$ over [ $n$ ], random polynomials $\mathbf{r}_{h}^{\prime}$ and $\mathbf{r}_{t}^{\prime}$ from $R_{q}$, and random strings $\rho_{i}^{\prime}$ for $i=1,2,3$. It computes commitments as

- $c_{1}^{\prime}=\operatorname{Com}\left(\pi_{h}^{\prime}, \pi_{t}^{\prime}, \mathbf{a}_{h} \otimes \mathbf{r}_{h}^{\prime}+\mathbf{a}_{t} \otimes \mathbf{r}_{t}^{\prime} ; \rho_{1}^{\prime}\right)$,
- $c_{2}^{\prime}=\operatorname{Com}\left(\pi_{h}^{\prime}\left(\mathbf{r}_{h}^{\prime}\right), \pi_{t}^{\prime}\left(\mathbf{r}_{t}^{\prime}\right) ; \rho_{2}^{\prime}\right)$,
- $c_{3}^{\prime}=\operatorname{Com}\left(\pi_{h}^{\prime}\left(\mathbf{e}_{h}^{\prime}+\mathbf{r}_{h}^{\prime}\right), \pi_{t}^{\prime}\left(\mathbf{e}_{t}^{\prime}+\mathbf{r}_{t}^{\prime}\right) ; \rho_{3}^{\prime}\right)$.

It sends the commitments to $\mathrm{V}^{*}$ and receives a challenge $c h$ from $\mathrm{V}^{*}$. The simulator $S$ computes a transcript as follows:

- If $c h=1$, it outputs $\perp$ and halts.
- If $c h=2$, it outputs $\left(r^{\prime} ;\left(c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right), 2,\left(\pi_{h}^{\prime}, \pi_{t}^{\prime}, \mathbf{e}_{h}^{\prime}+\mathbf{r}_{h}^{\prime}, \mathbf{e}_{t}^{\prime}+\mathbf{r}_{t}^{\prime}, \rho_{1}^{\prime}, \rho_{3}^{\prime}\right)\right)$.
- If $c h=3$, it outputs $\left(r^{\prime} ;\left(c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right), 3,\left(\pi_{h}^{\prime}, \pi_{t}^{\prime}, \mathbf{r}_{h}^{\prime}, \mathbf{r}_{t}^{\prime}, \rho_{1}^{\prime}, \rho_{2}^{\prime}\right)\right)$.

We start the analysis of the case $c h=2$. In this case, we have that

$$
\begin{aligned}
\operatorname{View}_{\mathrm{V}^{*}(z)}^{\mathrm{P}}\left(\mathbf{a}_{h}, \mathbf{a}_{t}, \mathbf{u}\right) & =\left(r ;\left(c_{1}, c_{2}, c_{3}\right), 2,\left(\pi_{h}, \pi_{t}, \mathbf{e}_{h}+\mathbf{r}_{h}, \mathbf{e}_{t}+\mathbf{r}_{t}, \rho_{1}, \rho_{3}\right)\right), \\
\mathrm{S}\left(\mathbf{a}_{h}, \mathbf{a}_{t}, \mathbf{u}\right) & =\left(r^{\prime} ;\left(c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right), 2,\left(\pi_{h}^{\prime}, \pi_{t}^{\prime}, \mathbf{e}_{h}^{\prime}+\mathbf{r}_{h}^{\prime}, \mathbf{e}_{t}^{\prime}+\mathbf{r}_{t}^{\prime}, \rho_{1}^{\prime}, \rho_{3}^{\prime}\right)\right)
\end{aligned}
$$

Consider a one-to-one mapping $\left(\pi_{h}^{\prime}, \pi_{t}^{\prime}, \mathbf{r}_{h}^{\prime}, \mathbf{r}_{t}^{\prime}, \rho_{1}^{\prime}, \rho_{3}^{\prime}\right)=\left(\pi_{h}, \pi_{t}, \mathbf{r}_{h}+\mathbf{e}_{h}-\mathbf{e}_{h}^{\prime}, \mathbf{r}_{t}+\mathbf{e}_{t}-\right.$ $\left.\mathbf{e}_{t}^{\prime}, \rho_{1}, \rho_{3}\right)$. By this equation, we have that $c_{1}^{\prime}=c_{1}$ and $c_{3}^{\prime}=c_{3}$, and the responses from the simulator equal to the ones from the prover. From the statistically-hiding property of Com, the statistical distance between the distributions of $c_{2}$ and $c_{2}^{\prime}$ is negligible. Thus, the distributions of $\operatorname{View}_{\mathrm{V}^{*}(z)}^{\mathrm{P}}\left(\mathbf{a}_{h}, \mathbf{a}_{t}, \mathbf{u}\right)$ and $\mathrm{S}\left(\mathbf{a}_{h}, \mathbf{a}_{t}, \mathbf{u}\right)$ are statistically close.

In the case $c h=3$, it is easy to verify the statistical distance by setting $\left(\pi_{h}^{\prime}, \pi_{t}^{\prime}, \mathbf{r}_{h}^{\prime}, \mathbf{r}_{t}^{\prime}, \rho_{1}^{\prime}, \rho_{2}^{\prime}\right)=\left(\pi_{h}, \pi_{t}, \mathbf{r}_{h}, \mathbf{r}_{t}, \rho_{1}, \rho_{2}\right)$.
Proof of knowledge: We construct the extractor following [Ste96] and [KTX08]. Assume that there exists $\mathrm{P}^{*}$ that convincing V with probability $2 / 3+\epsilon$. The knowledge extractor K works as follows:

1. Choose a random tape of $\mathrm{P}^{*}$.
2. Obtain three transcripts by acting as the verifier and by setting $c h=1,2,3$. Each $\rho_{i}^{(j)}$ denotes the random string in the commitment $c_{i}$ in the case that $c h=j$. The three transcripts are $\left(\left(c_{1}, c_{2}, c_{3}\right), 1,\left(\mathbf{w}_{h}, \mathbf{w}_{t}, \mathbf{x}_{h}, \mathbf{x}_{t}, \rho_{2}^{(1)}, \rho_{3}^{(1)}\right)\right)$, $\left(\left(c_{1}, c_{2}, c_{3}\right), 2,\left(\phi_{h}, \phi_{t}, \mathbf{y}_{h}, \mathbf{y}_{t}, \rho_{1}^{(2)}, \rho_{3}^{(2)}\right)\right)$, and $\left(\left(c_{1}, c_{2}, c_{3}\right), 3,\left(\psi_{h}, \psi_{t}, \mathbf{z}_{h}, \mathbf{z}_{t}, \rho_{1}^{(3)}, \rho_{2}^{(3)}\right)\right)$.
3. Output $\left(\phi_{h}^{-1}\left(\mathbf{w}_{h}\right), \phi_{t}^{-1}\left(\mathbf{w}_{t}\right)\right)$ as a witness.

We analyze the probability that the output is the witness corresponding to $\left(\mathbf{a}_{h}, \mathbf{a}_{t}, \mathbf{u}\right)$. Since the probability that $\mathrm{P}^{*}$ convincing V is $2 / 3+\epsilon$, for $\epsilon$ fraction of
random tapes three transcripts are valid. Hence, we have the following equations:

$$
\begin{align*}
\operatorname{Com}\left(\phi_{h}, \phi_{t}, \mathbf{a}_{h} \otimes \mathbf{y}_{h}+\mathbf{a}_{t} \otimes \mathbf{y}_{t}-\mathbf{u} ; \rho_{1}^{(2)}\right) & =\operatorname{Com}\left(\psi_{h}, \psi_{t}, \mathbf{a}_{h} \otimes \mathbf{v}_{h}+\mathbf{a}_{t} \otimes \mathbf{z}_{t} ; \rho_{1}^{(3)}\right),  \tag{9.1}\\
\operatorname{Com}\left(\mathbf{x}_{h}, \mathbf{x}_{t} ; \rho_{2}^{(1)}\right) & =\operatorname{Com}\left(\psi_{h}\left(\mathbf{z}_{h}\right), \psi_{t}\left(\mathbf{z}_{t}\right) ; \rho_{2}^{(3)}\right),  \tag{9.2}\\
\operatorname{Com}\left(\mathbf{w}_{h}+\mathbf{x}_{h}, \mathbf{w}_{t}+\mathbf{x}_{t} ; \rho_{3}^{(1)}\right) & =\operatorname{Com}\left(\phi_{h}\left(\mathbf{y}_{h}\right), \phi_{t}\left(\mathbf{y}_{t}\right) ; \rho_{3}^{(2)}\right) \tag{9.3}
\end{align*}
$$

By the assumption that Com is computationally binding, there exists no distinct pair of arguments of Com in the equations (9.1), (9.2), and (9.3). From the equation (9.3), we have that $\mathbf{y}_{h}=\phi_{h}^{-1}\left(\mathbf{w}_{h}+\mathbf{x}_{h}\right)=\phi_{h}^{-1}\left(\mathbf{w}_{h}\right)+\phi_{h}^{-1}\left(\mathbf{x}_{h}\right)$ and $\mathbf{y}_{t}=\phi_{t}^{-1}\left(\mathbf{w}_{t}\right)+$ $\phi_{t}^{-1}\left(\mathbf{x}_{t}\right)$. Combining the equations $\phi_{h}=\psi_{h}, \phi_{t}=\psi_{t}$, and (9.2), we obtain that $\mathbf{z}_{h}=\phi_{h}^{-1}\left(\mathbf{x}_{h}\right)$ and $\mathbf{z}_{t}=\phi_{t}^{-1}\left(\mathbf{x}_{t}\right)$. By substitution in the equation (9.1), we have that
$\mathbf{a}_{h} \otimes\left(\phi_{h}^{-1}\left(\mathbf{w}_{h}\right)+\phi_{h}^{-1}\left(\mathbf{x}_{h}\right)\right)+\mathbf{a}_{t} \otimes\left(\phi_{t}^{-1}\left(\mathbf{w}_{t}\right)+\phi_{t}^{-1}\left(\mathbf{x}_{t}\right)\right)-\mathbf{u}=\mathbf{a}_{h} \otimes\left(\phi_{h}^{-1}\left(\mathbf{x}_{h}\right)\right)+\mathbf{a}_{t} \otimes\left(\phi_{t}^{-1}\left(\mathbf{x}_{t}\right)\right)$.
Simplifying the above we obtain that

$$
\mathbf{a}_{h} \otimes\left(\phi_{h}^{-1}\left(\mathbf{w}_{h}\right)\right)+\mathbf{a}_{t} \otimes\left(\phi_{t}^{-1}\left(\mathbf{w}_{t}\right)\right)=\mathbf{u}
$$

Recall that $\mathcal{S}_{h}$ and $\mathcal{S}_{t}$ are enumeration sets. Therefore, $\phi_{h}^{-1}\left(\mathbf{w}_{h}\right) \in \mathcal{S}_{h}$ and $\phi_{t}^{-1}\left(\mathbf{w}_{t}\right) \in$ $\mathcal{S}_{t}$. This completes the proof.

### 9.4.4 Relations for NTRU

In this section, we tailor the relations for instantiations of NTRU.

## Relations on Secret-Key Knowledge

For NTRU-1998: The secret keys $\mathbf{f}$ and $\mathbf{g}$ are chosen from $\mathcal{T}\left(d_{f}, d_{f}-1\right)^{*}$ and $\mathcal{T}\left(d_{g}, d_{g}\right)$, respectively. Additionally, $\mathbf{f}$ must be invertible in $R_{3}=\mathbb{Z}[\alpha] /\left(3, \alpha^{n}-1\right)$. The public key is computed as $\mathbf{h}=3 \mathbf{g} \otimes \mathbf{f}^{-1}$.

We define the following relation:

$$
\begin{aligned}
& R_{\mathrm{KEY}}^{1998}=\left\{((-\mathbf{h}, 1,0),(\mathbf{f}, 3 \mathbf{g})) \in R_{q}^{3} \times R_{q}^{2}\right. \\
&\left.:(-\mathbf{h} \otimes \mathbf{f}+3 \mathbf{g}=0) \wedge\left(\mathbf{f} \in \mathcal{T}\left(d_{f}, d_{f}-1\right)\right) \wedge\left(3 \mathbf{g} \in 3 \mathcal{T}\left(d_{g}, d_{g}\right)\right)\right\} .
\end{aligned}
$$

For NTRU-2001: The secret key $\mathbf{f}$ is chosen from $\left\{1+\mathbf{p} \otimes \mathbf{F}: \mathbf{F} \in \mathcal{B}\left(d_{F}\right)\right\}^{*}$, where $\mathbf{p}=2+\alpha$. The polynomial $\mathbf{g}$ is randomly chosen from $\mathcal{B}\left(d_{g}\right)$. The public key is computed as $\mathbf{h}=\mathbf{p} \otimes \mathbf{g} \otimes(1+\mathbf{p} \otimes \mathbf{F})^{-1}$. We define the following relation:

$$
\begin{aligned}
R_{\mathrm{KEY}}^{2001}:=\left\{\left(\left(-\mathbf{h}, 1, \mathbf{p}^{-1}\right.\right.\right. & \otimes \mathbf{h}),(\mathbf{F}, \mathbf{g})) \in R_{q}^{3} \times R_{q}^{2} \\
& \left.:\left(-\mathbf{h} \otimes \mathbf{F}+\mathbf{g}=\mathbf{p}^{-1} \otimes \mathbf{h}\right) \wedge\left(\mathbf{F} \in \mathcal{B}\left(d_{F}\right)\right) \wedge\left(\mathbf{g} \in \mathcal{B}\left(d_{g}\right)\right)\right\}
\end{aligned}
$$

For NTRU-2005: As in the relation on plaintext knowledge, we cannot define the relation on secret-key knowledge of the encryption in NTRU-2005, since $\mathcal{L}_{F}=$ $\mathcal{X}\left(d_{F}\right)$ is not an enumeration set. Again, a simple modification allows us to define the key-pair relation for the modified version of NTRU-2005.

For NTRU-2007: The secret key $\mathbf{f}$ is chosen from $\left\{1+3 \mathbf{F}: \mathbf{F} \in \mathcal{T}\left(d_{f}, d_{f}-1\right)\right\}^{*}$. The polynomial $\mathbf{g}$ is randomly chosen from $\mathcal{T}\left(d_{f}, d_{f}-1\right)^{*}$. The public key is computed as $\mathbf{h}=3 \mathbf{g} \otimes(1+3 \mathbf{F})^{-1}$. Let $3^{-1}$ be the multiplicative inverse of 3 in $R_{q}$. We define the following relation:

$$
\begin{aligned}
R_{\mathrm{KEY}}^{2007}:= & \left\{\left(\left(-\mathbf{h}, 1,3^{-1} \otimes \mathbf{h}\right),(\mathbf{F}, \mathbf{g})\right) \in R_{q}^{3} \times R_{q}^{2}\right. \\
& \left.:\left(-\mathbf{h} \otimes \mathbf{F}+\mathbf{g}=3^{-1} \otimes \mathbf{h}\right) \wedge\left(\mathbf{F} \in \mathcal{T}\left(d_{f}, d_{f}-1\right)\right) \wedge\left(\mathbf{g} \in \mathcal{T}\left(d_{f}, d_{f}-1\right)\right)\right\}
\end{aligned}
$$

For NTRU-2008: The secret key $\mathbf{f}$ is chosen from $\left\{1+3 \mathbf{F}: \mathbf{F} \in \mathcal{T}\left(d_{F}, d_{F}\right)\right\}^{*}$. The polynomial $\mathbf{g}$ is randomly chosen from $\mathcal{T}\left(d_{g}, d_{g}\right)$. The public key is computed as $\mathbf{h}=3 \mathbf{g} \otimes(1+3 \mathbf{F})^{-1}$. We define the following relation:

$$
\begin{aligned}
& R_{\mathrm{KEY}}^{2008}=\left\{((-\mathbf{h}, 1, \mathbf{h}),(3 \mathbf{F}, 3 \mathbf{g})) \in R_{q}^{3} \times R_{q}^{2}\right. \\
& \left.:(-\mathbf{h} \otimes 3 \mathbf{F}+3 \mathbf{g}=\mathbf{h}) \wedge\left(3 \mathbf{F} \in 3 \mathcal{T}\left(d_{F}, d_{F}\right)\right) \wedge\left(3 \mathbf{g} \in 3 \mathcal{T}\left(d_{g}, d_{g}\right)\right)\right\} .
\end{aligned}
$$

Remark 9.4.3. We note that these relations do not imply that $\mathbf{f}$ and $\mathbf{g}$ are invertible in $R_{q}$. Moreover, these relation for NTRU-1998 does not assure that $\mathbf{f}$ is invertible in $R_{p}$. They guarantee that the $l_{\infty}$ norm of $\mathbf{f}$ and $\mathbf{g}$ is relatively short and one can decrypt ciphertexts by using the polynomials $\mathbf{f}$ and $\mathbf{g}$ in the instantiations except NTRU-1998. In NTRU-1998, the keys satisfying the relation would imply the partial decryption.

## Relations on Plaintext Knowledge

Recall the encryption procedure of NTRU. Let $\mathbf{m}$ and $\mathbf{r}$ be a plaintext and a randomness, respectively. The ciphertext $\mathbf{c}$ is $\mathbf{m}+\mathbf{h} \otimes \mathbf{r}$. Instead of $\mathcal{T}$, we use $\mathcal{T}\left(d_{m}, d_{m}\right)$ for some $d_{m}$. By changing the message spaces, each $\mathcal{L}_{m}$ is treated as an enumeration set.

For NTRU-1998 and NTRU-2008: $\quad \mathcal{L}_{r}$ is set as $\mathcal{T}\left(d_{r}, d_{r}\right)$. We define the following relation:

$$
\begin{aligned}
& R_{\mathrm{ENC}}^{1998}=R_{\mathrm{ENC}}^{2008}=\left\{((\mathbf{h}, 1, \mathbf{c}),(\mathbf{r}, \mathbf{m})) \in R_{q}^{3} \times R_{q}^{2}\right. \\
&\left.:(\mathbf{h} \otimes \mathbf{r}+\mathbf{m}=\mathbf{c}) \wedge\left(\mathbf{r} \in \mathcal{T}\left(d_{r}, d_{r}\right)\right) \wedge\left(\mathbf{m} \in \mathcal{L}_{m}\right)\right\} .
\end{aligned}
$$

For NTRU-2001: In this case, $\mathcal{L}_{r}$ is set as $\mathcal{B}\left(d_{r}\right)$. We define the following relation:

$$
R_{\mathrm{ENC}}^{2001}:=\left\{((\mathbf{h}, 1, \mathbf{c}),(\mathbf{r}, \mathbf{m})) \in R_{q}^{3} \times R_{q}^{2}:(\mathbf{h} \otimes \mathbf{r}+\mathbf{m}=\mathbf{c}) \wedge\left(\mathbf{r} \in \mathcal{B}\left(d_{r}\right)\right) \wedge\left(\mathbf{m} \in \mathcal{L}_{m}\right)\right\} .
$$

For NTRU-2005: $\mathcal{X}\left(d_{r}\right)$ is defined as $\left\{\mathbf{f}_{1} \otimes \mathbf{f}_{2}+\mathbf{f}_{3}: \mathbf{f}_{i} \in \mathcal{B}\left(d_{r}\right)\right\}$ and is not an enumeration set. We cannot define the relation on plaintext knowledge of the encryption in NTRU-2005, since $\mathcal{X}\left(d_{r}\right)$ is not an enumeration set.

However, simple modification allows us to define the relation for NTRU-2005 as in the above. For example, we could use $\mathcal{X}^{\prime}\left(d_{r}\right)=\left\{\mathbf{f} \in \mathcal{X}\left(d_{r}\right): \mathbf{f} \in\{0,1\}^{n}\right\}$, which is an enumeration set, instead of $\mathcal{X}\left(d_{r}\right)$.

For NTRU-2007: $\quad \mathcal{L}_{r}$ is set as $\mathcal{T}\left(d_{f}, d_{f}-1\right)$ and so is $\mathcal{L}_{m}$. We define the following relation:

$$
\begin{aligned}
& R_{\mathrm{ENC}}^{2007}:=\left\{((\mathbf{h}, 1, \mathbf{c}),(\mathbf{r}, \mathbf{m})) \in R_{q}^{3} \times R_{q}^{2}\right. \\
&\left.:(\mathbf{h} \otimes \mathbf{r}+\mathbf{m}=\mathbf{c}) \wedge\left(\mathbf{r} \in \mathcal{T}\left(d_{f}, d_{f}-1\right)\right) \wedge\left(\mathbf{m} \in \mathcal{T}\left(d_{f}, d_{f}-1\right)\right)\right\} .
\end{aligned}
$$

Remark 9.4.4. In order to prevent information leakage on $\mathbf{m}$, NTRU-2008 recommended that the numbers of $1 \mathrm{~s},-1 \mathrm{~s}$, and 0 s in a plaintext are at least some parameter. (See [WHGH ${ }^{+}$08, HHHGW09, Section 9.2.2]).

Additionally, we note that certain encryption schemes used the enumeration set $\mathcal{B}(d)$ as the plaintext spaces. For example, the Chor-Rivest cryptosystem and the Okamoto-Tanaka-Uchiyama cryptosystem did so.

### 9.5 Identification Schemes

We can simply develop identification schemes based on NTRU from the XT protocol; A key-generation algorithm is same as the one in NTRU. A prover and a verifier runs the protocol for secret-key knowledge $t$ times sequentially or in parallel. Let us discuss the security of this identification scheme. In the following, the security parameter $n$ specifies the parameters $N$, $p$, and $q$, and the spaces $\mathcal{L}_{f}, \mathcal{L}_{g}$, $\mathcal{L}_{m}$, and $\mathcal{L}_{r}$.

Assumptions: In the literature of padding schemes for NTRU, their securities are build on the one-way or the partial one-way assumption; the standard one-way assumption is stated as follows:

Definition 9.5.1 (The NTRU (one-way) assumption). It is asymptotically hard to solve the NTRU inversion problem; For any polynomial-time adversary $\mathcal{A}$, the success probability $\mathbf{A d v}_{\mathrm{NTRU}, \mathcal{A}}^{\mathrm{ow}}(n)$ is negligible in $n$; where

$$
\operatorname{Adv}_{\mathrm{NTRU}, \mathcal{A}}^{\mathrm{ow}}(n)=\operatorname{Pr}\left[\begin{array}{l}
\mathcal{A}(\mathbf{h}, \mathbf{c})=\mathbf{m}: \\
(\mathbf{h}, \mathbf{f}) \leftarrow \mathrm{KG}\left(1^{n}\right) ; \mathbf{m} \leftarrow \mathcal{L}_{m} ; \mathbf{r} \leftarrow \mathcal{L}_{r} ; \mathbf{c}=\mathbf{h} \otimes \mathbf{r}+\mathbf{m}
\end{array}\right]
$$

The problem on recovering the secret key is not easier than the problem on inverting the NTRU function, since, if one can get the secret key, then one can decrypt the ciphertexts.

Definition 9.5.2 (The NTRU factoring assumption). This assumption states that it is asymptotically hard to solve the NTRU factoring problem; For any polynomialtime adversary $\mathcal{A}$, the success probability $\mathbf{A d v}_{\mathrm{NTRU}, \mathcal{A}}^{\mathrm{fac}}(n)$ is negligible in $n$; where

$$
\mathbf{A d v}_{\mathrm{NTRU}, \mathcal{A}}^{\mathrm{fac}}(n)=\operatorname{Pr}\left[\begin{array}{l}
\left(\mathbf{h}=p \otimes \mathbf{f}^{\prime-1} \otimes \mathbf{g}^{\prime}\right) \wedge\left(\mathbf{f}^{\prime} \in \mathcal{L}_{f}\right) \wedge\left(\mathbf{g}^{\prime} \in \mathcal{L}_{g}\right): \\
(\mathbf{h}, \mathbf{f}) \leftarrow \operatorname{KG}\left(1^{n}\right) ;\left(\mathbf{f}^{\prime}, \mathbf{g}^{\prime}\right) \leftarrow \mathcal{A}(\mathbf{h})
\end{array}\right]
$$

Note that in the NTRU factoring assumption, the adversary has to output $\mathbf{f}^{\prime}$ which has an inverse in $R_{q}$.

As stated in Remark 9.4.3, the XT protocol does not ensure that the prover has $\mathbf{f}$ which is invertible in $R_{q}$. Thus, we need another assumption which may be stronger then the NTRU factoring assumption.

Definition 9.5.3 (The NTRU decomposotion assumption). This assumption states that it is asymptotically hard to solve the NTRU decomposition problem; For any polynomial-time adversary $\mathcal{A}$, the success probability $\mathbf{A d v}_{\mathrm{NTRU}, \mathcal{A}}^{\mathrm{dec}}(n)$ is negligible in $n$; where

$$
\mathbf{A d v}_{\mathrm{NTRU}, \mathcal{A}}^{\mathrm{dec}}(n)=\operatorname{Pr}\left[\begin{array}{l}
\left(\mathbf{f}^{\prime} \otimes \mathbf{h}=p \otimes \mathbf{g}^{\prime}\right) \wedge\left(\mathbf{f}^{\prime} \in \mathcal{L}_{f}\right) \wedge\left(\mathbf{g}^{\prime} \in \mathcal{L}_{g}\right): \\
(\mathbf{h}, \mathbf{f}) \leftarrow \mathrm{KG}\left(1^{n}\right) ;\left(\mathbf{f}^{\prime}, \mathbf{g}^{\prime}\right) \leftarrow \mathcal{A}(\mathbf{h})
\end{array}\right]
$$

The adversary violating this assumption still can be used to invert the NTRU function: Invoking the adversary, we obtain $\mathbf{f}^{\prime}$ and $\mathbf{g}^{\prime}$ such that $\mathbf{f}^{\prime} \in \mathcal{L}_{f}, \mathbf{g}^{\prime} \in \mathcal{L}_{g}$, and $\mathbf{f}^{\prime} \otimes \mathbf{h}=p \otimes \mathbf{g}^{\prime}$. Assume that the ciphertext is in the form $\mathbf{c}=\mathbf{h} \otimes \mathbf{r}+\mathbf{m}$. Multiplying $\mathbf{f}^{\prime}$ to the ciphertext, We have that $\mathbf{f}^{\prime} \otimes \mathbf{c}=p \otimes \mathbf{g} \otimes \mathbf{r}+\mathbf{f}^{\prime} \otimes \mathbf{m}$ in $R_{q}$. Since the parameters are set to decrypt correctly with overwhelming probability, we can compute $\mathbf{a}^{\prime}=p \otimes \mathbf{g} \otimes \mathbf{r}+\mathbf{f}^{\prime} \otimes \mathbf{m}$ over $\mathbb{Z}$. Hence, we obtain $\mathbf{f}^{\prime} \otimes \mathbf{m}$ in $R_{p}$. In the case of NTRU-2008, $\mathcal{L}_{f}$ is $\{1+p \mathbf{F}\}$. Hence, we can correctly compute $\mathbf{m}$. In the case of NTRU-1998, $\mathcal{L}_{f}$ is $\mathcal{T}\left(d_{f}, d_{f}-1\right)$. Even if $\mathbf{f}^{\prime}$ is not invertible in $R_{p}$, we can partially decrypt $\mathbf{m}$ as stated in Remark 9.4.3. Consequently, the NTRU decomposition assumption is not stronger than the NTRU one-way assumption.

### 9.5.1 Description

As stated in the first paragraph of this section, we can develop a passive-secure identification scheme based on NTRU from the XT protocol for secret-key knowledge, since the protocol composed sequentially is a proof of knowledge and statistical zero knowledge.

Let Com be the special type of a statistically-hiding and computationallybinding string-commitment scheme as in Section 5.1.3.

Scheme 9.5.4 (NTRU-ID).
Setup $\left(1^{n}\right)$ : Given $1^{n}$, output $1^{n}$.
$\operatorname{KeyGen}\left(1^{n}\right)$ : Choose $\mathbf{f} \leftarrow \mathcal{L}_{f}$ and $\mathbf{g} \leftarrow \mathcal{L}_{g}$ with the constrain that $\mathbf{f}$ is invertible in $R_{q}$ and $R_{p}$. Set $\mathbf{F}_{q} \leftarrow \mathbf{f}^{-1}$ in $R_{q}$. Compute $\mathbf{h} \leftarrow p \otimes \mathbf{g} \otimes \mathbf{F}_{q}$ in $R_{q}$. The public key is $\mathbf{h}$ and the secret key is ( $\mathbf{f}, \mathbf{g}$ ).

P and V : The common input is the pubic key $\mathbf{h} \in R_{q}$. Prover's auxiliary input is $(\mathbf{f}, \mathbf{g})$. The prover P and the verifier V interact as follows: The prover and the verifier runs the XT protocol for $R_{\mathrm{KEY}}$ in $t$-parallel or $t$-sequential.

### 9.5.2 Security Proofs

Theorem 9.5.5. Let $\mathrm{NTRU}^{-1 \mathrm{ID}_{s}}$ and $\mathrm{NTRU}^{-I D_{p}}$ denote obtained ID schemes by the sequential composition and by the parallel composition t times, respectively. Assume that there exists an adversary $\mathcal{A}$ that impersonates the valid prover with probability at least $\mathbf{A d v}_{\mathrm{ID}, \mathcal{A}}^{\mathrm{IMP}} \mathrm{PA}^{(n)}$. Then, there exists an adversary $\mathcal{B}$ which solves the NTRU decomposition problem with probability at least $\mathbf{A d}_{\mathrm{NTRU}, \mathcal{B}}^{\mathrm{dec}}(n)$ or breaks the binding property of the commitment scheme with probability at least $\mathbf{A d v}^{\mathrm{COM}, \mathcal{B}}(n)$.

The proof is obtained by applying the argument of Poupard and Pointcheval [PP03] to the proof by Stern [Ste96].
Proof. We only give the proof for the sequential composition, since the proof for parallel composition is very similar to the one inSection 6.7. We note that the proof for the sequential composition is also very similar to the ones of Stern [Ste96] and Pointcheval and Poupard [PP03].

Assume that there exists a polynomial-time adversary $\mathcal{A}$ that impersonates the prover with probability $\epsilon$. We first replace the prover oracle with the simulation. This change introduces the statistical distance $Q t \Delta$.

Let $\omega$ denote the random tape of the adversary $\mathcal{A}$. Let $I$ denote the random tape of the verifier that is identified with the challenge $C \in\{0,1,2\}^{t}$. Let us denote by $S$ the set of the pairs $(\omega, I)$ which lead to acceptance. Hence, we have that $\operatorname{Pr}_{(\omega, I)}[(\omega, I) \in S]=\epsilon=(2 / 3)^{t}+\epsilon^{\prime}$. Next, we define the set $\Omega=\left\{\omega \mid \operatorname{Pr}_{I}[(\omega, I) \in\right.$ $\left.S] \geq(2 / 3)^{t}+\epsilon^{\prime} / 2\right\}$. A standard argument shows that $\operatorname{Pr}_{\omega}[\omega \in \Omega] \geq \epsilon^{\prime} / 2$ and $\operatorname{Pr}[\Omega \mid S] \geq \epsilon^{\prime} / 2 \epsilon$. Assume in the following that the event $\Omega$ occurs.

Next, consider the execution tree $T(\omega)$, corresponding to all accepted $I$, with a fixed $\omega$. We denote by $n_{i}$ the number of the nodes at the depth $i$. We know that $n_{0}=1$ and $n_{t}=2^{t}+3^{t} \epsilon^{\prime} / 2$, because $n_{k} / 3^{k}=\operatorname{Pr}_{I}[(\omega, I) \in S] \geq(2 / 3)^{t}+\epsilon^{\prime} / 2$. So, we have that

$$
\prod_{i=0}^{t-1} \frac{n_{i+1}}{n_{i}}=\frac{n_{t}}{n_{0}} \geq 2^{t}+\frac{\epsilon^{\prime}}{2} \cdot 3^{t} \geq\left(1-\frac{\epsilon^{\prime}}{2}\right) \cdot 2^{t}+\frac{\epsilon^{\prime}}{2} \cdot 3^{t}
$$

By taking the logarithm of the inequation and using the convexity of the logarithm, we obtain that

$$
\sum_{i=0}^{t-1} \log \frac{n_{i+1}}{n_{i}} \geq\left(1-\frac{\epsilon^{\prime}}{2}\right) \cdot \log 2^{t}+\frac{\epsilon^{\prime}}{2} \cdot \log 3^{t} \geq t\left(\log 2+\frac{\epsilon^{\prime}}{2} \log \frac{3}{2}\right)
$$

Therefore, there exists $i<t$ such that

$$
\frac{n_{i+1}}{n_{i}} \geq 2(3 / 2)^{\epsilon^{\prime} / 2}=2 \exp \left(\frac{\epsilon^{\prime}}{2} \cdot \log \frac{3}{2}\right) \geq 2 \cdot\left(1+\frac{\epsilon^{\prime}}{2} \cdot \log \frac{3}{2}\right) \geq 2 \cdot\left(1+\frac{\epsilon^{\prime}}{5}\right)
$$

Let $f_{i}$ and $t_{i}$ denote the number of nodes at depth $i$ with exactly 3 sons and that with at most 2 sons, respectively: We have that

$$
n_{i}=f_{i}+t_{i} \text { and } n_{i+1} \leq 3 f_{i}+2 t_{i}=f_{i}+2 n_{i}
$$

Therefore, for the above $i$, we obtain that $2+f_{i} / n_{i} \geq n_{i+1} / n_{i} 2+2 \epsilon^{\prime} / 5$. Thus, so, with probability greater than $2 \epsilon^{\prime} / 5$, the path $I$ contains a node with 3 sons.

Now, the strategy of the reduction is as follows: (1) choose a random tape $\omega$ for the adversary $\mathcal{A}$. (2) choose a random challenge $I$ for the simulated verifier. (3) using a ZK simulator, simulating the prover oracle. (4) checking $3 k$ possible nodes along the path $I$. With probability greater than $\epsilon\left(\epsilon^{\prime} / 2 \epsilon\right)\left(2 \epsilon^{\prime} / 5\right)=\epsilon^{\prime 2} / 5$, we have found a node with 3 sons.

Assume that we have found a node with 3 sons. In that case, the reduction algorithm can obtains a collision for the commitment or solves the problem as in the proof of Stern [Ste96].

Hence, we have that

$$
\frac{\epsilon^{\prime 2}}{5}-Q t \Delta \leq \mathbf{A d} \mathbf{v}_{\mathrm{NTRU}, \mathcal{B}}^{\mathrm{dec}}(k)+\operatorname{Adv}_{C O M, \mathcal{B}}(k)
$$

Remark 9.5.6. Since the protocol is (cheating-verifier) zero knowledge, the reduction algorithm can simulate the valid prover even if the adversary accesses the prover oracle in an active way. This reduction requires as many steps as Qtk times of the original reduction. For simplicity, we only consider the reduction for the passive adversary.

### 9.5.3 Parameters and Communication Costs

In order to achieve the 80-bit security, we can set

$$
(2 / 3)^{t} \leq 2^{-81}, \text { and } \mathbf{A d v}_{\mathrm{NTRU}, \mathcal{B}}^{\mathrm{dec}}(k), \operatorname{Adv}_{\mathrm{COM}, \mathcal{B}}(k), Q t \Delta \leq 2^{-166}
$$

By solving $(2 / 3)^{t} \leq 2^{-81}$, we have that $t \geq 138.47 \ldots$ and set $t=150$ (with reasonable margin). We use NTRU and the hash function which is suitable for use at the 192 -bit security level. By setting $Q=2^{60}$, we have $\Delta \leq 2^{-234.8137 \ldots}$ and set $\Delta=2^{-256}$.

In NTRU-2008 [WHGH ${ }^{+}$08, HHHGW09], three parameter sets, ees677ep1, ees887ep1, and ees1087ep1, are recommended for the 192-bit security level. We adopt ees677ep1: the public-key length is $677 \cdot \log 2048=7447$ bits and the secretkey length is $677 \cdot 2=1354$ bits.

We next adopt the Halevi-Micali commitment scheme [HM96]. In this case, we need a 192-bit secure cryptographic hash function which outputs the digest of length at least 384 bits. Then, we have the commitment scheme where the length of the commitment is $7 \cdot 384=2688$ bits and the length of the decommitment is
$|m|+2688$ bits ( $m$ is a message to be committed). We have to compute $|m|$. The prover will sends two permutations and two vectors, or four vectors in Step P2. In the former, the length of the message is $2 \cdot \log 677!+2 \cdot 667 \cdot \log 2048 \sim 25686$ bits. In the latter, the length of the message is $2 \cdot 677 \cdot \log 3+2 \cdot 677 \cdot \log 2048 \sim 17041$ bits.

Thus, the total communication cost is $150 \cdot(3 \cdot 2688+2+(25686+2 \cdot 2688))=$ 5869200 bits (approximately 716.5 kB ).

Discussions: By parallel composition, we can obtain almost the same identification scheme. However, this scheme has a drawback in the sense of tightness of the reduction. In this case, the tightness is cubic as in Kawachi et al. [KTX08], rather than quadratic as in the above.

It seems that concurrently secure identification schemes need stronger assumptions, such as the one-more NTRU one-way assumption or the assumption that the small integer solution problem over NTRU lattices is hard on the average. The small integer solution problem, SIS $_{\beta}$, is, given a matrix $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$, to find a nonzero vector $z \in \Lambda_{q}^{\perp}(\boldsymbol{A})$ such that $\|z\| \leq \beta$ in some norm. Using this assumptions, Lyubashevsky [Lyu08a] and Kawachi et al. [KTX08] succeeded to construct concurrently secure identification schemes based on lattice problems.

### 9.6 Comparisons

There are several identification schemes based on combinatorial problems. We compare the schemes such as Stern's SD-based [Ste96], Shamir's PKPbased [Sha89], PPP-based by Pointcheval and Poupard [PP03], Lyubashevsky's C/IL-based [Lyu08a, Lyu08b], and C/IL-based by Kawachi et al. [KTX08] identification schemes. For the comparison with standard identification schemes, we put GQ [GQ88] and Schnorr [Sch91] in Table 9.2.

In the papers [Ste96, Sha89], the authors ignored the commitment scheme and directly used the hash value. Thus, the proofs are not correct in the standard model (this requires stronger assumptions on the hash function). We, hence, replace the hash function with the commitment scheme.

The main difficulty of comparison is that the parameter settings for other schemes were not explicit. They did not propose the parameter-generating method in order to attain the security level. Here, we briefly discuss the parameters and costs if we set 80 -bit security for the identification schemes.

Storage costs: Notice that, in all reduction, the advantages of the adversary against identification schemes are upperbounded by the square roots of the advantage of the adversary against the assumption that the underlying problem is hard. Thus, the best work factor for solving the underlying problem must be at least $2^{160}$. We here require 196-bit security for the underlying problem.

Recall that in the case of NTRU-ID, we have a 7447-bit public key.

| Name | Reduction | Security | $\|p k\|$ (kB) | Cost (kB) | Ref. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NTRU-ID | $(2 / 3)^{t}+\sqrt{5} \sqrt{\epsilon(k)+\epsilon^{\prime}(k)+Q t \Delta}$ | P (A) | 0.91 | 716.5 | XT09] |
| St-ID ${ }_{p}$ | $(2 / 3)^{t}+\sqrt{5} \sqrt{\epsilon(k)+\epsilon^{\prime}(k)+Q t \Delta}$ | P (A) | $\begin{gathered} 0.204 \\ (+680.9) \end{gathered}$ | 935.1 | Ste96 |
| PKP | $\left(\frac{126}{251}\right)^{t}+\sqrt{5.758 \ldots} \sqrt{\epsilon(k)+\epsilon^{\prime}(k)+Q t \Delta}$ | P (A) | $\geq 2.313$ | $\geq 90.0$ | [Sha89] |
| PPP | $(3 / 4)^{t}+\sqrt{14 / 3} \sqrt{\epsilon(k)+\epsilon^{\prime}(k)+2 Q t \Delta}$ | P (A) | $\begin{gathered} \geq 0.196 \\ (+\geq 5.324) \end{gathered}$ | $\geq 637.0$ | PP03] |
| Ly09-ID | $\sqrt{2 \epsilon(k)+4 \cdot 2^{-k t / 5}+2^{-3 k \log k / 4}}$ | C | ? | ? | Lyu09] |
| St-ID ${ }_{\text {C/LL,p }}^{+}$ | $(2 / 3)^{t}+\sqrt{10} \sqrt{2 \epsilon(k)+Q t \Delta^{\prime}}+2^{-\Omega(k)}$ | C | ? | ? | KTX08 |
| (cf:) GQ | $(1 / 2)^{l(k)}+\sqrt{\epsilon(k)}$ | P | $\begin{gathered} 0.938 \\ (+1.875) \end{gathered}$ | 1.885 | GQ88 |
| (cf:) Schnorr | $(1 / 2)^{l(k)}+\sqrt{\epsilon(k)}$ | P | $\begin{gathered} 0.938 \\ (+0.957) \end{gathered}$ | 0.967 | Sch91] |

Table 9.2: Comparisons on reduction and security. Note: NTRU-ID, St-ID, PKP, PPP , and $\mathrm{St-ID}_{\mathrm{C} / L L, p}^{+}$run the basic protocol in $t$ times sequentially. In Ly09-ID, $t$ is the number for parallel. Each $\epsilon(k)$ denotes the advantage of the polynomialtime adversary against the underlying problem. Each $\epsilon^{\prime}(k)$ denotes $\mathbf{A d v}_{\mathrm{COM}}^{\mathrm{bd}}(k)$, the advantage of the polynomial-time adversary against the commitment scheme. In $\mathrm{St}-\mathrm{ID}_{\mathrm{C} / \mathrm{LL}, \mathrm{p}}^{+}, \Delta^{\prime}$ denotes the regularity of the lattice-based hash functions. In GQ and Schnorr, $l(k)$ denotes the length of the challenge message. In the column of security, P, A, and C denotes passive, active, and concurrent, respectively.

In the GQ and Schnorr schemes, the RSA modulus $N$ or the parameter for the group $p$ is often of length 2048 bits. However, to achieve 196-bit security, they should be 7680-bit numbers. Interestingly, in the GQ scheme, the public key consists of $N$ and two elements $e, X$ in $\mathbb{Z}_{N}^{*}$, so, the length of public key is longer than that of NTRU-ID. Even if $(N, e)$ in the GQ scheme and $p$ in the Schnorr scheme is public parameter, there is a little difference between the length of the public key.

In Stern's scheme St-ID [Ste96], in order to achieve 196-bit security, it requires a random matrix in $\mathbb{Z}_{q}^{n \times m}$ as a public parameter, where $(q, n, m)=$ $(2,1670,3340)$ (see the estimation by Canteaut and Chabaud [CC98, Approximation 1]). Hence it requires approximately 680 kB for the public parameter. Each public key is a vector in $\mathbb{Z}_{q}^{n}$, whose length is 1670 bits.

In the PKP scheme, Shamir proposed the parameter set $(q, n, m)=(251,16,32)$ and $(q, n, m)=(251,37,64)$, which may achieve 76 -bit and 184-bit security. We adopt the latter parameter set. In the case, the public key $\boldsymbol{A}$ is a matrix in $\mathbb{Z}_{q}^{n \times m}$ and the length of it is 18944 bits (approximately 2.31 kB ).

In the PPP scheme by Poupard and Pointcheval [PP03], they proposed several parameters $(n, m)=(121,137)$ and $(n, m)=(201,217)$, which are estimated $2^{64}$ security and more. Hence, we adopt the latter. Note that their public parameters are of length at least $201 \cdot 217=43617$ bits. Each public key is a vector in $\mathbb{Z}_{m}^{n}$, whose length is approximately 1560 bits.

Communication Costs: The communication costs mainly depend on the domain size of the permutations in the protocol. In PKP and PPP, they used a permutation over [64] or over [217], respectively. Thus, their communication costs are relatively
low. On the other hand, St-ID $\mathrm{D}_{\mathrm{p}}$ uses a permutation over [3340] and NTRU-ID employs two permutations over [677]. Hence, the communication costs are very large.

### 9.7 Concluding Remarks

On computational-zero-knowledge proof systems: By using the hard-core bit of NTRU [NSW03] or the general hard-core predicate by Goldreich and Levin, we can construct computationally-hiding and statistically-binding bit-commitment schemes from the NTRU one-way assumption. By using the above commitment scheme, one obtains computational-zero-knowledge and proof-of-knowledge proof systems for the same relations.

Signature schemes: In the literature, there were two practical signature schemes based on NTRU, NSS [HPS01] and NTRUSign [HHGP ${ }^{+}$03]. Unfortunately, their security were not proven under plausible assumptions. Indeed, NSS and a simple version of NTRUSign were already broken [GJSS01, NR06].

Meanwhile, applying the Fiat-Shamir transformation to the 3-round parallelized version of the XT protocol, we can obtain a secure signature scheme under the NTRU decomposition assumption in the random oracle model. However, the XT-NTRU signature scheme is far from practical use.

We finally mention the signature scheme by Gentry, Peikert, and Vaikuntanathan [GPV08]. In their scheme, the public key is $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ and the secret key is a short basis of $\Lambda_{q}^{\perp}(\boldsymbol{A})$ in the $l_{2}$ norm. We already saw that the short vector $\mathbf{f} \circ(p \mathbf{g})$ is in $\Lambda_{q}^{\perp}([-\operatorname{Rot}(\mathbf{h}) \operatorname{Rot}(1)])$. By rotating the short vector, one can obtain a half of the basis of the NTRU lattice. Hoffstein, Howgrave-Graham, Pipher, Silverman, and Whyte proposed the NTRUSign [HHGP ${ }^{+}$03] in 2003. In [HHGP ${ }^{+}$03], they discussed how to obtain the remaining half of the basis of the NTRU lattice. They used certain norm rather than the $l_{2}$ norm. The method obtaining the remaining half of a short basis in $l_{2}$ norm would yield a secure signature scheme based on the NTRU problems in a similar way to the GPV signature scheme [GPV08].

## 10

## Trapdoors for Lattices

Organization: We briefly introduce the background of trapdoor functions based on lattice problems in Section 10.1. In Section 10.2, we review the definition of (one-way and collision-resistant) preimage sampleable functions (PSFs), which suit for lattice-based trapdoor functions. In Section 10.3, we review the AlwenPeikert algorithm for trapdoor generation. Section 10.4 reviews the sampling algorithm for $D_{\Lambda, s, c}$ by Gentry, Peikert, and Vaikuntanathan (which appears originally in Klein [Kle00]). In Section 10.5, we describes lattice-based PSFs obtained by combining the aboves. Section 10.6 illustrates the ideal version of the AlwenPeikert construction. In Section 10.7 describes an instantiation of PSFs from ideal lattices. Section 10.8 reviews the notions of "Bonsai" techniques. We apply these techniques to ideal-lattice-based constructions in Section 10.9. As direct applications of PSFs, we construct lattice-based trapdoor hash functions in Section 10.10

### 10.1 Introduction

In the seminal paper of Ajtai [Ajt96], he gave an instance-generation algorithm for SIS that outputs $(\boldsymbol{A}, \boldsymbol{e})$ : Generate a random vector $\boldsymbol{e} \leftarrow\{0,1\}^{m}$, generates a random matrix $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ with constrain that $\boldsymbol{A} \boldsymbol{e}=\mathbf{0}$, and permutes them. But, an instancegeneration algorithm that outputs $\boldsymbol{A} \leftarrow \mathbb{Z}_{q}^{n \times m}$ with the short basis of $\Lambda_{q}^{\perp}(\boldsymbol{A})$ is non-trivial. After this algorithm, he proposed the instance generation algorithm for this problem [Ajt99]. This algorithm was an isolated point of lattice-based cryptography; because in about decade, there were no cryptographic schemes employing this algorithm.

In 2008, Gentry, Peikert, and Vaikuntanathan [GPV08] showed that the short basis has a power of sampling the discretized Gaussian $D_{\Lambda, s, c}$ on the lattice $\Lambda$. They
also improved the analysis of the Ajtai algorithm. Alwen and Peikert further improved the Ajtai algorithm [AP09]. Finally, in 2009, Stehlé, Steinfeld, Tanaka, and Xagawa [SSTX09] proposed an ideal version of the Alwen-Peikert construction.

These algorithm allows to implement trapdoors for $h_{\boldsymbol{A}}$ (or $h_{\check{a}}$ ). The trapdoor is a basis $\boldsymbol{T}$ of a lattice $\Lambda_{q}^{\perp}(\boldsymbol{A})\left(\right.$ or $\left.\Lambda_{q}^{\perp}\left(\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}})\right)\right)$ such that $\|\tilde{\boldsymbol{T}}\| \leq L$ for some $L$. One can sample $D_{\Lambda_{q}^{\perp}(\boldsymbol{A}), s, \boldsymbol{c}}$ (or $\left.D_{\Lambda_{q}^{\perp}\left(\operatorname{Rot}_{\mathbf{f}}(\breve{a})\right), s, \boldsymbol{c}}\right)$ by using $\boldsymbol{T}$ for $s=L \cdot \omega(\sqrt{\log n})$. Turning it into hash functions, one can sample preimages $\boldsymbol{e}$ (or $\check{\boldsymbol{e}}$ ) of $\boldsymbol{u}$ (or $\mathbf{u}$ ). Since appearing distributions are not uniform, Gentry et al. defined preimage sampleable functions rather than trapdoor functions for generality.

### 10.2 Definition of Preimage Sampleable Functions

Roughly speaking, preimage sampleable functions (PSFs) is a hash family $\mathcal{H}=$ $\left\{\mathcal{H}_{n}\right\}$, where $\mathcal{H}_{n}=\left\{f_{a}: D_{n} \rightarrow R_{n} \mid(a, t) \in K_{n} \times T_{n}\right\}$, defined with a distribution ensemble $X=\left\{X_{n}\right\}$ over $D=\left\{D_{n}\right\}$. First, one can sample preimages of $y \in R_{n}$ under $f_{a}$ by using the corresponding $t$ to $a$. Next, the two distributions of the samples $(x, y)$ and $\left(x^{\prime}, y^{\prime}\right)$ must be statistically identical, where $(x, y)$ is sampled by $x \leftarrow X_{n}$ and $y \leftarrow f_{a}(y)$ and $\left(x^{\prime}, y^{\prime}\right)$ is sampled by $y^{\prime} \leftarrow U\left(D_{n}\right)$ and obtaining $x^{\prime}$ by the above trapdoor sampling procedure. In addition, the distribution $f_{a}\left(X_{n}\right)$ is almost uniform over $R_{n}$.

Gentry et al. [GPV08] defined it in the algorithmic form and we follow them.

### 10.2.1 Model of Preimage Sampleable Functions

The preimage sampleable (trapdoor) functions PSF defined by a quadruplet of algorithms (TrapGen, Eval, SampleDom, SamplePre).
$\operatorname{TrapGen}\left(1^{n}\right)$ : A trapdoor-generation algorithm, given the security parameter $1^{n}$, outputs a description of function $a \in K_{n}$ and its trapdoor $t$. (Notice that $a$ defines the function $f_{a}: D_{n} \rightarrow R_{n}$.)
$\operatorname{Eval}(a, x):$ An evaluation algorithm, given $a$ and an element $x \in D_{n}$, returns $y=f_{a}(x)$.
SampleDom $\left(1^{n}\right)$ : A domain sampling algorithm, given the security parameter $1^{n}$, samples $x \in D_{n}$ from some distribution over $D_{n}$.
SamplePre $(t, y)$ : A preimage sampling algorithm, given a trapdoor $t$ corresponding to $a$ and an image $y$, samples $x$ from some distribution over $D_{n}$.
Definition 10.2.1 (Preimage Sampleable Functions). We say PSF is preimage sampleable function scheme if the following conditions hold: Let $X$ denote the random variable stands for the output of SampleDom and let $X_{y}$ denote the random variable according to the conditional distribution of the output $x$ by SampleDom given $f_{a}(x)=y$.

Domain sampling with uniform distribution: With overwhelming probability of the choice of $a$, SampleDom samples an $x$ for which the distribution of $f_{a}(x)$ is statistically close to uniform over $R_{n}$. Formally,

$$
\operatorname{Pr}\left[\Delta\left(f_{a}(X), U\left(R_{n}\right)\right) \leq \operatorname{negl}(n): \quad(a, t) \leftarrow \operatorname{TrapGen}\left(1^{n}\right) ;\right] \geq 1-\operatorname{negl}(n) .
$$

Preimage sampling with trapdoor: With overwhelming probability of the choice of $a$, SamplePre, given $t$ and $y$, samples an $x$ for which the distribution of $x$ is statistically close to that of $X_{y}$. Formally, for any $y \in R_{n}$,
$\operatorname{Pr}\left[\Delta\left(\right.\right.$ SamplePre $\left.\left.(t, y), X_{y}\right) \leq \operatorname{negl}(n): \quad(a, t) \leftarrow \operatorname{TrapGen}\left(1^{n}\right) ;\right] \geq 1-\operatorname{negl}(n)$.

### 10.2.2 Security Notions

Roughly speaking, we say that PSF is one-way if any polynomial-time adversary cannot, given $a$ and $y$, output a preimage $x$ of $y$ under $f_{a}$. We say that PSF is collision-resistant if any polynomial-time adversary cannot, given $a$, output distinct $x, x^{\prime} \in D_{n}$ such that $f_{a}(x)=f_{a}\left(x^{\prime}\right)$ and the conditional min-entropy of $x \leftarrow$ SampleDom $\left(1^{n}\right)$ given $f_{a}(x)=y$ is at least $\omega(\log n)$. Note that the difference between the collision-resistance definitions of Hash and PSF. (The definition of the hash scheme does not require the min-entropy condition.)

Formally, we define the following experiments $\operatorname{Exp}_{\mathrm{PSF}, \mathcal{A}}^{\mathrm{ow}}(n)$ and $\operatorname{Exp}_{\mathrm{PSF}, \mathcal{A}}^{\mathrm{cr}}(n)$ between the challenger $\mathcal{C}$ and the adversary $\mathcal{A}$.

## Experiment Exp $_{\text {PSF, }}{ }^{\circ}(n)$ :

Setup Phase: The challenger $\mathcal{C}$ runs TrapGen with $1^{n}$ and obtains $(a, t)$. Next, it generates $y \leftarrow R_{n}$ uniformly at random. $C$ feeds $a$ and $y$ to the adversary $\mathcal{A}$.
Challenge Phase: $\mathcal{A}$ outputs $x$. If $x \in D_{n}$ and $f_{a}(x)=y$ then the challenger returns 1 , otherwise, 0 .
Experiment $\operatorname{Exp}_{\mathrm{PSF}, \mathcal{A}}^{\mathrm{cr}}(n)$ :
Setup Phase: The challenger $C$ runs TrapGen with $1^{n}$ and obtains ( $a, t$ ). $C$ feeds $a$ to the adversary $\mathcal{A}$.
Challenge Phase: $\mathcal{A}$ outputs $x$ and $x^{\prime}$ If $x, x^{\prime} \in D_{n}, x \neq x^{\prime}$, and $f_{a}(x)=$ $f_{a}\left(x^{\prime}\right)$ then the challenger returns 1 , otherwise, 0 .

Definition 10.2.2. Let PSF = (TrapGen, Eval, SampleDom, SamplePre) be a preimage sampleable function scheme. Let $\mathcal{A}$ be an adversary. Let the advantage of $\mathcal{A}$ against one-wayness be $\operatorname{Adv}_{\mathrm{PSF}, \mathcal{A}}^{\mathrm{ow}}(n):=\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{PSF}, \mathcal{A}}^{\mathrm{ow}}(n)=1\right]$. We say that PSF is one-way if, for any polynomial-time adversary $\mathcal{A}, \operatorname{Adv}_{\text {Hash, } \mathcal{A}}^{\text {ow }}(n)$ is negligible in $n$.

Let the advantage of $\mathcal{A}$ against collision resistance be $\operatorname{Adv}_{\mathrm{PSF}, \mathcal{A}}^{\mathrm{cr}}(n):=$ $\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{PSF}, \mathcal{A}}^{\mathrm{cr}}(n)=1\right]$. We say that PSF is collision resistant if, for any polynomialtime adversary $\mathcal{A}, \mathbf{A d v}_{\mathrm{PSF}, \mathcal{A}}^{\mathrm{cr}}(n)$ is negligible in $n$ and the conditional min-entropy
$H_{\infty}\left(X \mid f_{a}(X)=y\right)$ is at least $\omega(\log n)$, where $X$ denotes the random variable which stands for the output of SampleDom $\left(1^{n}\right)$.

### 10.3 The Ajtai and Alwen-Peikert Constructions

We next review the one of the underlying component of lattice-based PSFs, the Ajtai and Alwen-Peikert constructions. As noted in Section 10.1, Ajtai Ajt99] proposed that the instance-generation algorithm which outputs a random matrix $\boldsymbol{A}$ and a short basis $\boldsymbol{T}$ of a lattice $\Lambda_{q}^{\perp}(\boldsymbol{A})$. There are improved versions of the algorithm by Gentry et al. [GPV08] and by Alwen and Peikert [AP09]. We follow the construction by Alwen and Peikert.

### 10.3.1 Main Strategy

Assume that we have a random matrix $\boldsymbol{A}_{1} \in \mathbb{Z}_{q}^{n \times m_{1}}$. We then want to construct random $\boldsymbol{A}_{2} \in \mathbb{Z}_{q}^{n \times m_{2}}$ with a short basis $\boldsymbol{S} \in \mathbb{Z}_{q}^{m \times m}$ of $\Lambda_{q}^{\perp}(\boldsymbol{A})$, where $m=m_{1}+m_{2}$ and $\boldsymbol{A}=\left[\boldsymbol{A}_{1} \mid \boldsymbol{A}_{2}\right]$. Let $d=(1+\delta) n \log q$. We suppose that $m_{1} \geq d$ which will support the uniformity of $\boldsymbol{A}_{2}$.

To construct $\boldsymbol{S}$, we first compute an Hermite normal form $\boldsymbol{H} \in \mathbb{Z}^{m_{1} \times m_{1}}$ of a basis of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{1}\right)$. Since $\boldsymbol{H}$ is a basis of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{1}\right)$, we have that $\boldsymbol{A}_{1} \boldsymbol{H} \equiv \boldsymbol{O}(\bmod q)$. With high probability, $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{1}\right)$ is full-rank, and so is $\boldsymbol{H}$.

Next, let us construct $\boldsymbol{F}=\left[\boldsymbol{H}|\boldsymbol{U} ; \boldsymbol{O}| \boldsymbol{I}_{m_{2}}\right]$ for some $\boldsymbol{U} \in \mathbb{Z}^{m_{1} \times m_{2}}$ and $\boldsymbol{A}_{2} \in \mathbb{Z}_{q}^{n \times m_{2}}$ such that $\left[\boldsymbol{A}_{1} \mid \boldsymbol{A}_{2}\right] \boldsymbol{F} \equiv \boldsymbol{O}(\bmod q)$. In order to do so, we set $\boldsymbol{A}_{2} \equiv-\boldsymbol{A}_{1} \boldsymbol{U}(\bmod q)$ and we have $\boldsymbol{A F}=\left[\boldsymbol{A}_{1} \boldsymbol{H} \mid \boldsymbol{A}_{1} \boldsymbol{U}+\boldsymbol{A}_{2}\right] \equiv \boldsymbol{O}(\bmod q)$, where $\boldsymbol{U}$ has randomness to applying the leftover hash lemma and will be defined later. Notice that $\boldsymbol{F}$ is a basis of $\Lambda_{q}^{\perp}(\boldsymbol{F})$ by construction.

We then construct a unimodular matrix $\boldsymbol{Q}=\left[-\boldsymbol{I}_{m_{1}}|\boldsymbol{O} ; \boldsymbol{P}| \boldsymbol{B}\right]$ such that a basis $\boldsymbol{S}=\boldsymbol{F} \boldsymbol{Q}$ is short. We will set $\boldsymbol{B}$ an upper triangle matrix with diagonals 1, which yields the unimodularity of $\boldsymbol{Q}$. We figure them as follows:

$$
\left[\begin{array}{ll}
\boldsymbol{A}_{1} & \boldsymbol{A}_{2}
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{V} & \boldsymbol{D} \\
\boldsymbol{P} & \boldsymbol{B}
\end{array}\right]=\boldsymbol{O} \text { and } \underbrace{\left[\begin{array}{cc}
\boldsymbol{V} & \boldsymbol{D} \\
\boldsymbol{P} & \boldsymbol{B}
\end{array}\right]}_{\boldsymbol{S}}=\underbrace{\left[\begin{array}{cc}
\boldsymbol{H} & \boldsymbol{U} \\
\boldsymbol{O} & \boldsymbol{I}_{m_{2}}
\end{array}\right]}_{\boldsymbol{F}} \underbrace{\left[\begin{array}{cc}
-\boldsymbol{I}_{m_{1}} & \boldsymbol{O} \\
\boldsymbol{P} & \boldsymbol{B}
\end{array}\right]}_{\boldsymbol{Q}}
$$

By setting $\boldsymbol{U}=\boldsymbol{R}+\boldsymbol{G}$, with $\boldsymbol{G}$ to be defined later on and $\boldsymbol{R}$ a random matrix, we will have that $\boldsymbol{A}_{2}$ is almost uniformly random by the leftover hash lemma. More precisely, we set $\boldsymbol{R}=\left[\boldsymbol{R}^{\prime} ; \boldsymbol{O}\right] \in \mathbb{Z}^{m_{1} \times m_{2}}$ and $\boldsymbol{R}^{\prime}$ is chosen from $\{-1,0,+1\}^{d \times m_{2}}$. According to the structure of $S$, we have that

$$
\boldsymbol{D}=(\boldsymbol{G}+\boldsymbol{R}) \boldsymbol{B} \text { and } \boldsymbol{V}=-\boldsymbol{H}+(\boldsymbol{G}+\boldsymbol{R}) \boldsymbol{P} .
$$

The matrix $\boldsymbol{G}$ will be designed to $\boldsymbol{G} \boldsymbol{P}=\boldsymbol{H}_{2}-\boldsymbol{I}_{d}$. So, we let $\boldsymbol{V}=\boldsymbol{R} \boldsymbol{P}-\boldsymbol{I}_{m_{1}}$. Note that $\boldsymbol{D}=\boldsymbol{G B}+\boldsymbol{R B}$ and hence we let $\boldsymbol{W}=\boldsymbol{G B}$.

Preliminaries of the constructions: We first show that $\boldsymbol{F}$ is a basis of $\Lambda_{q}^{\perp}\left(\left[\boldsymbol{A}_{1} \mid \boldsymbol{A}_{2}\right]\right)$.
Lemma 10.3.1. If $\boldsymbol{H}$ is a basis of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{1}\right)$ then $\boldsymbol{F}$ is a basis of $\Lambda_{q}^{\perp}\left(\left[\boldsymbol{A}_{1} \mid \boldsymbol{A}_{2}\right]\right)$.
Proof. Let $\boldsymbol{A}=\left[\boldsymbol{A}_{1} \mid \boldsymbol{A}_{2}\right]$. Consider any $\boldsymbol{e}_{1} \circ \boldsymbol{e}_{2} \in \Lambda_{q}^{\perp}(\boldsymbol{A})$. We have that $\boldsymbol{A} \cdot\left(\boldsymbol{e}_{1} \circ \boldsymbol{e}_{2}\right)=$ $\boldsymbol{A}_{1} \boldsymbol{e}_{1}+\boldsymbol{A}_{2} \boldsymbol{e}_{2} \equiv \mathbf{0}(\bmod q)$. Since $\boldsymbol{A}_{2}=-\boldsymbol{A}_{1} \boldsymbol{U}$ in the construction, we also have that

$$
\boldsymbol{A}_{1}\left(\boldsymbol{e}_{1}-\boldsymbol{U} \boldsymbol{e}_{2}\right) \equiv \mathbf{0} \quad(\bmod q)
$$

Thus, $\boldsymbol{e}_{1}-\boldsymbol{U} \boldsymbol{e}_{2} \in \Lambda_{q}^{\perp}\left(\boldsymbol{A}_{1}\right)$. This indicates there is some $\boldsymbol{w} \in \mathbb{Z}^{m_{1}}$ such that $\boldsymbol{H} \boldsymbol{w}=$ $\boldsymbol{e}_{1}-\boldsymbol{U} \boldsymbol{e}_{2}$, since $\boldsymbol{H}$ is a basis of $\Lambda_{q}^{\perp}(\boldsymbol{A})$.

We note that $\boldsymbol{F} \subseteq \Lambda_{q}^{\perp}(\boldsymbol{A})$ since $\boldsymbol{A F} \equiv \boldsymbol{O}(\bmod q)$ by the construction. Since $q \boldsymbol{I}_{m_{1}} \subseteq \Lambda_{q}^{\perp}\left(\boldsymbol{A}_{1}\right)$, the basis $\boldsymbol{H}$ of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{1}\right)$ is full-rank. Thus, $\boldsymbol{F}=\left[\boldsymbol{H}|\boldsymbol{U} ; \boldsymbol{O}| \boldsymbol{I}_{m_{2}}\right]$ is also full-rank.

Hence, we can write $\boldsymbol{e}_{1} \circ \boldsymbol{e}_{2}=\boldsymbol{F}\left(\boldsymbol{c}_{1} \circ \boldsymbol{c}_{2}\right)$ for some $\boldsymbol{c}_{1} \in \mathbb{Q}^{m_{1}}$ and $\boldsymbol{c}_{2} \in \mathbb{Q}^{m_{2}}$. It suffices to show they are integer vectors. This means $\boldsymbol{e}_{1}=\boldsymbol{H} \boldsymbol{c}_{1}+\boldsymbol{U} \boldsymbol{c}_{2}$ and $\boldsymbol{e}_{2}=\boldsymbol{c}_{2}$. Thus, we have that $\boldsymbol{e}_{1}=\boldsymbol{H} \boldsymbol{c}_{1}+\boldsymbol{U} \boldsymbol{c}_{2}$ and $\boldsymbol{H} \boldsymbol{c}_{1}=\boldsymbol{e}_{1}-\boldsymbol{U} \boldsymbol{e}_{2} \in \mathbb{Z}^{m_{1}}$. Hence, $\boldsymbol{c}_{1}=\boldsymbol{w}$ and we have confirmed that $\boldsymbol{c}_{1}$ and $\boldsymbol{c}_{2}$ are integer vectors, which completes the proof.

Notice that the determinant of $\boldsymbol{H}$ is at most $q^{n}$ and each diagonal of $\boldsymbol{H}$ is at most $q$ (the equality holds when the columns of $\boldsymbol{A}_{1}$ generates $\mathbb{Z}_{q}^{n}$ ).

Hereafter, we set $\boldsymbol{W}=\boldsymbol{G B}$. We often use the matrix $\boldsymbol{T}_{\kappa}=\left\{t_{i, j}\right\} \in \mathbb{Z}^{\kappa \times \kappa}$, where $t_{i, i}=1, t_{i, i+1}=-r$, and all other $t_{i, j}$ 's are 0 . Illustratively,

It is easy to verify $\boldsymbol{T}_{\kappa}^{-1}$ is the inverse of $\boldsymbol{T}_{\kappa}$ by a multiplication.
There are three versions of the Alwen-Peikert construction. See the following sections Section 10.3.2, Section 10.3.3, and Section 10.3.4).

### 10.3.2 The First Construction

Theorem 10.3.2 (Alwen and Peikert [AP09]). Let $\delta>0$ and $r \geq 2$ be any constant. Let $m_{1}=m_{1}(n), m_{2}=m_{2}(n), m=m_{1}+m_{2}$, and $q=q(n)$. There is a probabilistic polynomial-time algorithm ExtLattice1 that, on input $1^{n}$ and uniformly random matrix $\boldsymbol{A}_{1} \in \mathbb{Z}_{q}^{n \times m_{1}}$, outputs a pair $\left(\boldsymbol{A}=\left[\boldsymbol{A}_{1} \mid \boldsymbol{A}_{2}\right], \boldsymbol{S}\right) \in \mathbb{Z}_{q}^{m \times n} \times \mathbb{Z}^{m \times m}$. If $m_{1} \geq d=$ $(1+\delta) n \log q$ and $m_{2} \geq 2 n \log q$,

- $\boldsymbol{A}$ is $\left(m_{2} \cdot q^{-\delta n / 2}\right)$-uniform over $\mathbb{Z}_{q}^{n \times m}$,
- $\boldsymbol{S}$ is a basis of $\Lambda^{\perp}(\boldsymbol{A})$, and
- for any $\omega(\sqrt{\log n})$ functions, $\|\boldsymbol{S}\| \leq\left(m_{1}+n \log _{r} q\right) \cdot \omega(\sqrt{\log n})$ with overwhelming probability.

Description: We start with a construction of $\boldsymbol{B}$; Let $\boldsymbol{H}^{\prime}=\boldsymbol{H}-\boldsymbol{I}_{m_{1}}$. Let $c_{i}$ and $c_{i}^{\prime}$ denote $i$-th diagonals of $\boldsymbol{H}$ and $\boldsymbol{H}^{\prime}$, respectively. Notice that $c_{i} \in[1, q]$. Let $l_{i}=\left\lceil\log _{r} c_{i}\right\rceil \leq 1+\log _{r} c_{i}$. Define the partial sums $s_{0}=0, s_{j}=s_{j-1}+l_{j}$ for $j \in\left[m_{1}\right]$. Define the total sum $s=s_{m_{1}}$.

Note that if $c_{i}=1$ then $l_{i}=0$ and there are at most $n \log q$ values of $i$ for which $c_{i}>1$. In addition, we have that $\prod_{i \in\left[m_{1}\right]} c_{i} \leq q^{n}$, since $\operatorname{det}(\boldsymbol{H}) \leq q^{n}$. Therefore, we have that $s \leq n \log q+\sum_{i} \log _{r} c_{i} \leq 2 n \log q \leq m_{2}$.

Here, we set

$$
\boldsymbol{B}=\operatorname{diag}\left(\boldsymbol{T}_{l_{1}}, \ldots, \boldsymbol{T}_{l_{m_{1}}}, \boldsymbol{I}_{m_{2}-s}\right) .
$$

We note that

$$
\boldsymbol{B}^{-1}=\operatorname{diag}\left(\boldsymbol{T}_{l_{1}}^{-1}, \ldots, \boldsymbol{T}_{l_{m_{1}}}^{-1}, \boldsymbol{I}_{m_{2}-s}\right) .
$$

We next split $\boldsymbol{W}$ and $\boldsymbol{G}$ into $m_{1}+1$ matrices where $\boldsymbol{W}=\left[\boldsymbol{W}^{(1)}|\ldots| \boldsymbol{W}^{\left(m_{1}\right)} \mid \boldsymbol{O}\right]$, $\boldsymbol{G}=\left[\boldsymbol{G}^{(1)}|\ldots| \boldsymbol{G}^{\left(m_{1}\right)} \mid \boldsymbol{O}\right]$, and $\boldsymbol{W}^{(k)}, \boldsymbol{G}^{(k)} \in \mathbb{Z}^{m_{1} \times l_{k}}$ for any $k \in\left[m_{1}\right]$. Let $\boldsymbol{W}^{(k)}=$ $\left\{w_{i, j}^{(k)}\right\}_{i \in\left[m_{1}\right], j \in\left[l_{k}\right]}$ and $\boldsymbol{G}^{(k)}=\left\{g_{i, j}^{(k)}\right\}_{i \in\left[m_{1}\right], j \in\left[l_{k}\right]}$. We set

$$
w_{i, j}^{(k)}=\left\{\begin{array}{ll}
1 & (i=k \text { and } j=1) \\
0 & (\text { otherwise })
\end{array} .\right.
$$

By this construction, we have that

$$
g_{i, j}^{(k)}= \begin{cases}r^{j} & (i=k), \\ 0 & \text { (otherwise) }\end{cases}
$$

since $\boldsymbol{G}=\boldsymbol{W} \boldsymbol{B}^{-1}$. Let $\boldsymbol{g}_{l}=\left[1, r, \ldots, r^{l-1}\right] \in \mathbb{Z}^{1 \times l}$. Illustratively, we have that

$$
\boldsymbol{G}=\begin{gathered}
\\
1 \\
2 \\
\vdots \\
m_{1}
\end{gathered}\left[\begin{array}{rrrrr}
1 & 2 & \cdots & m_{1} & \cdots \\
\boldsymbol{g}_{l_{1}} & & & & \\
& \boldsymbol{g}_{l_{2}} & & & \\
& & \ddots & & \\
& & & \boldsymbol{g}_{l_{m_{1}}} &
\end{array}\right]
$$

Using this construction, making $\boldsymbol{G P}=\boldsymbol{H}^{\prime}=\boldsymbol{H}-\boldsymbol{I}_{m_{1}}$ is straightforward; Let $\boldsymbol{P}=\left[\boldsymbol{P}^{(1)} ; \ldots ; \boldsymbol{P}^{\left(m_{1}\right)} ; \boldsymbol{O}\right]$, where $\boldsymbol{P}^{(k)}=\left[\boldsymbol{p}_{1}^{(k)}|\ldots| \boldsymbol{p}_{m_{1}}^{(k)}\right]$ and $\boldsymbol{p}_{j}^{(k)} \in \mathbb{Z}_{k}^{l_{k}}$. Let $\boldsymbol{H}^{\prime}=$ $\left\{h_{i, j}^{\prime}\right\}_{i, j \in\left[m_{1}\right]}$.

For any $i, j \in\left[m_{1}\right]$, we have that

$$
h_{i, j}^{\prime}=\boldsymbol{g} \cdot \boldsymbol{p}_{i}^{(j)}
$$

by the construction of $\boldsymbol{G}$. Hence, we set $\boldsymbol{p}_{i}^{(j)}$ to be a $r$-base decomposition of $h_{i, j}^{\prime}$ and have that each coefficient in $\boldsymbol{p}_{i}^{(j)}$ is in $[0, r-1]$.

Length of $\boldsymbol{S}$ : The norm of $\boldsymbol{S}$ is $\max \left\{\left\|\boldsymbol{S}_{1}\right\|,\left\|\boldsymbol{S}_{2}\right\|\right\}$, where $\boldsymbol{S}_{1}=[\boldsymbol{V} ; \boldsymbol{P}]$ and $\boldsymbol{S}_{2}=$ $[\boldsymbol{D} ; \boldsymbol{B}]$.

We start to estimate the norm of $\boldsymbol{S}_{2}$. Recall that $\boldsymbol{U}=\boldsymbol{G}+\boldsymbol{R}$ and $\boldsymbol{D}=\boldsymbol{U} \boldsymbol{B}=$ $\boldsymbol{G} \boldsymbol{B}+\boldsymbol{R} \boldsymbol{B}$. We have that $\|\boldsymbol{G} \boldsymbol{B}\|^{2} \leq\|\boldsymbol{W}\|^{2} \leq 1$. We also have $\|\boldsymbol{R}\| \leq \sqrt{d}$ and thus $\|\boldsymbol{R} \boldsymbol{B}\| \leq(r+1) \sqrt{d}$. Hence, $\|\boldsymbol{D}\| \leq\|\boldsymbol{G} \boldsymbol{B}\|+\|\boldsymbol{R} \boldsymbol{B}\| \leq 1+(r+1) \sqrt{d} \leq(r+2) \sqrt{d}$.

$$
\left\|\boldsymbol{S}_{2}\right\|^{2} \leq\|\boldsymbol{D}\|^{2}+\|\boldsymbol{B}\|^{2} \leq(r+2)^{2} d+\left(r^{2}+1\right) \leq(r+2)^{2}(d+1) .
$$

Next, we estimate the norm of $\boldsymbol{S}_{1}$. Simply, we have that $\|\boldsymbol{P}\| \leq \sqrt{s} \cdot(r-1)$. Recall that $\boldsymbol{V}=\boldsymbol{R} \boldsymbol{P}-\boldsymbol{I}_{m_{1}}$. Hence, we have that

$$
\|\boldsymbol{V}\| \leq \sqrt{d} \cdot(r-1) s+1
$$

This indicates

$$
\left\|\boldsymbol{S}_{1}\right\|^{2} \leq\|\boldsymbol{V}\|^{2}+\|\boldsymbol{P}\|^{2} \leq(\sqrt{d}(r-1) s+1)^{2}+(r-1)^{2} s \leq 2 d r^{2} s^{2}
$$

for sufficiently large $d$ and $s$.
Combining the above arguments, we have the upper bound $\sqrt{2 d} \cdot r s$.
To obtain better upper bound, we use Hoeffding's inequality: Since $\boldsymbol{R}^{\prime}$ is chosen from $\{-1,0,+1\}^{d \times m_{2}}$ uniformly at random, for any $S$, which is any entry of $\boldsymbol{R} \boldsymbol{P}$, we have that $|S| \geq t \sqrt{s}$ with probability at most $2 \exp \left(-2 t^{2} / r^{2}\right)$. Setting $t=\omega(r \sqrt{\log n})$ and taking a union bound over all entries of $\boldsymbol{P} \boldsymbol{R}$, we have that $\|\boldsymbol{P} \boldsymbol{R}\| \leq t \sqrt{s d}$ with overwhelming probability. This shows that

$$
\left\|\boldsymbol{S}_{1}\right\|^{2} \leq\|\boldsymbol{V}\|^{2}+\|\boldsymbol{P}\|^{2} \leq(\sqrt{s d} \cdot t+1)^{2}+r^{2} s=O\left(s d t^{2}\right)
$$

and thus we have the upper bound $\sqrt{s d} \cdot \omega(\sqrt{\log n})$ with overwhelming probability.

### 10.3.3 The Second Construction

Theorem 10.3.3 (Alwen and Peikert (AP09]). Let $\delta>0$ and $r \geq 2$ be any constant. Let $m_{1}=m_{1}(n), m_{2}=m_{2}(n), m=m_{1}+m_{2}$, and $q=q(n)$. Let ldenote $\left\lceil\log _{r}(q-1)\right\rceil$. There is a probabilistic polynomial-time algorithm ExtLattice2 that, on input $1^{n}$ and uniformly random matrix $\boldsymbol{A}_{1} \in \mathbb{Z}_{q}^{n \times m_{1}}$, outputs a pair $\left(\boldsymbol{A}=\left[\boldsymbol{A}_{1} \mid \boldsymbol{A}_{2}\right], \boldsymbol{S}\right) \in$ $\mathbb{Z}_{q}^{m \times n} \times \mathbb{Z}^{m \times m}$. If $m_{1} \geq d=(1+\delta) n \log q$ and $m_{2} \geq m_{1} \cdot l$,

- $\boldsymbol{A}$ is $\left(m_{2} \cdot q^{-\delta n / 2}\right)$-uniform over $\mathbb{Z}_{q}^{n \times m}$,
- $\boldsymbol{S}$ is a basis of $\Lambda^{\perp}(\boldsymbol{A})$, and
- $\|\boldsymbol{S}\| \leq 2 r \sqrt{m_{1}+1}$.

Description: The basic idea is we make $\boldsymbol{G}$ contain the columns of $\boldsymbol{H}^{\prime}=$ $\left[\boldsymbol{h}_{1}^{\prime}, \ldots, \boldsymbol{h}_{m_{1}}^{\prime}\right]=\boldsymbol{H}-\boldsymbol{I}_{m_{1}}$. This drastically reduces the norm of $\boldsymbol{P}$. We again start with a construction of $\boldsymbol{B}$;

$$
\boldsymbol{B}=\operatorname{diag}\left(\boldsymbol{T}_{l}, \ldots, \boldsymbol{T}_{l}, \boldsymbol{I}_{m_{2}-m_{1} / l}\right)
$$

We note that

$$
\boldsymbol{B}=\operatorname{diag}\left(\boldsymbol{T}_{l}^{-1}, \ldots, \boldsymbol{T}_{l}^{-1}, \boldsymbol{I}_{m_{2}-m_{1} \cdot l}\right)
$$

We next split $\boldsymbol{W}$ and $\boldsymbol{G}$ into $m_{1}+1$ matrices where $\boldsymbol{W}=\left[\boldsymbol{W}^{(1)}|\ldots| \boldsymbol{W}^{\left(m_{1}\right)} \mid \boldsymbol{O}\right]$, $\boldsymbol{G}=\left[\boldsymbol{G}^{(1)}|\ldots| \boldsymbol{G}^{\left(m_{1}\right)} \mid \boldsymbol{O}\right]$, and $\boldsymbol{W}^{(k)}, \boldsymbol{G}^{(k)} \in \mathbb{Z}^{m_{1} \times l}$ for any $k \in\left[m_{1}\right]$. Let $\boldsymbol{W}^{(k)}=$ $\left[\boldsymbol{w}_{1}^{(k)}, \ldots, \boldsymbol{w}_{l}^{(k)}\right]$ and $\boldsymbol{G}^{(k)}=\left[\boldsymbol{g}_{1}^{(k)}, \ldots, \boldsymbol{g}_{l}^{(k)}\right]$. Notice that $\boldsymbol{G}^{(k)}=\boldsymbol{W}^{(k)} \cdot \boldsymbol{T}_{l}^{-1}$. Let $\boldsymbol{w}_{j}^{(k)}$ be a reverse-order $r$-base decomposition of $\boldsymbol{h}_{k}^{\prime}$, that is, $\boldsymbol{h}_{k}^{\prime}=\sum_{j \in[l]} r^{l-j} \boldsymbol{w}_{j}^{(k)}$. Then,

$$
\boldsymbol{g}_{l}^{(k)}=\sum_{j \in[l]} r^{l-j} \boldsymbol{w}_{j}^{(k)}=\boldsymbol{h}_{k}^{\prime} .
$$

Using this construction, making $\boldsymbol{G P}=\boldsymbol{H}^{\prime}=\boldsymbol{H}-\boldsymbol{I}_{m_{1}}$ is again straightforward; The $j$-th column of $\boldsymbol{P}$ picks up $\boldsymbol{h}_{j}^{\prime}$ in $\boldsymbol{G}$. More precisely, let $\boldsymbol{P}=\left[\boldsymbol{p}_{1}, \ldots, \boldsymbol{p}_{m_{1}}\right]$ and let $\boldsymbol{p}_{j}=\boldsymbol{i}_{l i}$ for $i \in\left[m_{1}\right]$.

Length of $\boldsymbol{S}$ : $\quad$ The norm of $\boldsymbol{S}$ is $\max \left\{\left\|\boldsymbol{S}_{1}\right\|,\left\|\boldsymbol{S}_{2}\right\|\right\}$, where $\boldsymbol{S}_{1}=[\boldsymbol{V} ; \boldsymbol{P}]$ and $\boldsymbol{S}_{2}=$ $[\boldsymbol{D} ; \boldsymbol{B}]$.

We start to estimate the norm of $\boldsymbol{S}_{2}$. Recall that $\boldsymbol{U}=\boldsymbol{G}+\boldsymbol{R}$ and $\boldsymbol{D}=\boldsymbol{U} \boldsymbol{B}=$ $\boldsymbol{G} \boldsymbol{B}+\boldsymbol{R} \boldsymbol{B}$. We have that $\|\boldsymbol{G} \boldsymbol{B}\|=\|\boldsymbol{W}\| \leq \sqrt{m_{1}}(r-1)$. We also have $\|\boldsymbol{R}\| \leq \sqrt{d}$ and thus $\|\boldsymbol{R} \boldsymbol{B}\| \leq(r+1) \sqrt{d}$. Hence, $\|\boldsymbol{D}\| \leq\|\boldsymbol{G} \boldsymbol{B}\|+\|\boldsymbol{R} \boldsymbol{B}\| \leq \sqrt{m_{1}}(r-1)+(r+1) \sqrt{d} \leq$ $2 r \sqrt{m_{1}}$.

$$
\left\|\boldsymbol{S}_{2}\right\|^{2} \leq\|\boldsymbol{D}\|^{2}+\|\boldsymbol{B}\|^{2} \leq 4 r^{2} m_{1}+r^{2}+1 \leq(2 r)^{2}\left(m_{1}+1\right)
$$

for sufficiently large $m_{1}$.
Next, we estimate the norm of $\boldsymbol{S}_{1}$. Simply, we have that $\|\boldsymbol{P}\|=1$. Then, we also have $\|\boldsymbol{R} \boldsymbol{P}\| \leq \sqrt{d}$. Hence, by the triangle inequality, we have that

$$
\|\boldsymbol{V}\| \leq \sqrt{d}+1
$$

This indicates

$$
\left\|\boldsymbol{S}_{1}\right\|^{2} \leq\|\boldsymbol{V}\|^{2}+\|\boldsymbol{P}\|^{2} \leq d+2 \sqrt{d}+1+1 \leq(\sqrt{d}+2)^{2} .
$$

Combining the above arguments, we have the upper bound $2 r \sqrt{m_{1}+1}$.

### 10.3.4 The Third Construction

Theorem 10.3.4 (||AP09]). Let $\delta>0$ and $r \geq 2$ be any constants. Let $m_{1}=m_{1}(n)$, $m_{2}=m_{2}(n), m=m_{1}+m_{2}$, and $q=q(n)$ with $q$ odd prime. There is a probabilistic polynomial-time algorithm ExtLattice3 that, on input $1^{n}$ and uniformly random matrix $\boldsymbol{A}_{1} \in \mathbb{Z}_{q}^{n \times m_{1}}$, outputs a pair $\left(\boldsymbol{A}=\left[\boldsymbol{A}_{1} \mid \boldsymbol{A}_{2}\right], \boldsymbol{S}\right) \in \mathbb{Z}_{q}^{n \times m_{2}} \times \mathbb{Z}^{m \times m}$. If $m_{1} \geq d=$ $(1+\delta) n \log q$ and $m_{2} \geq(4+2 \delta) n \log q$, there is a constant $C>0$ such that

- $\boldsymbol{A}$ is $\left(m_{2} \cdot q^{-\delta n / 2}\right)$-uniform over $\mathbb{Z}_{q}^{m}$,
- $\boldsymbol{S}$ is a basis of $\Lambda_{q}^{\perp}(\boldsymbol{A})$,
- $\|\boldsymbol{S}\| \leq C n \log q$ with overwhelming probability, and
- $\|\tilde{\boldsymbol{S}}\| \leq 1+C \sqrt{d}=O(\sqrt{n \log q})$ with overwhelming probability.

Description: Roughly speaking, the construction is similar to the construction 1 . The basic idea is implanting another matrix $\boldsymbol{M}$ into $\boldsymbol{G}$ to shorten the norm of $\tilde{\boldsymbol{S}}$, where rows of $\boldsymbol{M}$ is orthogonal.

We recall the definition of $\boldsymbol{B}$ in the construction 1;

$$
\boldsymbol{B}=\operatorname{diag}\left(\boldsymbol{T}_{l_{1}}, \ldots, \boldsymbol{T}_{l_{m_{1}}}, \boldsymbol{I}_{m_{2}-s}\right)
$$

where $l_{i}=\left\lceil\log _{r} c_{i}\right\rceil$ and $s=\sum_{i \in\left[m_{1}\right]} l_{i}$.
We next split $\boldsymbol{W}$ and $\boldsymbol{G}$ into $m_{1}+2$ matrices;

$$
\boldsymbol{W}=\left[\boldsymbol{W}^{(1)}|\ldots| \boldsymbol{W}^{\left(m_{1}\right)}|\boldsymbol{M}| \boldsymbol{O}\right] \text { and } \boldsymbol{G}=\left[\boldsymbol{G}^{(1)}|\ldots| \boldsymbol{G}^{\left(m_{1}\right)}|\boldsymbol{M}| \boldsymbol{O}\right]
$$

where $\boldsymbol{W}^{(k)}, \boldsymbol{G}^{(k)} \in \mathbb{Z}^{m_{1} \times l}$ for any $k \in\left[m_{1}\right]$. We define $\boldsymbol{M}$ later. As in the construction 1 , let $w_{i, j}^{(k)}=1$ when $i=k$ and $j=1$, and 0 otherwise. Then, we have that $g_{i, j}^{(k)}=r^{j}$ when $i=k$, and 0 otherwise.

We next define $\boldsymbol{M} \in \mathbb{Z}^{m_{1} \times w}$. Let $w$ be the largest power of 2 in the range $\left[d, m_{2}-2 n \log _{r} q\right]$. By the hypothesis, we have $m_{2}-2 n \log _{r} q \geq 2 d$. Thus, there is a power of $w$ in the range. Notice that $w \geq m_{2} / 2-n \log _{r} q \geq m_{2} / 4$. The matrix $\boldsymbol{M}$ is zero in all but its first $d$ rows. The first $d$ rows of $\boldsymbol{M}$ are set to be the $C^{\prime}$ multiple of $d$ distinct rows of a square Hadamard matrix of dimension $w$. Note that, by the Sylvester construction, we always have a $w$ by $w$ Hadamard matrix $H_{2}^{\otimes \log _{w}}$, where $H_{2}=[1,1 ;-1,1]$.

The matrix $\boldsymbol{P}$ is defined as the same way to the one in the construction 1.

Length of $\boldsymbol{S}$ : The estimation of $\|\boldsymbol{S}\|$ is obtained by the almost same way to the one of the construction 1 .

We omit the estimation of the length of $\tilde{\boldsymbol{S}}$, since this needs a somewhat complicated analysis on the singular values of random matrices. For the details, see the original paper [AP09].

### 10.4 The Sampling Algorithm

Theorem 10.4.1 ([GPV08]). There is a probabilistic polynomial-time algorithm SampleD that, given a basis $\boldsymbol{T}$ of an $n$-dimensional lattice $\Lambda$, a parameter $s \geq$ $\|\tilde{\boldsymbol{T}}\| \cdot \omega(\sqrt{\log m})$, and a center $\boldsymbol{c} \in \mathbb{R}^{n}$, outputs a sample from distribution that is statistically close to $D_{\Lambda, s, c}$.

We note that the algorithm SampleD is indeed the same as Klein's one, as Lyubashevsky pointed out.

The core of the algorithm used the acceptance-rejection method vN51, Dev86]. Hence, we first review it.

### 10.4.1 The Acceptance-Rejection Method

We recall the acceptance-rejection method, the one of the basic methodologies for sampling from non-uniform distributions. This technique is formalized by von Neumann [VN51].

Suppose that we want to sample values according to a distribution $f$ over $S$. Assume that we can sample values according to another distribution $g$ over $S$. If, for any $x \in S$, we have $f(x)<c g(x)$ for some $c>1$, we can use the acceptancerejection method in order to sample from $f$. The algorithm is as follows:

1. Sample $x \leftarrow g$ and $u \leftarrow(0,1)$.
2. If $u<f(x) / \operatorname{cg}(x)$, output $x$. Otherwise output $\perp$.

In order to simplify the notation, we define $h(x)=f(x) /(\operatorname{cg}(x))$ in this subsection. Let $D^{h}$ denote the distribution of the output of the above algorithm using $h(x)$. $D^{h}(x)$ denotes the probability density function of the distribution $D^{h}$.

For a random variable $u \leftarrow(0,1)$ and $x \in S$,

$$
\operatorname{Pr}\left[u \leq \frac{f(x)}{c g(x)}\right]=\operatorname{Pr}\left[\left.u \leq \frac{f(X)}{c g(X)} \right\rvert\, X=x\right]=\frac{f(x)}{c g(x)}=h(x) .
$$

Thus,

$$
D^{h}(x)=\left\{\begin{array}{ll}
\frac{f(x)}{c g(x)} \cdot g(x)=\frac{f(x)}{c} & (x \in S) \\
1-1 / c & (x=\perp)
\end{array} .\right.
$$

Therefore, the distribution $f$ coincides with the distribution of the output conditioned on that the output is not $\perp$.

The correctness of the algorithm when repeated $r$-times is summarized as follows:

Lemma 10.4.2. Consider the following algorithm:

1. Initialize $i \leftarrow 0$.
2. Sample $x \leftarrow g$ and $u \leftarrow(0,1)$.
3. If $u<f(x) /(c g(x))$, output $x$. If $i \geq r$ output $\perp$. Otherwise go to Step 2 .

Let $D$ denote the output distribution of the above algorithm. Then,

$$
\Delta(D, f)=\left(1-\frac{1}{c}\right)^{r}
$$

Proof. Since $f$ coincides with the conditional distribution given that the output is not $\perp$, we have that

$$
D(x)= \begin{cases}\left(1-(1-1 / c)^{r}\right) f(x) & (x \in S) \\ (1-1 / c)^{r} & (x=\perp)\end{cases}
$$

To ease of notation, let $\delta$ denote $(1-1 / c)^{r}$. We obtain that

$$
\begin{aligned}
\Delta(D, f) & =\frac{1}{2} \int_{x \in S \cup\{\perp\}}|D(x)-f(x)| d x \\
& =\frac{1}{2}\left(D(\perp)+\int_{x \in S}|D(x)-f(x)| d x\right) \\
& =\frac{1}{2}\left(\delta+\int_{x \in S}(1-\delta) f(x) d x\right) \\
& =\frac{1}{2} \cdot 2 \delta=\delta
\end{aligned}
$$

which completes the proof.

### 10.4.2 Sampling over a One-Dimensional Lattice

The starting point is a sampling algorithm over a one-dimensional lattice.

```
Algorithm 1 SampleZ
Require: \(1^{n}, s>0, c \in \mathbb{R}\)
Ensure: \(x \leftarrow D_{\mathbb{Z}, s, c}\)
    \(x \leftarrow \mathbb{Z} \cap[c-s t, c+s t]\)
    \(u \leftarrow[0,1]\)
    if \(\rho_{s}(x-c) \leq u\) then
        return \(x\)
    else
        goto Step 1
    end if
```

The following lemma ensures that the sample from $D_{\mathbb{Z}, s, c}$ falls in the range $[c-s t, c+s t]$ with overwhelming probability if $t$ is sufficiently large.

Lemma 10.4.3 ([GPV08]). For any $\epsilon>0$, any $s \geq \eta_{\epsilon}(\mathbb{Z})$, and any $t>0$,

$$
\operatorname{Pr}_{x \leftarrow D_{Z, s, c}}[|x-c| \geq t s] \leq 2 \cdot \frac{1+\epsilon}{1-\epsilon} \cdot \exp \left(-\pi t^{2}\right) .
$$

In particular, for $\epsilon \in(0,1 / 2)$ and $t \geq \omega(\sqrt{\log n})$, the probability that $|x-c| \geq t s$ is negligible in $n$.

The correctness of the algorithm SampleZ is summarized as follows, which is obtained as the corollary of the above lemmas:

Lemma 10.4.4 ([GPV08]). For any $0<\epsilon<\exp (-\pi)$, any $s \geq \eta_{\epsilon}(\mathbb{Z})$, and $c \in \mathbb{R}$, and $t(n)=\omega(\sqrt{\log n})$, SampleZ terminates within $t(n) \cdot \omega(\log n)$ iterations with overwhelming probability, and its output distribution is statistically close to $D_{\mathbb{Z}, s, c}$.

### 10.4.3 Sampling over Arbitrary Lattice

The algorithm SampleD take a sample from $D_{\Lambda, s, c}$. Its procedure is recursive one and can be interpreted as randomized nearest plane algorithm. Indeed, if we change the line 4 in SampleD, the algorithm is the nearest plane algorithm [Bab86].

```
Algorithm 2 SampleD
Require: a basis \(\boldsymbol{T}\) of an \(n\)-dimensional lattice \(\Lambda\), a parameter \(s>0\), and a
    center \(\boldsymbol{c} \in \mathbb{R}^{n}\)
Ensure: \(\boldsymbol{x} \leftarrow D_{\Lambda, s, c}\)
    \(\boldsymbol{v}_{n} \leftarrow \mathbf{0}\) and \(\boldsymbol{c}_{n} \leftarrow \boldsymbol{c}\).
    for \(i=n\) to 1 do
        \(c_{i}^{\prime} \leftarrow\left\langle\boldsymbol{c}_{i}, \tilde{\boldsymbol{t}}_{i}\right\rangle /\left\|\tilde{\boldsymbol{t}}_{i}\right\|^{2} \in \mathbb{R}\) and \(s_{i}^{\prime} \leftarrow s /\left\|\tilde{\boldsymbol{t}}_{i}\right\|>0\)
        \(z_{i} \leftarrow D_{\mathbb{Z}, s_{i}^{\prime}, c_{i}^{\prime}}\left(\right.\) this is done by \(z_{i} \leftarrow\) SampleZ \(\left(1^{n}, s_{i}^{\prime}, c_{i}^{\prime}\right)\).)
        \(\boldsymbol{c}_{i-1} \leftarrow \boldsymbol{c}_{i}-z_{i} \boldsymbol{t}_{i}\) and \(\boldsymbol{v}_{i-1} \leftarrow \boldsymbol{v}_{i}+z_{i} \boldsymbol{t}_{i}\)
    end for
    return \(v_{0}\)
```

From the construction $\boldsymbol{v}_{i-1} \leftarrow \boldsymbol{v}_{i}+z_{i} \boldsymbol{t}_{\boldsymbol{i}}$, the output vector $\boldsymbol{v}=\boldsymbol{v}_{0}$ is a lattice vector.

For the consistency, we include the proof by Gentry et al.. They prepared two lemmas.

Lemma 10.4.5 (Lemma 4.4, [GPV08]). For any $(\boldsymbol{T}, s, \boldsymbol{c})$ and any output $\boldsymbol{v}=\boldsymbol{v}_{0}=$ $\sum_{i \in[n]} z_{i} \boldsymbol{t}_{i} \in \Lambda$ of SampleD,

$$
\boldsymbol{v}-\boldsymbol{c}=\sum_{i \in[n]}\left(z_{i}-c_{i}^{\prime}\right) \tilde{\boldsymbol{t}}_{i} .
$$

Proof. For $i \in[n]$, let us define projections $\pi_{j}: \mathbb{R}^{n} \rightarrow \operatorname{span}\left(\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{i}\right)$. We will show that for all $j=0, \ldots, n$,

$$
\left(\boldsymbol{v}_{0}-\boldsymbol{v}_{j}\right)-\boldsymbol{\pi}_{j}\left(\boldsymbol{c}_{j}\right)=\sum_{i \in[j]}\left(z_{i}-c_{i}^{\prime}\right) \tilde{\boldsymbol{t}}_{i} .
$$

It holds in the case where $j=0$ trivially. Hence, suppose that it holds for $j=k-1$ for some $k \in[n]$. By the construction, we have $\boldsymbol{v}_{k}=\boldsymbol{v}_{k-1}-z_{k} \boldsymbol{t}_{k}$ and $\boldsymbol{c}_{k}=\boldsymbol{c}_{k-1}+z_{k} \boldsymbol{t}_{k}$. In addition, we have that $\left\|\tilde{\boldsymbol{t}}_{i}\right\|^{2} c_{i}^{\prime}=\left\langle\boldsymbol{c}_{k}, \tilde{\boldsymbol{t}}_{k}\right\rangle$. Therefore, we have that

$$
\begin{aligned}
\boldsymbol{v}_{0}-\boldsymbol{v}_{k}-\pi_{k}\left(\boldsymbol{c}_{k}\right) & =\boldsymbol{v}_{0}-\left(\boldsymbol{v}_{k-1}-z_{k} \boldsymbol{t}_{k}\right)-\left(\pi_{k-1}\left(\boldsymbol{c}_{k}\right)+c_{k}^{\prime} \tilde{\boldsymbol{t}}_{k}\right) \\
& =\left(\boldsymbol{v}_{0}-\boldsymbol{v}_{k-1}\right)+z_{k} \boldsymbol{t}_{k}-\left(\pi_{k-1}\left(\boldsymbol{c}_{k-1}\right)+\pi_{k-1}\left(z_{k} \boldsymbol{t}_{k}\right)+c_{k}^{\prime} \tilde{\boldsymbol{t}}_{k}\right) \\
& =\left(\boldsymbol{v}_{0}-\boldsymbol{v}_{k-1}-\pi_{k-1}\left(\boldsymbol{c}_{k-1}\right)\right)+z_{k}\left(\boldsymbol{t}_{k}-\pi_{k-1}\left(\boldsymbol{t}_{k}\right)\right)-c_{k}^{\prime} \tilde{\boldsymbol{t}}_{k} \\
& =\left(\boldsymbol{v}_{0}-\boldsymbol{v}_{k-1}-\pi_{k-1}\left(\boldsymbol{c}_{k-1}\right)\right)+\left(z_{k}-c_{k}^{\prime}\right) \tilde{\boldsymbol{t}}_{k} \\
& =\sum_{i \in[k]}\left(z_{i}-c_{i}^{\prime}\right) \tilde{\boldsymbol{t}}_{i} .
\end{aligned}
$$

By the induction, we have this equation in $j=k$ and complete the proof.

Lemma 10.4.6 (Lemma 4.5, GPV08]). For any input ( $\boldsymbol{T}, s, \boldsymbol{c}$ ) and any output $\boldsymbol{v}=\boldsymbol{v}_{0}=\sum_{i \in[n]} \hat{z}_{i} \boldsymbol{t}_{i} \in \Lambda$ of SampleD, the probability that SampleD outputs $\boldsymbol{v}$ is exactly

$$
\rho_{s, c}(\boldsymbol{v}) \cdot \prod_{i \in[n]} \frac{1}{\rho_{s_{i}^{\prime}, c_{i}^{\prime}}(\mathbb{Z})} .
$$

Proof. The vector $\boldsymbol{v}$ is output if every random choice $z_{i}=\hat{z}_{i}$ for $i=n, \ldots, 1$. Let $E$ denote this event. For each $i$, the probability that $z_{i}=\hat{z}_{i}$, conditioned on $z_{j}=\hat{z}_{j}$ for all $j=n, \ldots, i+1$ is $D_{\mathbb{Z}, s_{i}^{\prime}, c_{i}^{\prime}}\left(\hat{z}_{i}\right)$. Hence, the probability of $E$ is

$$
\prod_{i \in[n]} D_{\mathbb{Z}, s_{i}^{\prime}, c_{i}^{\prime}}\left(\hat{z}_{i}\right)=\frac{\prod_{i \in[n]} \rho_{s_{i}^{\prime}, c_{i}^{\prime}}\left(\hat{z}_{i}\right)}{\prod_{i \in[n]} \rho_{s_{i}^{\prime}, c_{i}^{\prime}}(\mathbb{Z})}
$$

The numerator is

$$
\prod_{i \in[n]} \rho_{s_{i}^{\prime}, c_{i}^{\prime}}\left(\hat{z}_{i}\right)=\prod_{i \in[n]} \rho_{s}\left(\left(\hat{z}_{i}-c_{i}^{\prime}\right) \cdot\left\|\tilde{\boldsymbol{t}}_{i}\right\|\right)=\rho_{s}\left(\sum_{i \in[n]}\left(\hat{z}_{i}-c_{i}^{\prime}\right) \tilde{\boldsymbol{t}}_{i}\right)=\rho_{s}(\boldsymbol{v}-\boldsymbol{c})=\rho_{s, \boldsymbol{c}}(\boldsymbol{v})
$$

where we use $s_{i}^{\prime}=s /\left\|\tilde{\boldsymbol{t}}_{i}\right\|$ and the orthogonality of $\tilde{\boldsymbol{T}}$. This completes the proof.
Finally, they proved the following theorem.
Theorem 10.4.7 (Theorem 4.1, [GPV08]). Given a basis $\boldsymbol{T}$ of an n-dimensional lattice $\Lambda$, a parameter $s \geq\|\tilde{T}\| \cdot \omega(\sqrt{\log n})$, and a center $c \in \mathbb{R}^{n}$, the algorithm SampleD outputs a sample from a distribution that is statistically close to $D_{\Lambda, s, c}$.
Proof. Let $s \geq\|\tilde{\boldsymbol{T}}\| \cdot g(n)$ for some $g(n)=\omega(\sqrt{\log n})$. Then, we have that $s_{i}^{\prime}=$ $s /\left\|\tilde{\boldsymbol{t}}_{i}\right\| \geq g(n)$. By Lemma 2.1.7, we have that $\eta_{\epsilon}(\mathbb{Z}) \leq \tilde{b l}(\mathbb{Z}) \cdot \sqrt{\log (2 n(1+1 / \epsilon)) / \pi} \leq$ $\sqrt{\log (2 n(1+1 / \epsilon)) / \pi}$. Thus, by setting $\epsilon(n)=2^{-O\left(g^{2}(n)\right)}=\operatorname{negl}(n)$ appropriately, we have $g(n) \geq \eta_{\epsilon}(\mathbb{Z})$ and each $s_{i}^{\prime} \geq \eta_{\epsilon}(\mathbb{Z})$. Hence, the SampleZ implements the oracle $D_{\mathbb{Z}, s_{i}^{\prime}, c_{i}^{\prime}}$ within negligible statistical distance.

We show that SampleD using $D_{\mathbb{Z}, s^{\prime}, c^{\prime}}$ samples to withing negligible statistical distance of $D_{\Lambda, s, c}$. Let $Q=\rho_{s, c}(\Lambda)$. Then, the probability function of $\boldsymbol{v}$ under $D_{\Lambda, s, c}$ is $\rho_{s, \boldsymbol{c}}(\boldsymbol{v}) / Q$. Meanwhile, Lemma 2.1.10 implies that

$$
\rho_{s_{i}^{\prime}, c_{i}^{\prime}}(\mathbb{Z}) \in\left[\frac{1-\epsilon}{1+\epsilon}, 1\right] \cdot \rho_{s_{i}^{\prime}}(\mathbb{Z})
$$

for any value $c_{i}^{\prime}$. By the above lemma, for every $\boldsymbol{v} \in \Lambda$, the probability that SampleD outputs $\boldsymbol{v}$ is in the range

$$
R^{-1} \cdot\left[1,\left(\frac{1+\epsilon}{1-\epsilon}\right)^{n}\right] \cdot \rho_{s, c} \subseteq R^{-1} \cdot\left[1,1+\epsilon^{\prime}\right] \cdot \rho_{s, c}(v)
$$

where $R=\prod_{i \in[n]} \rho_{s_{i}^{\prime}}(\mathbb{Z})$ and $\epsilon^{\prime}(n)$ is some negligible function of $n$. This shows that $R \in\left[1,1+\epsilon^{\prime}\right] Q$ and the distance is at most $\epsilon^{\prime} / 2$.

### 10.5 Lattice-Based Collision-Resistant Preimage Sampleable Function

We now return to the lattice-based collision-resistant PSFs. Gentry et al. showed the scheme combining Ajtai's trapdoor generation, Ajtai's hash functions, and the sampling algorithm in the previous section (Section 10.4) is indeed collisionresistant PSFs (statistically).

Scheme 10.5.1 (LPSF [GPV08]).
$\operatorname{TrapGen}\left(1^{n}\right)$ : The same as ExtLattice3( $\left.1^{n}\right)$ in Section 10.3. It outputs $(\boldsymbol{A}, \boldsymbol{T})$, where $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ is statistically close to uniform and $\boldsymbol{T} \subset \Lambda_{q}^{\perp}(\boldsymbol{A})$ is a good basis with $\|\tilde{\boldsymbol{T}}\| \leq L=O(\sqrt{n \lg q})$. The matrix $\boldsymbol{A}$ defines the function $h_{\boldsymbol{A}}(\cdot)$. This function is defined as $h_{\boldsymbol{A}}(\boldsymbol{e})=\boldsymbol{A} \boldsymbol{e} \bmod q$ with domain $D_{n}=\left\{\boldsymbol{e} \in \mathbb{Z}^{m}\right.$ : $\|\boldsymbol{e}\| \leq s \sqrt{m}\}$ and range $R_{n}=\mathbb{Z}_{q}^{n}$.
SampleDom $\left(1^{n}\right)$ : The input distribution is $D_{\mathbb{Z}^{m}, s}$. Hence, this algorithm invokes SampleD with inputs $\boldsymbol{I}_{m}, s$, and $\mathbf{0}$ and outputs the sample.
SamplePre $(\boldsymbol{A}, \boldsymbol{T}, s, \boldsymbol{u})$ : The algorithm samples from $h_{\boldsymbol{A}}^{-1}(\boldsymbol{u})$ as follows: It generates $\boldsymbol{t} \in \mathbb{Z}^{m}$ such that $\boldsymbol{A} \boldsymbol{t}=\boldsymbol{u} \bmod q$ by standard algebra, samples $\boldsymbol{v} \leftarrow$ $D_{\Lambda_{q}^{\perp}(\boldsymbol{A}), s,-\boldsymbol{t}}$ by SampleD $(\boldsymbol{T}, s,-\boldsymbol{t})$, and outputs $\boldsymbol{e}=\boldsymbol{t}+\boldsymbol{v}$.

We start with several lemmas.
Lemma 10.5.2 (Regev, Reg09]). Let $m \geq 2 n \log q$. Then for all but an at most $q^{-n}$ fraction of $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$, the subset-sums of the columns of $\boldsymbol{A}$ generate $\mathbb{Z}_{q}^{n}$. That is, for every $\boldsymbol{u} \in \mathbb{Z}_{q}^{n}$, there is an error vector $\boldsymbol{e} \in\{0,1\}^{m}$ such that $\boldsymbol{A} \boldsymbol{e}=\boldsymbol{u} \bmod q$.

Lemma 10.5.3 (Lemma 5.2, GPV08]). Assume the columns of $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ generate $\mathbb{Z}_{q}$ and let $\epsilon \in(0,1 / 2)$ and $s \geq \eta_{\epsilon}\left(\Lambda_{q}^{\perp}(\boldsymbol{A})\right)$. Then for $\boldsymbol{e} \leftarrow D_{\mathbb{Z}^{m}, s}$, the distribution of the syndrome $\boldsymbol{u}=\boldsymbol{A e} \bmod q$ is within statistical distance $2 \epsilon$ of uniform over $\mathbb{Z}_{q}^{n}$.

Furthermore, fix $\boldsymbol{u}$ and $\boldsymbol{t} \in \mathbb{Z}^{m}$ be an arbitrary solution to $\boldsymbol{A} \boldsymbol{t}=\boldsymbol{u} \bmod q$. Then the conditional distribution of $\boldsymbol{e} \leftarrow D_{\mathbb{Z}^{m}, s}$ given $\boldsymbol{A} \boldsymbol{e}=\boldsymbol{u} \bmod q$ is exactly $\boldsymbol{t}+D_{\Lambda_{q}^{\perp}(\boldsymbol{A}), s,-\boldsymbol{t}}$.
Lemma 10.5.4 ([GPV08]). Let $n$ and $q$ be positive integers with $q$ prime, and let $m \geq 2 n \log q$. Then for all but an at most $q^{-n}$ fraction of $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$, we have $\lambda_{1}^{\infty}\left(\Lambda_{q}(\boldsymbol{A})\right) \geq q / 4$.

In particular, for such $\boldsymbol{A}$ and for any $\omega(\sqrt{\log m})$ function, there is a negligible function $\epsilon(m)$ such that $\eta_{\epsilon}\left(\Lambda_{q}^{\perp}(\boldsymbol{A})\right) \leq \omega(\sqrt{\log m})$.
Corollary 10.5.5 ([GPV08]). Let $n$ and $q$ be positive integers with $q$ prime, and let $m \geq 2 n \log q$. Then for all but an at most $2 q^{-n}$ fraction of $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ and for any $s \geq \omega(\sqrt{\log m})$, the distribution of the syndrome $\boldsymbol{u}=\boldsymbol{A} \boldsymbol{e} \bmod q$ is statistically close to uniform over $\mathbb{Z}_{q}^{n}$, where $\boldsymbol{e} \leftarrow D_{\mathbb{Z}^{m}, s}$.

By using these lemmas, we can proof the security of LPSF.

### 10.6. IDEAL-LATTICE VERSION OF THE ALWEN-PEIKERT CONSTRUCTION

Theorem 10.5.6 ([GPV08]). The above scheme LPSF is collision resistant if $\mathrm{SIS}_{q, m, 2 s \sqrt{m}}$ is hard and $m \geq(5+3 \delta) \log q$ for some constant $\delta>0$.

Proof. We note that $s \geq L \cdot \omega\left(\sqrt{\log m)} \geq \eta_{\epsilon}\left(\Lambda_{q}^{\perp}(\boldsymbol{A})\right)\right.$ for some negligible $\epsilon(n)$ by Lemma 2.1.7 since $L \geq\|\tilde{\boldsymbol{T}}\| \geq \tilde{b} l\left(\Lambda_{q}^{\perp}(\boldsymbol{A})\right)$.

Next, a sample $\boldsymbol{e} \leftarrow D_{\mathbb{Z}^{m}, s}$ falls into $D_{n}$ except with negligible probability by Lemma 2.1.9. Furthermore, for all but a $q^{-n}$ fraction of $\boldsymbol{A}, h_{\boldsymbol{A}}(\boldsymbol{e})$ is statistically close to uniform over $R_{n}=\mathbb{Z}_{q}^{n}$ by Corollary 10.5.5.

The preimage sampleable property follows from $s \geq\|\tilde{\boldsymbol{T}}\| \cdot \omega(\sqrt{\log m})$, Lemma 10.5.3, and the correctness of SampleD Theorem 10.4.7); The samples from a distribution is statistically close to $D_{\Lambda_{q}^{\perp}(\boldsymbol{A}), s,-\boldsymbol{t}}$ and the conditional distribution of $\boldsymbol{e} \leftarrow D_{\mathbb{Z}^{m}, s}$ given $\boldsymbol{A} \boldsymbol{e} \equiv \boldsymbol{u}(\bmod q)$ is exactly $\boldsymbol{t}+D_{\Lambda_{q}^{\perp}(\boldsymbol{A}), s,-\boldsymbol{t}}$.

The collision resistance property immediately follows from the hardness of SIS $_{q, m, 2 s \sqrt{m}}$.

The preimage min-entropy is at least $m-1$. This follows the fact that the preimages are distributed according to $\boldsymbol{t}+D_{\Lambda_{q}^{\perp}(\boldsymbol{A}), s,-\boldsymbol{t}}$ and the min-entropy of $D_{\Lambda_{q}^{\perp}(\boldsymbol{A}), s,-\boldsymbol{t}}$ is at least $m-1$ (see Lemma 2.1.14).

### 10.6 Ideal-Lattice Version of the Alwen-Peikert Construction

In order to obtain the ideal-lattice-based collision-resistant PSFs, we need to an ideal-lattice version of the Ajtai algorithm, which is proposed by Sthelé et al. [SSTX09]. The core idea is dividing each matrices into $n$ by $n$ submatrices and letting them to be rotation matrices corresponding to polynomials in $R_{\mathbf{f}, q}$.

Quick remainders on polynomials and rings: For a monic polynomial $\mathbf{f}$ of degree $n$ which is irreducible over $\mathbb{Z}$, we define $R_{\mathbf{f}}=\mathbb{Z}[x] /\langle\mathbf{f}\rangle$. For an integer $q$ and such $\mathbf{f}, R_{\mathbf{f}, q}$ denotes $\mathbb{Z}_{q}[x] /\langle\mathbf{f}\rangle$.

The number of units in $R_{\mathbf{f}, q}$ plays an important role for regularity (see Section 4.4.2). Hence, we quickly analyze the number. For any integer $q$ and any monic polynomial f, we have $\left|R_{\mathbf{f}, q}^{*}\right| /\left|R_{\mathbf{f}, q}\right| \geq \prod_{i \in[t]}\left(1-(\phi(q) / q)^{\operatorname{deg}\left(\mathbf{f}_{i}\right)}\right)$, where $\phi(\cdot)$ is Euler's phi function and $\mathbf{f}=\prod_{i \in[t]} \mathbf{f}_{i}$ is the factorization of $\mathbf{f}$ over $\mathbb{Z}_{q}$. If $\mathbf{f}$ is invertible over $\mathbb{Z}_{q}$, we have $\geq 1-(\phi(q) / q)^{n}$. If $q$ is an odd prime and $\mathbf{f}$ is completely split over $\mathbb{Z}_{q}$, we have $\geq(1-1 / q)^{n}$. If $q$ is an odd prime, we have $\left|R_{\mathbf{f}, q}^{*}\right| /\left|R_{\mathbf{f}, q}\right| \geq \prod_{i \in[t]}\left(1-q^{-\operatorname{deg}\left(\mathbf{f}_{i}\right)}\right)$.

### 10.6.1 The Stehlé-Steinfeld-Tanaka-Xagawa Construction

Stehlé, Steinfeld, Tanaka, and Xagawa [SSTX09] proposed the ideal-lattice version of the Alwen-Peikert construction.

Let $M^{\perp}(\check{\boldsymbol{a}})$ denote the module $\left\{\check{\boldsymbol{e}} \in R_{\mathbf{f}}^{m} \mid \check{\boldsymbol{a}} \check{\boldsymbol{e}} \equiv 0(\bmod q)\right\}$. We will construct the basis $\boldsymbol{T}$ of the module. Let us consider the following construction: We first

### 10.6. IDEAL-LATTICE VERSION OF THE ALWEN-PEIKERT

 CONSTRUCTIONcompute a basis $\boldsymbol{F}$ of $M^{\perp}(\check{\boldsymbol{a}})$. This basis $\boldsymbol{F}$ is not short. Hence, we then construct a unimodular matrix $\boldsymbol{Q}$ such that a basis $\boldsymbol{S}=\boldsymbol{F} \boldsymbol{Q}$ is short. Precisely, $\boldsymbol{S}$ has the following form as in the Alwen-Peikert construction:

$$
\left[\begin{array}{ll}
\overline{\boldsymbol{a}}_{1} & \overline{\boldsymbol{a}}_{2}
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{V} & \boldsymbol{D} \\
\boldsymbol{P} & \boldsymbol{B}
\end{array}\right]=\boldsymbol{O} \text { and } \underbrace{\left[\begin{array}{cc}
\boldsymbol{V} & \boldsymbol{D} \\
\boldsymbol{P} & \boldsymbol{B}
\end{array}\right]}_{\boldsymbol{S}}=\underbrace{\left[\begin{array}{cc}
\boldsymbol{H} & \boldsymbol{U} \\
\boldsymbol{O} & \boldsymbol{I}_{m_{2}}
\end{array}\right]}_{\boldsymbol{F}} \underbrace{\left[\begin{array}{cc}
-\boldsymbol{I}_{m_{1}} & \boldsymbol{O} \\
\boldsymbol{P} & \boldsymbol{B}
\end{array}\right]}_{\boldsymbol{Q}}
$$

By construction, we have that

$$
\overline{\boldsymbol{a}}_{1} \boldsymbol{H}+\overline{\boldsymbol{a}}_{2} \boldsymbol{O} \equiv \overline{\mathbf{0}} \quad(\bmod q) \text { and } \overline{\boldsymbol{a}}_{1} \boldsymbol{U}+\overline{\boldsymbol{a}}_{2} \boldsymbol{I}_{m_{2}} \equiv \overline{\boldsymbol{0}} \quad(\bmod q) .
$$

Thus,

$$
\overline{\boldsymbol{a}}_{1} \boldsymbol{H} \equiv \overline{\boldsymbol{0}} \quad(\bmod q) \text { and } \overline{\boldsymbol{a}}_{2} \equiv-\overline{\boldsymbol{a}}_{1} \boldsymbol{U} \quad(\bmod q)
$$

In the Alwen-Peikert construction they set $\boldsymbol{H}$ to be the Hermite normal form of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{1}\right)$, however we cannot define the Hermite normal form of a basis $M^{\perp}\left(\check{\boldsymbol{a}}_{1}\right)$ in the case where $\mathbf{f}$ is reducible over $\mathbb{Z}_{q}$. This is overcome later and we suppose some matrix $\boldsymbol{H}$, a basis of $M^{\perp}\left(\check{\boldsymbol{a}}_{1}\right)$. By setting $\boldsymbol{U}=\boldsymbol{G}+\boldsymbol{R}$, with $\boldsymbol{G}$ to be defined later on and $\boldsymbol{R}$ a random matrix, we have that $\overline{\boldsymbol{a}}_{2}$ is almost uniformly random by Micciancio's regularity lemma instead of direct applying the leftover hash lemma. More precisely, the columns of $\boldsymbol{R}$ is chosen from $\left(\{-1,0,1\}^{n}\right)^{d} \times\left(\{0\}^{n}\right)^{m_{1}-d}$.

According to the structure of $\boldsymbol{S}$, we have that

$$
\boldsymbol{D}=(\boldsymbol{G}+\boldsymbol{R}) \boldsymbol{B} \text { and } \boldsymbol{V}=-\boldsymbol{H}+(\boldsymbol{G}+\boldsymbol{R}) \boldsymbol{P}
$$

The matrix $\boldsymbol{G}$ will be designed to $\boldsymbol{G P}=\boldsymbol{H}_{2}-\boldsymbol{I}_{d}$. So, we let $\boldsymbol{V}=\boldsymbol{R} \boldsymbol{P}-\boldsymbol{I}_{m_{1}}$. Note that $\boldsymbol{D}=\boldsymbol{G B}+\boldsymbol{R B}$. We let $\boldsymbol{W}=\boldsymbol{G B}$.

Formally, we will show the following theorem.
Theorem 10.6.1 (Main Lemma, rearranged, [SSTX09]). There are probabilistic polynomial-time algorithms with the following properties. They takes an odd prime $q$ and integers $n, \sigma, d, m_{1}$, and $m_{2}$. They also takes a monic and irreducible polynomial $\mathbf{f} \in \mathbb{Z}[x]$ of degree $n$ and random polynomials $\overline{\boldsymbol{a}}_{1} \in R_{\mathbf{f}, q}^{m_{1}}$, where $R_{\mathbf{f}, q}=$ $\mathbb{Z}_{q}[x] /\langle\mathbf{f}\rangle$. Let $\mathbf{f}=\prod_{i \in[t]} \mathbf{f}_{i}$ be the factorization of $\boldsymbol{f}$ over $\mathbb{Z}_{q}$. We let $\kappa=\lceil 1+\log q\rceil$, $\Delta=\sqrt{-1+\prod_{i \in[t]}\left(1+\left(\frac{q}{3^{d}}\right)^{\operatorname{deg}\left(\mathbf{f}_{i}\right)}\right)}$, and $m=m_{1}+m_{2}$. The algorithms succeed with probability $p_{\text {succ }} \geq 1-p_{\text {fail }}$ over $\overline{\boldsymbol{a}}_{1}$, where $p_{\text {fail }}=\left(1-\prod_{i \in[t]}\left(1-q^{-\operatorname{deg}\left(\mathbf{f}_{i}\right)}\right)\right)^{\sigma}$. When they do,

1. The distance to uniformity of $\overline{\boldsymbol{a}}$ is at most $p_{\text {fail }}+m_{2} \Delta$.
2. The quality of $\boldsymbol{S}$ is as follows:

- If $m_{1} \geq \max \{\sigma, \kappa, d\}$ and $m_{2} \geq \kappa$, then $\left\|\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{S})\right\| \leq \mathrm{EF}(\mathbf{f}, 2) \cdot \sqrt{2} \kappa d^{1 / 2} n^{3 / 2}$. Additionally, $\left\|\operatorname{Rot}_{\mathbf{f}}(S)\right\| \leq \operatorname{EF}(\mathbf{f}, 2) \cdot \sqrt{3 a \kappa d} \cdot n$ with probability $1-$ $2^{-a+O\left(\log n m_{1} d\right)}$ for a super-logarithmic function $a=a(n)=\omega(\log n)$.
- If $m_{1} \geq \max \{\sigma, \kappa, d\}$ and $m_{2} \geq \kappa \cdot m_{1}$, then $\|\operatorname{Rot}(\boldsymbol{S})\| \leq \operatorname{EF}(f, 2) \cdot(4 \sqrt{n d}+$ 3).


### 10.6. IDEAL-LATTICE VERSION OF THE ALWEN-PEIKERT CONSTRUCTION

3. In particular, for $\mathbf{f}=x^{2^{k}}+1$ with $k \geq 2$ and a prime $q$ with $q \equiv 3(\bmod 8)$, the following holds:

- We can set $\sigma=1$ and $r=\left\lceil 1+\log _{3} q\right\rceil$. Then, the error probability is $p_{\text {fail }}=q^{-\Omega(n)}$ and the parameter $\Delta$ is $2^{-\Omega(n)}$.
- If $m_{1}, m_{2} \geq \kappa$, then $\left\|\operatorname{Rot}_{\mathbf{f}}(\mathbf{S})\right\| \leq \sqrt{6 a \kappa d} \cdot n=O(\sqrt{a} n \log q)$ with probability $1-2^{-a+O\left(\log \left(n m_{1} \log q\right)\right)}$ for a super-logarithmic function $a=a(n)=$ $\omega(\log n)$.
- If $m_{1} \geq \kappa$ and $m_{2} \geq \kappa \cdot m_{1}$, then $\left\|\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{S})\right\| \leq \sqrt{2}(4 \sqrt{n d}+3)=O(\sqrt{n \log q})$.

For the sake of notation, we name the algorithms ExtldLattice1 for the case where $m_{2} \geq \kappa$ and ExtldLattice2 for the case where $m_{2} \geq m_{1} \kappa$.

We follow the Alwen-Peikert construction in which $r$ is fixed to 2 . Let $m_{1} \geq$ $\kappa=\lceil 1+\log q\rceil$ and $m=m_{1}+m_{2}$. Given random polynomials $\check{\boldsymbol{a}}_{1}=\left(\mathbf{a}_{1}, \ldots, \mathbf{a}_{m_{1}}\right)$, we should construct random polynomials $\check{\boldsymbol{a}}_{2}$ with a basis $\boldsymbol{S}$ of $M^{\perp}(\check{\boldsymbol{a}})$, where $\check{\boldsymbol{a}}=$ [ $\check{\boldsymbol{a}}_{1} \mid \check{\boldsymbol{a}}_{2}$ ]. We need an Hermite normal form of $M^{\perp}\left(\check{\boldsymbol{a}}_{1}\right)$. However, if $\mathbf{f}$ is not invertible in $\mathbb{Z}_{q}$, we cannot define the Hermite normal form over $R_{\mathbf{f}, q}$. This circumvent is overcome with a simple idea: Use of an HNF-like matrix.

Construction of $\boldsymbol{H}$ without Hermite Normal Forms: At first, we note that the one of $\mathbf{a}_{i}$ is in $R_{\mathbf{f}, q}^{*}$ with probability at least $1-p_{\text {fail }}$, since $m_{1} \geq \sigma$. Let $i^{*}$ denote such index. For now, we set $i^{*}=1$ for simplicity. Although we have no definition for the HNF, we can construct the following HNF-like basis $\boldsymbol{H}=\left\{\mathbf{h}_{i, j}\right\}_{i, j \in\left[m_{1}\right]}$ of $M^{\perp}\left(\check{\boldsymbol{a}}_{1}\right)$ : The first column is $q \check{\boldsymbol{v}}_{1}$ and the $i$-th column is $\mathbf{h}_{i} \check{\boldsymbol{r}}_{1}+\check{\boldsymbol{u}}_{i}$ for $i=2, \ldots, m_{1}$, where $\check{\boldsymbol{l}}_{i}$ is a column vector in $R_{\mathbf{f}}^{m_{1}}$ such that the $i$-th element is 1 and others are 0 , and $\mathbf{h}_{i}=-\mathbf{a}_{i} \otimes \mathbf{a}_{1}^{-1} \bmod q$ such that $\mathbf{h}_{i} \in[0, q)^{n}$. Illustratively, we have

$$
\boldsymbol{H}=\left[\begin{array}{ccccc}
q & \mathbf{h}_{2} & \ldots & \mathbf{h}_{m_{1}-1} & \mathbf{h}_{m_{1}} \\
& 1 & & & \\
& & \ddots & & \\
& & & 1 & \\
& & & & 1
\end{array}\right]
$$

By the construction, we have the following lemma.
Lemma 10.6.2. The matrix $\boldsymbol{H}$ is a basis of $M^{\perp}\left(\check{\boldsymbol{a}}_{1}\right) \subseteq R_{\mathbf{f}}^{m_{1}}$.
Proof. Let $\check{\boldsymbol{h}}_{i}$ denote the $i$-th column of $\boldsymbol{H}$. By the definition of $\boldsymbol{H}, \check{\boldsymbol{a}}_{1} \boldsymbol{H} \equiv \check{\mathbf{0}}$ $(\bmod q)$. Hence, $\boldsymbol{H} \subseteq M^{\perp}\left(\check{\boldsymbol{a}}_{1}\right)$. It is obvious that $\check{\boldsymbol{h}}_{1}, \ldots, \check{\boldsymbol{h}}_{m_{1}}$ are linearly independent over $R_{\mathbf{f}}$.

In order to verify that $\boldsymbol{H}$ is a basis of the module, we need to show that, for each $\check{\boldsymbol{y}} \in M^{\perp}\left(\check{\boldsymbol{a}}_{1}\right)$, there exists a vector $\check{\boldsymbol{c}} \in R_{\mathbf{f}}^{m_{1}}$ such that $\check{\boldsymbol{y}}=\boldsymbol{H} \check{\boldsymbol{c}}$. Since the columns of $\boldsymbol{H}$ are linearly independent, there exists $\check{\boldsymbol{c}} \in(\mathbb{Q}[x] /\langle\mathbf{f}\rangle)^{m_{1}}$ such that $\check{\boldsymbol{y}}=\boldsymbol{H} \check{\boldsymbol{c}}$. Hence, it is remaining to show $\check{\boldsymbol{c}} \in R_{\mathbf{f}}^{m_{1}}$. The equation $\check{\boldsymbol{y}}=\boldsymbol{H} \check{\boldsymbol{c}}$ implies that $\mathbf{y}_{1}=q \mathbf{c}_{1}+\sum_{i=2}^{m_{1}} \mathbf{h}_{i} \otimes \mathbf{c}_{i}$ and $\mathbf{y}_{i}=\mathbf{c}_{i}$ for $i=2, \ldots, m_{1}$. Since $\mathbf{y}_{i} \in R_{\mathbf{f}}$ for $i \in\left[m_{1}\right]$, we have that $\mathbf{c}_{i} \in R_{\mathbf{f}}$ for $i=2, \ldots, m_{1}$ and $q \mathbf{c}_{1}=\mathbf{y}_{1}-\sum_{i=2}^{m_{1}} \mathbf{h}_{i} \otimes \mathbf{y}_{i} \in R_{\mathbf{f}}$. By the
assumption on $\check{\boldsymbol{y}}=\left(\mathbf{y}_{1}, \ldots, \mathbf{y}_{m_{1}}\right)$, we have that $\sum_{i \in\left[m_{1}\right]} \mathbf{a}_{i} \otimes \mathbf{y}_{i} \equiv 0(\bmod q)$. In addition recall that the definition of $\mathbf{h}_{i} \equiv-\mathbf{a}_{i} \otimes \mathbf{a}_{1}^{-1}(\bmod q)$. Hence, we have that

$$
\begin{aligned}
q \mathbf{c}_{1} & \equiv \mathbf{y}_{1}-\sum_{i=2}^{m_{1}} \mathbf{h}_{i} \otimes \mathbf{y}_{i} \equiv \mathbf{y}_{1}+\mathbf{a}_{1}^{-1} \otimes\left(\sum_{i=2}^{m_{1}} \mathbf{a}_{i} \otimes \mathbf{y}_{i}\right) \\
& \equiv \mathbf{a}_{1}^{-1} \otimes\left(\mathbf{a}_{1} \otimes \mathbf{y}_{1}+\sum_{i=2}^{m_{1}} \mathbf{a}_{i} \otimes \mathbf{y}_{i}\right) \equiv \mathbf{a}_{1}^{-1} \otimes 0 \equiv 0 \quad(\bmod q)
\end{aligned}
$$

Thus, $\mathbf{c}_{1} \in R_{\mathbf{f}}$ and we conclude that $\boldsymbol{H}$ is a basis of $M^{\perp}\left(\check{\boldsymbol{a}}_{1}\right)$.
Next, we consider the case where $i^{*} \neq 1$. In this case, we swap the columns 1 and $i^{*}$ of $\boldsymbol{A}_{1}$ and call it $\check{\boldsymbol{a}}_{1}^{\prime}$. Applying the method above, we obtain $\boldsymbol{H}^{\prime}$, a basis of $M^{\perp}\left(\check{\boldsymbol{a}}_{1}^{\prime}\right)$. Again, swap the columns and the rows of $\boldsymbol{H}^{\prime}$ we obtain $\boldsymbol{H}$, a basis of $M^{\perp}\left(\check{\boldsymbol{a}}_{1}\right)$. In the following, we denote by $i^{*}$ the index $i$ such that $\mathbf{a}_{i} \in R_{\mathbf{f}, q}^{*}$ and $\mathbf{h}_{i, i}=q$.

Preliminaries of the constructions: Hereafter, we set $\boldsymbol{W}=\boldsymbol{G B}$. We often use the matrix $\boldsymbol{T}_{\kappa}=\left\{\mathbf{t}_{i, j}\right\} \in R_{\mathbf{f}}^{\kappa \times \kappa}$, where $\mathbf{t}_{i, i}=1, \mathbf{t}_{i, i+1}=-2$, and all other $t_{i, j}$ 's are 0 . Illustratively,

$$
\left.\boldsymbol{T}_{\kappa}=\begin{array}{c} 
\\
0 \\
1 \\
2 \\
\vdots \\
\kappa-1
\end{array}\left[\begin{array}{ccccc}
0 & 1 & 2 & \cdots & \kappa-1 \\
1 & -2 & & & \\
& 1 & -2 & & \\
& & 1 & \ddots & \\
& & & \ddots & -2 \\
& & & & 1
\end{array}\right], \quad \boldsymbol{T}_{\kappa}^{-1}=\begin{array}{ccccc}
0 \\
1 \\
2 \\
\vdots \\
& 1 & 2 & \ldots & 2^{\kappa-2} \\
& & 1 & \ddots & \vdots \\
& & & \ddots & 2 \\
& & & & 2^{\kappa-1} \\
& & & & 1
\end{array}\right] .
$$

We can verify $\boldsymbol{T}_{\kappa}^{-1}$ is the inverse of $\boldsymbol{T}_{\kappa}$ by a multiplication of them as in the AlwenPeikert construction.

### 10.6.2 An Analog of the Alwen-Peikert Construction 1

We start with a construction of $\boldsymbol{B}$; we set

$$
\boldsymbol{B}=\left[\begin{array}{cc}
\boldsymbol{T}_{\kappa} & \boldsymbol{O} \\
\boldsymbol{O} & \boldsymbol{I}_{m_{2}-\kappa}
\end{array}\right], \quad \boldsymbol{B}^{-1}=\left[\begin{array}{cc}
\boldsymbol{T}_{\kappa}^{-1} & \boldsymbol{O} \\
\boldsymbol{O} & \boldsymbol{I}_{m_{2}-\kappa}
\end{array}\right]
$$

We next set $\boldsymbol{W}=\left[\check{\boldsymbol{i}_{i^{*}}} \check{\mathbf{0}} \ldots \check{\mathbf{0}}\right] \in R_{\mathbf{f}}^{m_{1} \times m_{2}}$. By the construction of $\boldsymbol{W}$, we have that $\boldsymbol{G}=\left[\check{\boldsymbol{i}}_{i^{*}} 2 \check{\boldsymbol{i}}_{i^{*}} \ldots 2^{\kappa-1} \check{\boldsymbol{i}}_{i^{*}} \check{\mathbf{0}} \ldots \check{\mathbf{0}}\right] \in R_{\mathbf{f}}^{m_{1} \times m_{2}}$, since $\boldsymbol{G}=\boldsymbol{W} \boldsymbol{B}^{-1}$. Notice that the columns of $\boldsymbol{H}-\boldsymbol{I}_{m_{1}}$ except the $i^{*}$-th row are all zero vectors, while the $i^{*}$-th row is $\left[\mathbf{h}_{1}, \ldots, \mathbf{h}_{i^{*}-1}, \mathbf{h}_{i^{*}}-1, \mathbf{h}_{i^{*}+1}, \ldots, \mathbf{h}_{m_{1}}\right]$, where $\mathbf{h}_{i^{*}}-1=q-1$. Using this construction and the above fact, making $\boldsymbol{G P}=\boldsymbol{H}-\boldsymbol{I}_{m_{1}}$ is straightforward; Let $\boldsymbol{P}=\left\{\mathbf{p}_{i, j}\right\} \in$ $R_{\mathbf{f}}^{m_{2} \times m_{1}}$. We let $\mathbf{p}_{i, j} \in\{0,1\}^{n}$ for $i \in[\kappa]$ and $j \in\left[m_{1}\right]$ such that $\mathbf{h}_{j}=\sum_{i \in[\kappa]} 2^{i-1} \mathbf{p}_{i, j}$. In addition, for $i=\kappa+1, \ldots, m_{2}$ and for $j \in\left[m_{1}\right]$, let $\mathbf{p}_{i, j}=0$. We then have $\boldsymbol{G P}=\boldsymbol{H}-\boldsymbol{I}_{m_{1}}$.

### 10.6. IDEAL-LATTICE VERSION OF THE ALWEN-PEIKERT CONSTRUCTION

Length of $\boldsymbol{S}$ : $\quad$ The norm of $\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{S})$ is $\max \left\{\left\|\operatorname{Rot}_{\mathbf{f}}\left(\boldsymbol{S}_{1}\right)\right\|,\left\|\operatorname{Rot}_{\mathbf{f}}\left(\boldsymbol{S}_{2}\right)\right\|\right\}$, where $\boldsymbol{S}_{1}=$ $[\boldsymbol{V} ; \boldsymbol{P}]$ and $\boldsymbol{S}_{2}=[\boldsymbol{D} ; \boldsymbol{B}]$. The estimations are the same as that in the Alwen-Peikert construction, we omit them.

### 10.6.3 An Analog of the Alwen-Peikert Construction 2

The idea in AP09] is to have $\boldsymbol{G}$ contain the columns of $\boldsymbol{H}-\boldsymbol{I}_{m_{1}}$. This helps decrease the norms of the columns of $\boldsymbol{P}$ and $\boldsymbol{V}$.

To do so, we again start with construction of $\boldsymbol{B}$. Recall the inequality $m_{2} \geq \kappa m_{1}$. Define $\boldsymbol{B}$ be the matrix of the form

$$
\boldsymbol{B}=\left[\begin{array}{llll}
\boldsymbol{T}_{\kappa} & & & \\
& \ddots & & \\
& & \boldsymbol{T}_{\kappa} & \\
& & & \boldsymbol{I}_{m_{2}-\kappa m_{1}}
\end{array}\right], \quad \boldsymbol{B}^{-1}=\left[\begin{array}{cccc}
\boldsymbol{T}_{\kappa}^{-1} & & & \\
& \ddots & & \\
& & \boldsymbol{T}_{\kappa}^{-1} & \\
& & & \boldsymbol{I}_{m_{2}-\kappa m_{1}}
\end{array}\right]
$$

Let $\check{\boldsymbol{h}}_{k}^{\prime}$ denote the $k$-th column of $\boldsymbol{H}-\boldsymbol{I}_{m_{1}}$. Recall that $\check{\boldsymbol{h}}_{k}^{\prime}=\mathbf{h}_{k} \otimes \check{\boldsymbol{i}}_{i^{*}}$ for some $\mathbf{h}_{k}$ in $[0, q-1)^{n}$.

Let us consider $\boldsymbol{G}_{k}=\left\{\mathbf{g}_{i, j}^{(k)}\right\}$ and $\boldsymbol{W}_{k}=\left\{\mathbf{w}_{i, j}^{(k)}\right\}$ in $R_{\mathbf{f}}^{m_{1} \times \kappa}$ for $k \in\left[m_{1}\right]$. We have $\boldsymbol{G}_{k}=\boldsymbol{W}_{k} \cdot \boldsymbol{T}_{\kappa}^{-1}$ contain $\check{\boldsymbol{h}}_{k}^{\prime}$. In order to do so, we let $\mathbf{w}_{i^{*}, j}^{(k)} \in\{0,1\}^{n}$ for $j \in[\kappa]$ such that $\mathbf{h}_{k}=\sum_{j \in[\kappa]} 2^{\kappa-j} \mathbf{w}_{i^{*}, j}^{(k)}$ and $\mathbf{w}_{i, j}^{(k)}=0$ for $i \neq i^{*}$. Then, the last columns of $\boldsymbol{G}_{k}$ is $\check{\boldsymbol{h}}_{k}^{\prime}$.

Let $\boldsymbol{G}=\left[\boldsymbol{G}_{1}|\ldots| \boldsymbol{G}_{m_{1}} \mid \boldsymbol{O}\right]$ and $\boldsymbol{W}=\left[\boldsymbol{W}_{1}|\ldots| \boldsymbol{W}_{m_{1}} \mid \boldsymbol{O}\right]$. The matrix $\boldsymbol{P}=$ $\left[\check{\boldsymbol{p}}_{1} \ldots \check{\boldsymbol{p}}_{m_{1}}\right.$ ] picks all columns $\check{\boldsymbol{h}}_{1}, \ldots, \check{\boldsymbol{h}}_{m_{1}}$ in $\boldsymbol{G}$ by setting $\check{\boldsymbol{p}}_{j}=\check{\boldsymbol{i}}_{\kappa j} \in R_{\mathbf{f}}^{m_{2}}$.

Length of $\boldsymbol{S}$ : $\quad$ The norm of $\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{S})$ is $\max \left\{\left\|\operatorname{Rot}_{\mathbf{f}}\left(\boldsymbol{S}_{1}\right)\right\|,\left\|\operatorname{Rot}_{\mathbf{f}}\left(\boldsymbol{S}_{2}\right)\right\|\right\}$, where $\boldsymbol{S}_{1}=$ $[\boldsymbol{V} ; \boldsymbol{P}]$ and $\boldsymbol{S}_{2}=[\boldsymbol{D} ; \boldsymbol{B}]$. For simplicity, we only consider the case where $\mathbf{f}=x^{n}+1$. In the general case, the bound on $\left\|\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{S})\right\|$ involves an extra $\mathrm{EF}(\mathbf{f}, 2)$ factor.

We have that $\left\|\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{G B})\right\|^{2}=\left\|\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{W})\right\|^{2} \leq n$, since the entries of $\boldsymbol{W}$ are all 0 except the $i^{*}$-th polynomials $\mathbf{w}_{i^{*}, j}^{(k)}$ which are in $\{0,1\}^{n}$. As in the previous construction, we have $\left\|\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{R} \boldsymbol{B})\right\|^{2} \leq 9 n d$. Hence, we obtain that

$$
\begin{aligned}
\left\|\operatorname{Rot}_{\mathbf{f}}\left(\boldsymbol{S}_{2}\right)\right\|^{2} & \leq\left\|\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{D})\right\|^{2}+\left\|\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{B})\right\|^{2} \leq\left\|\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{G} \boldsymbol{B}+\boldsymbol{R} \boldsymbol{B})\right\|^{2}+\left\|\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{B})\right\|^{2} \\
& \leq(3 \sqrt{n d}+\sqrt{n})^{2}+5 \leq(4 \sqrt{n d}+3)^{2}
\end{aligned}
$$

It is obvious that $\left\|\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{P})\right\| \leq 1$. In addition, we have that $\left\|\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{P} \boldsymbol{R})\right\|^{2} \leq n r$. Therefore,

$$
\begin{aligned}
\left\|\operatorname{Rot}_{\mathbf{f}}\left(\boldsymbol{S}_{1}\right)\right\|^{2} & \leq\left\|\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{V})\right\|^{2}+\left\|\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{P})\right\|^{2} \leq\left\|\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{R} \boldsymbol{P}-\boldsymbol{I})\right\|^{2}+\left\|\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{P})\right\|^{2} \\
& \leq(\sqrt{n d}+1)^{2}+1 \leq(2 \sqrt{n d}+2)^{2},
\end{aligned}
$$

which completes the proof.

### 10.6.4 Discussions

We left the problem to construct an analog of the Alwen-Peikert construction 3, which employs the rows of the Hadamard matrix to take a balance on the lower bound of $m_{2}$ and the norm of the Gram-Schmidt orthogonalized basis. The difficulty is finding the analog of the Hadamard matrix in $R_{\mathbf{f}}^{m_{1}}$ or the rows that have mutually orthogonality.

### 10.7 Ideal-Lattice-Based Collision-Resistant Preimage Sampleable Functions

By replacing the trapdoor-generation algorithm, we obtain the ideal-lattice-based collision-resistant PSFs ILPSF.

Scheme 10.7.1 (ILPSF [SSTX09]).
TrapGen $\left(1^{n}\right)$ : It invokes ExtldLattice1( $1^{n}$ ) (or ExtldLattice2 $\left(1^{n}\right)$ ) and obtains $(\check{\boldsymbol{a}}, \boldsymbol{T})$. It outputs $(\check{\boldsymbol{a}}, \boldsymbol{T})$, where $\check{\boldsymbol{a}} \in R_{\mathbf{f}, q}^{m}$ is statistically close to uniform and $\boldsymbol{T}^{\prime}=\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{T}) \subset \Lambda_{q}^{\perp}\left(\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}})\right)$ is a good basis with $\left\|\tilde{\boldsymbol{T}}^{\prime}\right\| \leq L$. The row vector $\check{\boldsymbol{a}}$ defines the function $h_{\check{a}}^{\check{\boldsymbol{a}}}(\cdot)$. This function is defined as $h_{\check{a}}(\boldsymbol{e})=\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}}) \cdot \boldsymbol{e} \bmod q$ with domain $D_{n}=\left\{\boldsymbol{e} \in \mathbb{Z}^{m n}:\|\boldsymbol{e}\|_{\infty} \leq s \log m\right\}$ and range $R_{n}=\mathbb{Z}_{q}^{n}$.
SampleDom $\left(1^{n}\right)$ : The input distribution is $D_{\mathbb{Z}^{m n}, s}$. It invokes SampleD $\left(\boldsymbol{I}_{m n}, s, \mathbf{0}\right)$ and outputs the obtained sample.
SamplePre $(\check{\boldsymbol{a}}, \boldsymbol{T}, s, \boldsymbol{u})$ : The algorithm samples from $h_{\check{\boldsymbol{a}}}^{-1}(\boldsymbol{u})$ as follows: It generates $\boldsymbol{t} \in \mathbb{Z}^{m n}$ such that $\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}}) \boldsymbol{t}=\boldsymbol{u} \bmod q$ by standard algebra, samples $\boldsymbol{v} \leftarrow D_{\Lambda_{q}^{\perp}\left(\operatorname{Rot}_{\boldsymbol{f}}(\check{\boldsymbol{a}}), s,-\boldsymbol{t}\right.}$ by SampleD $\left(\boldsymbol{T}^{\prime}, s,-\boldsymbol{t}\right)$, and outputs $\boldsymbol{e}=\boldsymbol{t}+\boldsymbol{v}$.

In the following, we fix the polynomial $\mathbf{f}=x^{n}+1$ with $n=2^{k} \geq 32$. In addition, we fix $q$ to be a prime with $q \equiv 3 \bmod 4$. We let denote $\Lambda_{q}^{\perp}=\Lambda_{q}^{\perp}\left(\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}})\right)$ and $\Lambda_{q}=\Lambda_{q}\left(\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}})\right)$.

We again start with several lemmas.
Instead of Lemma 10.5.2 we use the following lemma.
Lemma 10.7.2. Let $m \geq$ 3. Then, for all but an at most $q^{-n}$ fraction of $\check{\boldsymbol{a}}$, the columns of $\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}})$ generates $\mathbb{Z}_{q}^{n}$.
Proof. By the condition of $\mathbf{f}$ and $\mathbf{q}$, the row vector $\check{\boldsymbol{a}}$ contains $\mathbf{a}_{i} \in R_{\mathbf{f}, q}^{*}$ with probability at least $1-\left(2 q^{-n / 2}\right)^{m} \geq 1-q^{-n}$. This completes the proof.

Notice that we can apply Lemma 10.5.3 in our case. However, we cannot apply Lemma 10.5.4 directly in our case. Instead of the lemma, the following lemma ensures that for all but negligible fraction of $\check{\boldsymbol{a}}$, we have $\lambda_{1}^{\infty}\left(\Lambda_{q}\right) \geq q / 4$ and thus, for such $\check{\boldsymbol{a}}$ and for any $\omega(\sqrt{\log m n})$ function, there exists a negligible function $\epsilon$ such that $\eta_{\epsilon}\left(\Lambda_{q}^{\perp}\right) \leq \omega(\sqrt{\log m n})$.

### 10.7. IDEAL-LATTICE-BASED COLLISION-RESISTANT PREIMAGE SAMPLEABLE FUNCTIONS

Lemma 10.7.3 (Lemma 5, [SSTX09]). Let $m \geq 8 \log q$. Then for all but an at most $q^{-n}$ fraction of $\check{\boldsymbol{a}} \in R_{\mathbf{f}, q}^{m}$, we have $\lambda_{1}^{\infty}\left(\Lambda_{q}\left(\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}})\right)\right) \geq q / 4$.

For consistency, we include the proof, which is due to Stehlé and Steinfeld [SS09]. Before the proof, we should note the curious property of $\mathbf{f}=x^{n}+1$.

Reciprocal polynomials: For a polynomial $\mathbf{a}=\sum_{i \in[n]} a_{i} x^{i-1}, \operatorname{Rot}_{\mathbf{f}}(\mathbf{a})$ is negacyclic matrix: Hence, we have the following relation on transpose operator.

$$
\operatorname{Rot}_{\mathbf{f}}(\mathbf{a})=\left(\begin{array}{cccc}
a_{1} & -a_{n} & \ldots & -a_{2} \\
a_{2} & a_{1} & \ldots & -a_{3} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n} & a_{n-1} & \ldots & a_{1}
\end{array}\right) \text { and } \operatorname{Rot}_{\mathbf{f}}(\mathbf{a})^{T}=\left(\begin{array}{cccc}
a_{1} & a_{2} & \ldots & a_{n} \\
-a_{n} & a_{1} & \ldots & a_{n-1} \\
\vdots & \vdots & \ddots & \vdots \\
-a_{2} & -a_{3} & \ldots & a_{1}
\end{array}\right)
$$

Let us consider $\mathbf{a}(1 / x)$, that is, $\sum_{i \in[n]} a_{i} x^{-(i-1)}$. Since $x^{-(i-1)}=-x^{i}$ in $R_{\mathbf{f}}$, we have that
$a_{1}+a_{2} x^{-1}+\cdots+a_{n} x^{-(n-1)}=a_{1}-a_{2} x^{n-1}-\cdots-a_{n} x^{1}=a_{1}-a_{n} x^{1}-\cdots-a_{2} x^{n-1}$.
Now, we set $\operatorname{rec}(\mathbf{a})=\mathbf{a}(1 / x)$, a reciprocal polynomial of $\mathbf{a}$. Using this notion, we have that

$$
\operatorname{Rot}_{\mathbf{f}}(\mathbf{a})^{T}=\operatorname{Rot}_{\mathbf{f}}(\operatorname{rec}(\mathbf{a}))
$$

Obviously, the mapping rec is a bijection over $R_{\mathbf{f}}$ and $R_{\mathbf{f}, q}$.

## Returning to the proofs:

Proof. By our presupposition, we have that $\mathbf{f}=\mathbf{f}_{1} \cdot \mathbf{f}_{2}$ over $\mathbb{Z}_{q}$ where $\mathbf{f}_{i}$ is irreducible in $\mathbb{Z}_{q}[x]$ and can be written $\mathbf{f}_{i}=x^{n / 2}+t_{i} x^{n / 4}-1$ for some $t_{i} \in \mathbb{Z}_{q}$.

Let $\mathbf{s} \in R_{\mathbf{f}, q}$ and $\boldsymbol{v} \in \mathbb{Z}_{q}^{m n}$. We want to bound the probability that $\left(\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}})\right)^{T} \cdot \mathbf{s}=$ $\boldsymbol{v}$ when $\check{\boldsymbol{a}} \leftarrow R_{\mathbf{f}, q}^{m}$. Since $\operatorname{Rot}_{\mathbf{f}}(\mathbf{a})^{T}=\operatorname{Rot}_{\mathbf{f}}(\operatorname{rec}(\mathbf{a}))$ and the mapping rec is a bijection over $R_{\mathbf{f}, q}$, we instead bound the probability that $\check{\boldsymbol{a}} \otimes \mathbf{s}=\check{\boldsymbol{v}}$ for $\check{\boldsymbol{v}} \in R_{\mathbf{f}, q}^{m}$. Let us define

The case where $\mathbf{s}$ and $\mathbf{f}$ are coprime: Since $\phi_{\mathbf{s}}$ is a bijection in this case, we have that $\operatorname{Pr}_{\mathbf{a}_{j} \leftarrow R_{\mathbf{f}, q}}\left[\phi_{\mathbf{s}}\left(\mathbf{a}_{j}\right)=\mathbf{v}_{j}\right]$ is $q^{-n}$.
The case where $\mathbf{s}$ and $\mathbf{f}$ are not coprime: In this case, we have $\mathbf{s}=\mathbf{f}_{i} \mathbf{s}^{\prime}$ for some $i \in\{1,2\}$ and $\mathbf{s}^{\prime} \in \mathbb{Z}_{q}[x]$ of degree smaller than $n / 2$. If $\mathbf{v}_{j}$ is not of the form $\mathbf{f}_{i} \mathbf{v}_{j}^{\prime}$ for some $\mathbf{v}_{j}^{\prime}$ of degree smaller than $n / 2$, then $\operatorname{Pr}_{\mathbf{a}_{j}}\left[\phi_{\mathbf{s}}\left(\mathbf{a}_{j}\right)=\mathbf{v}_{j}\right]=0$. Otherwise, since the kernel of $\phi_{\mathbf{s}}$ is of cardinality $q^{n / 2}$, we have $\operatorname{Pr}_{\mathbf{a}_{j}}\left[\phi_{\mathbf{s}}\left(\mathbf{a}_{j}\right)=\mathbf{v}_{j}\right]=q^{-n / 2}$.

Taking the union bound over all non-zero polynomials $\mathbf{s} \in R_{\mathbf{f}, q}$ and the vectors $\check{\boldsymbol{v}} \in R_{\mathbf{f}, q}^{m}$ such that $\|\check{\boldsymbol{v}}\|_{\infty}<q / 4$, the probability that we have $\lambda_{1}^{\infty}\left(\Lambda_{q}\left(\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}})\right)\right)<q / 4$ is upper bounded by

$$
\sum_{\substack{\mathbf{s} \in R_{\mathbf{f}, q} \\ \operatorname{gcd}(\mathbf{s}, \mathbf{f})=1}} \sum_{\substack{\tilde{v} \in R_{\mathbf{f}, q}^{m} \\\|\check{v}\|_{\infty}<q / 4}} \prod_{j \in[m]} \operatorname{Pr}\left[\phi_{\mathbf{s}}(\mathbf{a})=\mathbf{v}_{j}\right]+2 \sum_{\substack{\mathbf{s} \in R_{\mathbf{f}, q} \\ \mathbf{f}_{1} \mid \mathbf{s}}} \sum_{\substack{\mathbf{v} \in R_{\mathbf{f}}^{m} \|_{\infty}<q / 4}} \prod_{j \in[m]} \operatorname{Pr}\left[\phi_{\mathbf{s}}(\mathbf{a})=\mathbf{v}_{j}\right] .
$$

### 10.7. IDEAL-LATTICE-BASED COLLISION-RESISTANT PREIMAGE SAMPLEABLE FUNCTIONS

The first term is upper bounded by $q^{n}(q / 2)^{m} q^{-m n}=2^{-m} q^{-m n+m+n}$. Let $N$ be the number of $\mathbf{v} \in R_{\mathbf{f}, q}$ such that $\|\mathbf{v}\|_{\infty}<q / 4$ and $\mathbf{v}=\mathbf{f}_{1} \mathbf{v}^{\prime}$ for some $\mathbf{v}^{\prime}$. Thanks to the shape of $\mathbf{f}_{1}=x^{n / 2}-t_{1} x^{n / 4}+1$, the latter conditions imply that $\left\|\mathbf{v}^{\prime \prime}\right\|_{\infty}<q / 4$ where $\mathbf{v}^{\prime \prime} \in \mathbb{Z}_{q}[x]$ is the vector made of the $n / 4$ lower degree coefficients of $\mathbf{v}^{\prime}$. Hence, we have that $N \leq q^{n / 2} / 2^{n / 4}$. Therefore, the second term is at most $2 q^{n / 2} N^{m} q^{-m n / 2}=$ $2 q^{n / 2} 2^{-n m / 4}$.

This argument shows that the probability we have the short vector $\boldsymbol{v}$ corresponding to $\check{v}$ in $\Lambda_{q}\left(\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}})\right)$ is at most

$$
2^{-m} q^{-m n+m+n}+2 q^{n / 2} 2^{-n m / 4}
$$

which is negligible when $m=2(1+\delta) \log q$. In particular, if we set $m=8 \log q$, the probability is at most

$$
q^{-n-(m n+8-m-2 n)}+2 q^{n / 2} q^{-2 n} \leq q^{-n}
$$

We can show the following corollary.
Corollary 10.7.4. Let $m \geq 8 \log q$. Then for all but an at most $2 q^{-n}$ fraction of $\check{\boldsymbol{a}} \in$ $R_{\mathbf{f}, q}$ and for any $s \geq \omega(\sqrt{\log m n})$, the distribution of the syndrome $\mathbf{u}=\check{\boldsymbol{a}} \check{\boldsymbol{e}} \bmod q$ is statistically close to uniform over $R_{\mathbf{f}, q}$, where $\check{\boldsymbol{e}}=\boldsymbol{e} \leftarrow D_{\mathbb{Z}^{m n}, s}$.

Proof. By Lemma 10.7.2 and Lemma 10.7.3, for all but a $2 q^{-n}$ fraction of all $\check{\boldsymbol{a}}$, the columns of $\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}})$ generate $\mathbb{Z}_{q}^{n}$ and $s \geq \eta_{\epsilon}\left(\Lambda_{q}^{\perp}\right)$ for some negligible function $\epsilon(m n)$. Now by Lemma 10.5.3, the distribution of $\mathbf{u}=\check{\boldsymbol{a}} \check{\boldsymbol{e}}=\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}}) \cdot \boldsymbol{e} \bmod q$ is statistically close to uniform over $R_{\mathbf{f}, q}$.

By using this lemma, we can proof the security of ILPSF.
Theorem 10.7.5 ([SSTX09]). Let $\mathbf{f}=x^{n}+1$ and $n=2^{k} \geq 32$. Let $m$ and $q$ be integers with $q$ prime, $q \equiv 3 \bmod 4$, and $m \geq 41 \log q$. Then, the above scheme ILPSF is collision resistant if $\mathbf{f}-$ SIS $_{q, m, 2 s \sqrt{m n}}$ is hard.

Proof. We note that $s \geq L \cdot \omega(\sqrt{\log m}) \geq \eta_{\epsilon}\left(\Lambda_{q}^{\perp}\right)$ for some negligible $\epsilon(n)$ by Lemma 2.1.7 since $L \geq\left\|\tilde{\boldsymbol{T}}^{\prime}\right\| \geq \tilde{b l}\left(\Lambda_{q}^{\perp}\right)$.

Next, a sample $\boldsymbol{e} \leftarrow D_{\mathbb{Z}^{m n}, s}$ falls into $D_{n}$ except with negligible probability by Lemma 2.1.9. Furthermore, for all but a $2 q^{-n}$ fraction of $\boldsymbol{A}, h_{\boldsymbol{A}}(\boldsymbol{e})$ is statistically close to uniform over $R_{n}=\mathbb{Z}_{q}^{n}$ by Corollary 10.7.4.

The preimage sampleable property follows from $s \geq\|\tilde{\boldsymbol{T}}\| \cdot \omega(\sqrt{\log m})$, Lemma 10.5.3, and the correctness of SampleD Theorem 10.4.7); The samples from a distribution is statistically close to $D_{\Lambda_{q}^{\perp}, s,-t}$ and the conditional distribution of $\boldsymbol{e} \leftarrow D_{\mathbb{Z}^{m n}, s}$ given $\operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}}) \boldsymbol{e} \equiv \boldsymbol{u}(\bmod q)$ is exactly $\boldsymbol{t}+D_{\Lambda_{q}^{\perp}, s,-\boldsymbol{t}}$.

The collision resistance property immediately follows from the hardness of $\mathbf{f}$ SIS $_{q, m, 2 s \log m n}^{\infty}$ or $\mathbf{f}-$ SIS $_{q, m, 2 s \sqrt{m n}}$

The preimage min-entropy is at least $m n-1$. This follows the fact that the preimages are distributed according to $t+D_{\Lambda^{\perp}, s,-t}$ and the min-entropy of $D_{\Lambda^{\perp}, s,-t}$ is at least $m n-1$ (see Lemma 2.1.14).

### 10.8 On "Bonsai" Notions

Peikert [Pei09b] compared the generations of the random lattice $\boldsymbol{A}$ to controlling growths in Bonsai. Let us figure out what is a bonsai tree. Imagine the binary tree $\{0,1\}^{l}$ and the path $\mu$. Let $\boldsymbol{A}_{0} \in \mathbb{Z}_{q}^{n \times m}$ and $\boldsymbol{A}_{i}^{(b)} \in \mathbb{Z}_{q}^{n \times m}$ for $i \in[l]$ and $b \in\{0,1\}$. Then, for any $\mu \in\{0,1\}^{l}$, we define $\boldsymbol{A}_{\mu}=\left[\boldsymbol{A}_{0}\left|\boldsymbol{A}_{1}^{\left(\mu_{1}\right)}\right| \ldots \mid \boldsymbol{A}_{l}^{\left(\mu_{l}\right)}\right]$. This construction indicates a hierarchy of trapdoor functions.

The legitimate user has a trapdoor $\boldsymbol{T}_{0}$ of $\boldsymbol{A}_{0}$ and generate random $\boldsymbol{A}_{i}^{(b)}$, which is undirected growth. It then has, for any $\mu \in\{0,1\}^{l}$, a trapdoor $\boldsymbol{T}_{\mu}$ for $\boldsymbol{A}_{\mu}$ by extending control.

The simulator crucially uses a directed growth. From $\boldsymbol{A}_{0}$, it can makes $\boldsymbol{A}_{1}$ with a trapdoor of $\left[\boldsymbol{A}_{0} \mid \boldsymbol{A}_{1}\right]$.

In addition, we can delegate the basis by a randomized control (see also [CHK09]). If one knows a trapdoor $\boldsymbol{T}$ of $\boldsymbol{A}$, one can generates a new trapdoor $\boldsymbol{S}$ of $\boldsymbol{A}$ with a slight loss.

These techniques will be exploited in digital signature (Chapter 11), public-key encryption Chapter 12, and identity-based encryption Chapter 14).

In the following, $m$ denotes the sum of $m_{1}$ and $m_{2}$.

### 10.8.1 Undirected Growth

Let $\boldsymbol{A}_{1} \in \mathbb{Z}_{q}^{n \times m_{1}}$ and let $\boldsymbol{A}_{2} \in \mathbb{Z}_{q}^{n \times m_{2}}$. Let us define $\boldsymbol{A}=\left[\boldsymbol{A}_{1} \mid \boldsymbol{A}_{2}\right]$. It is obvious that $\Lambda_{q}^{\perp}(\boldsymbol{A})$ is a higher-dimensional supper-lattice of $\Lambda_{q}^{\perp}(\boldsymbol{A})$, since, for any $\boldsymbol{v}_{1} \in \Lambda_{q}^{\perp}\left(\boldsymbol{A}_{1}\right)$, the vector $\boldsymbol{v}=\boldsymbol{v}_{1} \circ \mathbf{0}$ is in $\Lambda_{q}^{\perp}(\boldsymbol{A})$. Undirected growth is done by concatenating fresh random matrix $\boldsymbol{A}_{2}$ onto a given $\boldsymbol{A}_{1}$.

### 10.8.2 Controlled Growth

This was already done by Alwen and Peikert. An arborist can generate a lattice $\Lambda_{q}^{\perp}(\boldsymbol{A})$ with a short basis of it from $\boldsymbol{A}_{1}$ as in the constructions (see Sections 10.3.2, 10.3.3, and 10.3.4.

### 10.8.3 Extending Control

If an arborist knows a trapdoor $\boldsymbol{T}$ of $\boldsymbol{A}_{1}$, then he also knows a trapdoor $\boldsymbol{S}$ of $\boldsymbol{A}=$ [ $\boldsymbol{A}_{1} \mid \boldsymbol{A}_{2}$ ]. We suppose that $q$ is a prime.

Let us consider the following deterministic algorithm $\operatorname{ExtBasis}(\boldsymbol{T}, \boldsymbol{A})$ which will outputs $\boldsymbol{S}$;

- For $j=1, \ldots, m_{1}$, let $\boldsymbol{s}_{i}=\boldsymbol{t}_{i} \circ \mathbf{0} \in \mathbb{Z}^{m}$.
- For $j=1, \ldots, m_{2}$, let $\boldsymbol{b}_{i} \in \mathbb{Z}^{m}$ be an arbitrary integer solution to the equation $\boldsymbol{A}_{1} \boldsymbol{b}_{i} \equiv-\boldsymbol{a}_{i}^{(2)}(\bmod q)$, where $\boldsymbol{A}_{2}=\left[\boldsymbol{a}_{1}^{(2)}, \ldots, \boldsymbol{a}_{m_{2}}^{(2)}\right]$ Let $\boldsymbol{s}_{m_{1}+i}=\boldsymbol{b}_{i} \circ \boldsymbol{i}_{i} \in \mathbb{Z}^{m}$.
It is easy to show the following lemma, which states the matrix $S$ inherits the quality of $\boldsymbol{T}$.

Lemma 10.8.1 (Lemma 3.2, [Pei09b]). The algorithm runs in polynomial-time and outputs a basis $\boldsymbol{S}$ of $\Lambda_{q}^{\perp}(\boldsymbol{A})$ such that $\|\tilde{\boldsymbol{S}}\|=\|\tilde{\boldsymbol{T}}\|$.

### 10.8.4 Randomizing Control

We finally review how to randomize the basis of a superlattice $\Lambda_{q}^{\perp}(\boldsymbol{A})$. This control also appears in Cash, Hofheinz, and Kiltz [CHK09] with a name, delegation of a basis.

Let us consider the following probabilistic algorithm $\operatorname{RandBasis}(\boldsymbol{T}, s)$ which, given a basis $\boldsymbol{T}$ of some $m$-dimensional lattice $\Lambda$ and a parameter $s \geq\|\tilde{\boldsymbol{T}}\|$. $\omega(\sqrt{\log n})$, outputs a new basis $S$ of $\Lambda$;

1. For $i=1, \ldots, m$,
(a) Generate $\boldsymbol{v} \leftarrow \operatorname{SampleD}(\boldsymbol{T}, s)$. If $\boldsymbol{v}$ is linearly independent of $\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{i-1}\right\}$, then let $\boldsymbol{v}_{i}=\boldsymbol{v}$ and increment $i$. Otherwise, repeat this step.
2. Let $\boldsymbol{T}^{\prime}$ be an HNF of $\boldsymbol{T}$. Output $\boldsymbol{S} \leftarrow \operatorname{MGReduce}\left(\boldsymbol{T}^{\prime}, \boldsymbol{V}\right)$.

It is easy to verify that Step 1 takes at most $O\left(m^{2}\right)$ times with overwhelming probability. On the quality, $\|\tilde{\boldsymbol{S}}\| \leq s \cdot \sqrt{m}$ with overwhelming probability, because $\boldsymbol{v}$ distributes according to the distribution statistically close to $D_{\Lambda, s}$ by Theorem 10.4.7 and the norm bound in Theorem 2.1.9.

### 10.9 On "Miniature Bonsai" Notions

Here, we apply the above techniques to the ideal-lattice-based constructions. In the following, $m$ denotes the sum of $m_{1}$ and $m_{2}$.

### 10.9.1 Undirected Growth

Let $\check{\boldsymbol{a}}_{1} \in R_{\mathbf{f}, q}^{m_{1}}$ and let $\check{\boldsymbol{a}}_{2} \in R_{\mathbf{f}, q}^{m_{2}}$. Let us define $\check{\boldsymbol{a}}=\check{\boldsymbol{a}}_{1} \circ \check{\boldsymbol{a}}_{2}$. As in the previous section, it is obvious that $M_{q}^{\perp}(\check{\boldsymbol{a}})$ is a higher-dimensional supper-module of $M_{q}^{\perp}\left(\check{\boldsymbol{a}}_{1}\right)$, since, for any $\check{\boldsymbol{e}}_{1} \in M_{q}^{\perp}\left(\check{\boldsymbol{a}}_{1}\right)$, the vector $\check{\boldsymbol{e}}=\check{\boldsymbol{e}}_{1} \circ \check{\mathbf{0}}$ is in $M_{q}^{\perp}(\boldsymbol{A})$. Undirected growth is done by concatenating fresh random vector $\check{\boldsymbol{a}}_{2}$ onto a given $\check{\boldsymbol{a}}_{1}$.

### 10.9.2 Controlled Growth

An arborist can generate a module $M_{q}^{\perp}(\check{\boldsymbol{a}})$ with a short basis $\boldsymbol{T}$ of it from $\check{\boldsymbol{a}}_{1}$ as in the SSTX constructions (seeSection 10.6).

### 10.9.3 Extending Control

If an arborist knows a trapdoor $\boldsymbol{T}$ of $\check{\boldsymbol{a}}_{1}$, then he also knows a trapdoor $\boldsymbol{S}$ of $\check{\boldsymbol{a}}=$ $\check{\boldsymbol{a}}_{1} \circ \check{a}_{2}$.

Let us consider the following deterministic algorithm $\operatorname{ExtldBasis}(\boldsymbol{T}, \boldsymbol{A})$ which will outputs $S=\left[\check{s}_{1}, \ldots, \check{s}_{m}\right]$;

- For $j=1, \ldots, m_{1}$, let $\check{s}_{j}=\check{\boldsymbol{t}}_{j} \circ \check{\mathbf{0}} \in R_{\mathbf{f}}^{m}$.
- For $j=1, \ldots, m_{2}$, let $\check{\boldsymbol{b}}_{j} \in R_{\mathbf{f}}^{m_{1}}$ be an arbitrary integer solution to the equation $\check{\boldsymbol{a}}_{1} \boldsymbol{b}_{j} \equiv-\mathbf{a}_{j}^{(2)}(\bmod q)$, where $\check{\boldsymbol{a}}_{2}=\left[\mathbf{a}_{1}^{(2)}, \ldots, \mathbf{a}_{m_{2}}^{(2)}\right]$. Let $\check{\boldsymbol{s}}_{m_{1}+j}=\check{\boldsymbol{b}}_{j} \circ \check{\boldsymbol{u}}_{j} \in \mathbb{Z}^{m}$.
It is easy to show the analogue of Lemma 10.8.1 which states the matrix $S$ inherits the quality of $\boldsymbol{T}$.

Lemma 10.9.1. The algorithm runs in polynomial-time and outputs a basis $\boldsymbol{S}$ of $M_{q}^{\perp}(\check{\boldsymbol{a}})$ such that $\left\|\widetilde{\operatorname{Rot}_{\mathbf{f}}}(\boldsymbol{S})\right\|=\left\|\widetilde{\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{T})}\right\|$.

### 10.9.4 Randomizing Control

We can use RandBasis appeared in Section 10.8. Hence, we omit the details.

### 10.10 An Application: Trapdoor Hash Functions

Introduction: Trapdoor commitments (or trapdoor hash functions) appeared first in Brassard, Chaum, and Crépeau [BCC88], under the name "chameleon blobs", in the context of zero-knowledge proofs and arguments. They are underlying primitives to construct complex cryptographic schemes and have many applications, zero-knowledge proofs, arguments, signatures, universally composable commitments. See Fischlin's thesis [Fis01] for the details of trapdoor commitment (which is a generalized notion of trapdoor hash family).

Here, we intend to discuss non-interactive one, a trapdoor hash family as known as "chameleon hash functions" [KR00]. We mainly adopt the definition of trapdoor hash functions by Shamir and Tauman (Kalai) in [ST01], however, their definition depends on the number-theoretic assumptions: they require uniformity of hash functions.

Let us confirm the definitions in [KR00, ST01]. Roughly speaking, the scheme consists of a triple of polynomial-time algorithm, (TrapGen, Eval, TrapCol); The generation algorithm, given the security parameter $1^{n}$, outputs $(a, t)$, a pair of an index of hash function, which defines a hash function $h_{a}: M_{n, a} \times W_{n, a} \rightarrow R_{n, a}$, and a trapdoor corresponding to $a$; The evaluation algorithm Eval, given $a, m \in M_{n, a}$, and $r \in W_{n, a}$, computes $d=h_{a}(m, r)$; The trapdoor collision algorithm TrapCol, given $t$, two distinct messages $m_{1} \neq m_{2} \in M_{n, a}$, and $r_{1} \in R_{n, a}$, outputs $r_{2} \in R_{n, a}$ such that $h_{a}\left(m_{1}, r_{1}\right)=h_{a}\left(m_{2}, r_{2}\right)$; As ordinal hash functions, it is required to be collision resistant: any polynomial-time adversary cannot, given an index $a$, outputs two distinct message $m_{1} \neq m_{2}$ and two strings $r_{1}$ and $r_{2}$ such that $h_{a}\left(m_{1}, r_{1}\right)=h_{a}\left(m_{2}, r_{2}\right)$, where the probability is taken over the choice of $(a, t) \leftarrow \operatorname{TrapGen}\left(1^{n}\right)$ and the randomness of the adversary. The problem is in the definition of uniformity. In [KR00] and [ST01], their requirements are as follows:

By Krawczyk and Rabin [KR00]: For any two distinct messages $m_{1} \neq m_{2} \in$ $M_{n, a}$, the two distributions $h_{a}\left(m_{1}, r_{1}\right)$ and $h_{a}\left(m_{2}, r_{2}\right)$ are computationally identical if $r_{1}$ and $r_{2}$ are chosen uniformly at random from $R_{n, a}$.
By Shamir and Tauman [ST01]: If $r_{1}$ is uniformly distributed in $W_{n, a}$, then the distribution of $r_{2}$ output by the algorithm TrapCol is computationally indistinguishable from uniform in $W_{n, a}$.

These uniformity definitions are violated if we choose $r_{1}$ from another distribution over $W_{n, a}$ rather than the uniform distribution. Hence, we here give more generalized one, which is very similar to the definition of preimage sampleable functions in Section 10.2.

### 10.10.1 Definitions

## Model of Trapdoor Hash Functions

In order to introduce the other distribution over $W_{n, a}$, we add the algorithm SampleDom to the scheme. Let THash = (TrapGen, Eval, SampleDom, TrapCol) over a message space $M_{n}$, a randomness space $W_{n}$, and a value space $R_{n}$ be a trapdoor hash scheme. Notation of the algorithms is below:
$\operatorname{TrapGen}\left(1^{n}\right)$ : A key-generation algorithm, given the security parameter $1^{n}$, outputs a pair of an index of a hash function and a trapdoor $(a, t)$. An index $a$ defines the hash function $h_{a}: M_{n} \times W_{n} \rightarrow R_{n}$.
$\operatorname{Eval}(a, m s g, r):$ An evaluation algorithm, given $a$, a message $m s g \in M_{n}$ and a randomness $r \in W_{n}$, outputs a digest $d=h_{a}(m s g, r) \in R_{n}$.

SampleDom $\left(1^{n}\right)$ : A domain sampling algorithm, given the security parameter $1^{n}$, samples $r \in W_{n}$ from some distribution over $W_{n}$.
$\operatorname{TrapCol}\left(a, t, m s g_{0}, r_{0}, m s g_{1}\right)$ : A trapdoor collision algorithm, given $a, t$ corresponding to $a, m s g_{0} \in M_{n}, r_{0} \in R_{n}$, and $m s g_{1} \in M_{n}$, outputs $r_{1} \in R_{n}$.

## Security Notions

The collision resistance is defined as that in usual hash functions (see Section 4.1). The hiding property is given below in order to generalize the uniformity in the previous definitions: If SampleDom samples from the uniform distribution over $R_{n}$, the definition is just the uniformity.

To define the security notion, consider the experiments $\operatorname{Exp}_{\mathrm{T}+\mathrm{ash}, \mathcal{A}}^{\mathrm{cr}}(n)$ and $\operatorname{Exp}_{\mathrm{TH} \text { ash, }, \mathfrak{A}}^{\text {hide }}(n)$ between the challenger $\mathcal{C}$ and the adversary $\mathcal{A}$.
Experiment $\operatorname{Exp}_{T+\mathrm{THash}, \mathcal{A}}^{\mathrm{cr}}(n)$ :
Setup Phase: The challenger $C$ runs $\operatorname{TrapGen}\left(1^{n}\right)$ and obtains $(a, t)$. The adversary $\mathcal{A}$ is given the security parameter $1^{n}$ and the parameters $a$.

Challenge Phase: The adversary outputs ( $m s g, r$ ), and ( $m s g^{\prime}, r^{\prime}$ ). If $m s g, m s g^{\prime} \in M_{n}, r, r^{\prime} \in W_{n},(m s g, r) \neq\left(m s g^{\prime}, r^{\prime}\right)$, and $\operatorname{Eval}(a, m s g, r)=$ $\operatorname{Eval}\left(a, m s g^{\prime}, r^{\prime}\right)$ then $C$ returns 1 . Otherwise, it returns 0.

## Experiment $\operatorname{Exp}_{\text {THash, } \mathcal{A}}^{\text {hide }}(n)$ :

Setup Phase: The challenger $C$ runs $\operatorname{TrapGen}\left(1^{n}\right)$ and obtains $(a, t)$. The adversary $\mathcal{A}$ is given the security parameter $1^{n}$ and the parameters param.
Challenge Phase: The adversary outputs $m s g_{0}$ and $m s g_{1}$. If (1) $m s g_{0}, m s g_{1} \in M_{n}$ and (2) $m s g_{0} \neq m s g_{1}$, the challenger flips a fair coin $b \leftarrow\{0,1\}$. If $b=0, C$ generates $r_{0} \leftarrow \operatorname{SampleDom}\left(1^{n}\right)$. If $b=1, C$ generates $r_{0} \leftarrow$ SampleDom $\left(1^{n}\right)$ and obtains $r_{1} \leftarrow$ $\operatorname{TrapCol}\left(a, t, m s g_{0}, r_{0}, m s g_{1}\right) . C$ provides $\left(m s g_{b}, r_{b}\right)$ to the adversary $\mathcal{A}$. If the above two checks are not passed, $C$ returns 0 and halts.
Decision Phase: Finally, the adversary outputs its decision $b^{\prime}$. If $b=b^{\prime}$ the challenger returns 1 , otherwise 0 .

Definition 10.10.1 (Collision resistance). Let THash be a trapdoor hash scheme. Let $\mathcal{A}$ be an adversary. We define the advantage of $\mathcal{A}$ as

$$
\mathbf{A d v}_{\mathrm{THash}, \mathcal{A}}^{\mathrm{cr}}(n):=\operatorname{Pr}\left[\mathbf{E x p}_{\mathrm{THash}, \mathcal{A}}^{\mathrm{cr}}(n)=1\right] .
$$

We say a trapdoor hash scheme THash is computationally binding if $\mathbf{A d} \mathbf{v}_{\text {THash }, \mathcal{A}}^{\mathrm{cr}}(n)$ is negligible in $n$ for any polynomial-time adversary $\mathcal{A}$.

We treat the uniformity as the property of the output distribution of $h_{a}$.
Definition 10.10.2 (Uniformity). Consider a trapdoor hash scheme THash. We say THash has the (statistical) uniformity if if any messages $m s g \in M_{n}$, $\Delta((a, d),(a, u)) \leq \operatorname{negl}(n)$ for some negligible function negl $(n)$, where $(a, t) \leftarrow$ $\operatorname{TrapGen}\left(1^{n}\right), r \leftarrow \operatorname{SampleDom}\left(1^{n}\right), d \leftarrow \operatorname{Eval}(m s g, r)$, and $u \leftarrow R_{n}$.

The property that anyone cannot distinguish the pair of a message and a random string and the pair output by TrapCol is now named as the hiding property.
Definition 10.10.3 (Hiding). Consider a trapdoor hash scheme THash. Let $\mathcal{A}$ be an adversary. We define the advantage of $\mathcal{A}$ as

$$
\operatorname{Adv}_{\mathrm{THash}, \mathcal{A}}^{\mathrm{hide}}(n):=\left|\operatorname{Pr}\left[\mathbf{E x p}_{\mathrm{THash}, \mathcal{A}}^{\mathrm{hide}}(n)=1\right]-\frac{1}{2}\right|
$$

We say THash is computationally hiding if for any polynomial-time adversary $\mathcal{A}$, $\mathbf{A d v}_{\text {THash, } \mathcal{A}}^{\text {hide }}(n)$ is negligible in $n$.

### 10.10.2 Constructions

Fujisaki [Eii08] and Peikert [Pei09b] pointed out the construction of trapdoor hash schemes based on lattice problems. These are based on LPSF with the flavor of LNIC.

In LNIC, an index of the hash function is $\boldsymbol{A}=\left[\boldsymbol{A}^{\prime} \mid \boldsymbol{A}^{\prime \prime}\right] \in \mathbb{Z}_{q}^{n \times\left(m^{\prime}+m^{\prime \prime}\right)}$. The commitment $\boldsymbol{u}=\boldsymbol{A}(\boldsymbol{m} \circ \boldsymbol{r})=\boldsymbol{A}^{\prime} \boldsymbol{m}+\boldsymbol{A}^{\prime \prime} \boldsymbol{r}$. What happen if we have the trapdoor of $\boldsymbol{A}^{\prime \prime}$ ? For any message $\boldsymbol{m}$ and a committed value $\boldsymbol{u}$, we can sample $\boldsymbol{r}$ such that $A^{\prime \prime} r=u-A^{\prime} \boldsymbol{m}$.

## Descriptions

## Scheme 10.10.4 (LTHash).

$\operatorname{TrapGen}\left(1^{n}\right)$ : The key-generation algorithm, given the security parameter $1^{n}$, obtains $\left(\boldsymbol{A}^{\prime}, \boldsymbol{T}^{\prime}\right) \leftarrow$ LPSF. $\operatorname{TrapGen}\left(1^{n}\right)$ with the parameter $m$. Next, it generates a random matrix $\boldsymbol{A}^{\prime \prime} \leftarrow \mathbb{Z}_{q}^{n \times m}$. An index $\boldsymbol{A}=\left[\boldsymbol{A}^{\prime \prime} \mid \boldsymbol{A}^{\prime}\right]$ defines the hash function $h_{A}:\{0,1\}^{m} \times D_{n} \rightarrow \mathbb{Z}_{q}^{n}$.
$\operatorname{Eval}(\boldsymbol{A}, \boldsymbol{w}, r)$ : The evaluation algorithm, given $\boldsymbol{A}$, a message $m s g=\boldsymbol{w} \in\{0,1\}^{m}$ and a randomness $\boldsymbol{r} \in D_{n}$, outputs a digest $\boldsymbol{u}=h_{\boldsymbol{A}}(\boldsymbol{w} \circ \boldsymbol{r}) \in \mathbb{Z}_{q}^{n}$.
SampleDom $\left(1^{n}\right)$ : The domain sampling algorithm is the same as LPSF.SampleDom $(\cdot)$. The distribution is $D_{\mathbb{Z}^{m}, s}$.
$\operatorname{TrapCol}\left(\boldsymbol{A}, \boldsymbol{T}, \boldsymbol{w}_{0}, \boldsymbol{r}_{0}, \boldsymbol{w}_{1}\right):$ First, it computes a digest $\boldsymbol{u}=h_{\boldsymbol{A}}\left(\boldsymbol{w}_{0} \circ \boldsymbol{r}_{0}\right)=\boldsymbol{A}^{\prime \prime} \boldsymbol{w}_{0}+$ $\boldsymbol{A}^{\prime} \boldsymbol{r}_{0}$. Then, it computes a half of digest $\boldsymbol{u}^{\prime}=\boldsymbol{A}^{\prime \prime} \boldsymbol{w}_{1}$. Since, $\boldsymbol{A}^{\prime} \boldsymbol{r}_{1}=\boldsymbol{u}^{\prime}-\boldsymbol{u}$, it obtains $\boldsymbol{r}_{1} \leftarrow$ LPSF.SamplePre $\left(\boldsymbol{A}^{\prime}, \boldsymbol{T}^{\prime}, s, \boldsymbol{u}^{\prime}-\boldsymbol{u}\right)$. Then, it outputs $\boldsymbol{r}_{1}$.

## Security Proofs

The security proofs are straightforward. The collision resistance and the uniformity follow from these of LPSF. The hiding property also follows statistical one of LPSF. Hence, we omit them.

## Extension

We again extend the domain of messages. As already noted in [KR00], the combination of hash functions and trapdoor hash functions yields this; the new trapdoor hash functions are in the form $h_{a}^{\prime}(m s g, r)=h_{a}(H(m s g), r)$, where $h_{a}$ is a trapdoor hash function and $H$ is a hash function. We note that our method in Section 5.3.1 also extend the domain in our case.

## An Ideal-Lattice-Based Construction

By simple argument, we can construct ILThash from ILPSF. We omit the details, since they are very similar to LTHash from LPSF.

## Remark

We finally note that Kurosawa and Heng [KH08] showed the conversion from a trapdoor hash family to an ID scheme. Their conversion yields the following ID scheme. The key pair is $(a, t) \leftarrow \operatorname{TrapGen}\left(1^{n}\right)$. The protocol is defined as follows:
(1) the prover chooses $m \leftarrow M_{n}$, generates a sample $r \leftarrow \operatorname{SampleDom}\left(1^{n}\right)$, and commits $y=h_{a}(m, r)=\operatorname{Eval}(a, m, r)$, (2) the verifier sends a random challenge $c \leftarrow M_{n}$, (3) the prover computes $z \leftarrow \operatorname{TrapCol}(a, t, m, r, c)$ and sends it, and (4) the verifier checks that $z \in R_{n}$ and $y=h_{a}(c, z)$.

Applying this conversion to our LTHash, we obtain a passively-secure ID scheme based on the average-case hardness of $\operatorname{SIS}_{q, m, \beta}$ for $\beta=\tilde{O}(n)$ (thus, the worst-case hardness of $\left.\operatorname{SIVP}_{\tilde{O}\left(n^{1.5}\right)}\right)$. The protocol is quite efficient since the communication cost is $\tilde{O}(n)$.

## 11 <br> Signature

Organization: This chapter includes the signature schemes based on lattice problems. We give the definitions of signature in Section 11.1. Section 11.2 summarizes the general conversions from several primitives to secure signature schemes. In Section 11.3, we review the Gentry-Peikert-Vaikuntanathan signature scheme. Section 11.4 gives a description of the ideal-lattice version of it by Stehlé et al.. Section 11.5 reviews the ideal-lattice-based one-time signature by Lyubashevsky and Micciancio. Section 11.6 reviews the obtained signatures from Lyubashevsky's ID scheme. In Section 11.7 gives a brief review of a signature scheme proposed by Peikert very recently.

### 11.1 Definitions

### 11.1.1 Model of Signature Schemes

A signature scheme is a quadruplet of algorithms SIG = (Setup, KeyGen, Sign, Ver).

Setup $\left(1^{n}\right)$ : A setup algorithm, given the security parameter $1^{n}$, outputs public parameters param.

KeyGen(param): A key-generation algorithm, given param, outputs a pair of a verification key and a signing key ( $v k, s k$ ).

Sign(param, $s k, m s g$ ): A signing algorithm, given param, $s k$, and a message $m s g$, outputs a signature $\sigma$.
$\operatorname{Ver}($ param, $v k, m s g, \sigma):$ A verification algorithm, given param, $v k, m s g$, and $\sigma$, returns 0 (reject) or 1 (accept).

Correctness: We require a correctness condition that for any msg, it holds that $\operatorname{Ver}($ param, $v k, m s g, \sigma)=1$ with overwhelming probability for correctly generated param, $(\nu k, s k)$, and $\sigma$. Formally, we require that for any $m s g$,

$$
\operatorname{Pr}\left[\begin{array}{ll} 
& \operatorname{param} \leftarrow \operatorname{Setup}\left(1^{n}\right) ; \\
\operatorname{dec}=1: & (v k, s k) \leftarrow \operatorname{KeyGen}(\text { param }) ; \\
\sigma \leftarrow \operatorname{Sign}(\text { param, } s k, m s g) ; \\
& \operatorname{dec} \leftarrow \operatorname{Ver}(\text { param }, v k, m s g, \sigma) ;
\end{array}\right]=1-\operatorname{negl}(n) .
$$

### 11.1.2 Security Notions

The required security is basically that any polynomial-time adversary cannot output a valid signature even if it can choose a message adversely. The notion is called as existential unforgeability. There are several attacks and we describe the formal definitions as follows:

One-time security means any polynomial-time adversary cannot output a valid signature even if it is provided a signature of any message, which can be chosen adversary, made by a valid signer. Consider the experiment $\operatorname{Exp}_{\mathrm{SIG}, \mathcal{A}}^{\mathrm{ot}-\mathrm{A}}(n)$ between the challenger $\mathcal{C}$ and the adversary $\mathcal{A}$.

## Experiment $\operatorname{Exp}_{\mathrm{SIG}, \mathcal{A}}^{\mathrm{ot}-\mathrm{A}}(n)$ :

Setup Phase: The challenger $C$ takes a security parameter $1^{n}$. The challenger runs the algorithm Setup, and obtains parameters param. Next, it obtains $(v k, s k) \leftarrow \operatorname{KeyGen}($ param $)$. $C$ gives $1^{n}$, param, and $v k$ to the adversary.
Learning Phase: The adversary queries to the oracle SigN at most once.

- The oracle Sign receives a message msg. It returns $\sigma \leftarrow$ Sign(param, sk, msg) to the adversary.

Challenge Phase: The adversary $\mathcal{A}$ outputs a message $m s g^{*}$ and a forged signature $\sigma^{*}$. If $m s g^{*} \neq m s g$ and $\operatorname{Ver}\left(\right.$ param, $\left.v k, m s g^{*}, \sigma^{*}\right)=1$, then $C$ outputs 1 . Otherwise, it outputs 0 .

Definition 11.1.1 (One-time security). Let SIG be a signature scheme, $\mathcal{A}$ an adversary, and $n$ a security parameter. We define the advantage of $\mathcal{A}$ as

$$
\operatorname{Adv}_{\mathrm{SIG}, \mathcal{A}}^{\mathrm{ot} \mathrm{c}(n)}(n)=\operatorname{Pr}\left[\mathbf{E x p}_{\mathrm{SIG}, \mathscr{A}}^{\mathrm{ot-cma}}(n)=1\right] .
$$

We say that SIG is one-time secure if $\mathbf{A d v} \mathbf{v}_{\mathrm{SIG}, \mathcal{A}}^{\mathrm{ot} \text { (cma }}(\cdot)$ is negligible for every polynomial-time adversary $\mathcal{A}$.

Furthermore, we say that SIG is strongly one-time secure if $\mathbf{A d v}_{\mathrm{SIG}, \mathcal{A}}{ }^{\text {ot-cma }}(\cdot)$ is negligible for every polynomial-time adversary $\mathcal{A}$, where we replace the check $m s g^{*} \neq m s g$ with $\left(m s g^{*}, \sigma^{*}\right) \neq(m s g, \sigma)$ in the challenge phase of the experiment.

Existential unforgeability under weak chosen message attacks means any polynomial-time adversary cannot output a valid signature of an unsigned message even if it is given signatures of chosen message before it is given the verifying
key. Consider the experiment $\operatorname{Exp}_{\mathrm{SIG}, \mathcal{A}}^{\text {eufma }}(n)$ between the challenger $C$ and the adversary $\mathcal{A}$.
Experiment $\operatorname{Exp}_{\mathrm{SIG}, \mathcal{A}}^{\text {euf-wcma }}(n)$ :
Initiating Phase: The challenger $C$ takes a security parameter $1^{n} . C$ gives $\mathcal{A}$ the security parameter $1^{n} . \mathcal{C}$ receives $\left(m s g_{1}, \ldots, m s g_{l}\right)$ from $\mathcal{A}$.
Setup Phase: The challenger runs the algorithm Setup, and obtains parameters param. Next, it obtains $(v k, s k) \leftarrow$ KeyGen(param).
Learning Phase: The challenger makes signatures $\sigma_{i}$ for the message $m s g_{i}$ using $s k$. Then, it feeds $v k$ and $\sigma_{1}, \ldots, \sigma_{l}$ to the adversary.
Challenge Phase: The adversary $\mathcal{A}$ outputs a message $m s g^{*}$ and a forged signature $\sigma^{*}$. If $m s g^{*} \neq m s g_{i}$ for any $i$ and $\operatorname{Ver}\left(\right.$ param, $\left.v k, m s g^{*}, \sigma^{*}\right)=1$, then $C$ outputs 1 . Otherwise, it outputs 0 .
Definition 11.1.2 (EUF-wCMA security). Let SIG be a signature scheme, $\mathcal{A}$ an adversary, and $n$ a security parameter. We define the advantage of $\mathcal{A}$ as

$$
\operatorname{Adv}_{\mathrm{SIG}, \mathcal{A}}^{\text {euf-wcma }}(n)=\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{SIG}, \mathcal{A}}^{\text {euf-wcma }}(n)=1\right] .
$$

We say that SIG is existentially unforgeable under weak chosen message attacks if $\mathbf{A d v}_{\mathrm{SI} \mid \mathrm{G}, \mathcal{A}}^{\text {euf }}(\cdot)$ is negligible for every polynomial-time adversary $\mathcal{A}$.

Existential unforgeability under chosen message attacks (EUF-CMA) means any polynomial-time adversary cannot output a valid signature even if it is provided a signature of any message, which can be chosen adversary, made by a valid signer. In strong EUF-CMA (sEUF-CMA), the adversary wins if the output message is already signed (we need the output signature is not equal to the signature output by the legitimate signer).

Consider the experiment $\operatorname{Exp}_{\mathrm{SIG}_{\mathrm{G}}(\mathrm{A}}^{\text {goal }}(n)$ between the challenger $C$ and the adversary $\mathcal{A}$, where goal $\in\{$ euf, seuf $\}$.
Experiment $\operatorname{Exp}_{\mathrm{SIG}, \mathcal{A}}^{\text {goal-cma }}(n)$ :
Setup Phase: The challenger $C$ takes a security parameter $1^{n}$. The challenger runs the algorithm Setup, and obtains parameters param. Next, it obtains ( $v k, s k$ ) $\leftarrow$ KeyGen(param). $C$ gives $1^{n}$, param, and $v k$ to the adversary.
Learning Phase: The adversary queries to the oracle Sign.

- The oracle Sign receives a message $m s g_{i}$ in the $i$-th query. It returns $\sigma_{i} \leftarrow \operatorname{Sign}\left(\right.$ param, $s k, m s g_{i}$ ) to the adversary.
Challenge Phase: The adversary $\mathcal{A}$ outputs a message $m s g^{*}$ and a forged signature $\sigma^{*}$.
- If goal $=$ euf then, the challenger checks that $m s g^{*} \neq m s g_{i}$ for any $i$ and $\operatorname{Ver}\left(\right.$ param, $\left.v k, m s g^{*}, \sigma^{*}\right)=1$, then $C$ outputs 1 . Otherwise, it outputs 0 .
- If goal $=$ seuf then, the challenger checks that $\left(\mathrm{ms}^{*}, \sigma^{*}\right) \neq$ $\left(m s g_{i}, \sigma_{i}\right)$ for any $i$ and $\operatorname{Ver}\left(\right.$ param, $\left.v k, m s g^{*}, \sigma^{*}\right)=1$, then $C$ outputs 1. Otherwise, it outputs 0 .

Definition 11.1.3 (EUF-CMA and sEUF-CMA security). Let SIG be a signature scheme, $\mathcal{A}$ an adversary, and $n$ a security parameter. We define the advantage of $\mathcal{A}$ as

$$
\operatorname{Adv}_{\mathrm{SIG}, \mathcal{A}}^{\text {goal-cma }}(n)=\operatorname{Pr}\left[\mathbf{E x p}_{\mathrm{SIG}, \mathcal{A}}^{\text {goal-cma }}(n)=1\right] .
$$

We say that SIG is existential unforgeable under chosen message attacks if Adv $\mathbf{v i c h}_{\mathrm{SI}, \mathcal{A}}^{\text {euf }}$ ( $\left.\cdot\right)$ is negligible for every polynomial-time adversary $\mathcal{A}$.

We say that SIG is strongly existential unforgeable under chosen message attacks if $\mathbf{A d v}_{\text {SIG }} \mathbf{d}, \mathfrak{A}(\cdot)$ is negligible for every polynomial-time adversary $\mathcal{A}$.

### 11.2 General Conversions to Secure Signature Schemes

We have found a lack of textbooks or notes containing the general conversion techniques to obtain secure signature schemes. We here give a survey of them. We hope that the textbook on this issue to appear.

### 11.2.1 From One-Way Function Family to Strong One-Time Signature Schemes

It is well-known that one-way functions yield one-time signature schemes and the obtained signature scheme is employed anywhere of cryptography. The first one is due to Lamport [Lam79] and we introduce only it in this section.

Suppose that OWF $=($ OWF.Setup, OWF.Eval) is a one-way function family. OWF.Setup $\left(1^{n}\right)$ outputs an index $a \in K_{n}$ that defines a function $f_{a}: D_{n, a} \rightarrow R_{n, a}$. For $x \in D_{n, a}$, OWF.Eval $(a, x)$ outputs $f_{a}(x)$.
Scheme 11.2.1 (Lamport-OTS). The message space of the signature is $\{0,1\}^{n}$.
Setup $\left(1^{n}\right)$ : Given the security parameter $1^{n}$, invoke $a \leftarrow \operatorname{OWF}$.Setup $\left(1^{n}\right)$ and outputs param $=a$.
$\operatorname{KeyGen}(a)$ : Given the index $a$, it first choose $2 n$ random elements $x_{i}^{(b)} \leftarrow D_{n, a}$ for $i \in[n]$ and $b \in\{0,1\}$. It next computes $y_{i}^{(b)} \leftarrow f_{a}\left(x_{i}^{(b)}\right)$. The signing key is $s k=X=\left\{x_{i}^{(b)}\right\}_{i, b}$. The verification key is $v k=Y=\left\{y_{i}^{(b)}\right\}_{i, b}$.
$\operatorname{Sign}(a, X, m s g)$ : The message is an $n$-bit string. Let $m s g_{i}$ denote the $i$-th bit of msg. Then, the algorithm reveals $x_{i}^{\left(m s g_{i}\right)}$ as $\sigma$. Formally, it outputs $\sigma=$ $\left\{x_{i}^{\left(m s g_{i}\right)}\right\}_{i \in[n]}$.
$\operatorname{Ver}(a, Y, m s g, \sigma)$ : Parse $\sigma=\left\{\sigma_{i}\right\}_{i \in[n]}$. It checks that $y_{i}^{\left(m_{s g_{i}}\right)}=f_{a}\left(\sigma_{i}\right)$ and $\sigma_{i} \in$ $D_{n, a}$. It accepts if all the checks are passed and rejects otherwise.

Theorem 11.2.2. The scheme Lamport-OTS is one-time secure if OWF is one-way.

For the proof, see, e.g., [BDS08, Section 7.2].
Direct use of one-way function can achieve only one-time security rather than strong one-time security. It is known that a target collision-resistant hash family (as known as a universal one-way hash family) ${ }^{11}$ suffices to construct strongly onetime secure signature schemes [NY89]. Rompel showed that a one-way function family is suffice to construct a target collision-resistant hash family [Rom90] (see the concrete proof Katz and Koo [KK05]). In addition, if we replace the internal function of Lamport-OTS with a collision-resistant hash function, the similar proof shows the security of the obtained scheme. See the next section.

## From Collision-Resistant Hash Family to Strong One-Time Signature Schemes

Replacing the one-way function family with the collision-resistant hash family, we can prove strong one-time security of the scheme Lamport-OTS.

Suppose that Hash $=$ (Hash.Setup, Hash.Eval) is a collision-resistant hash family with domain $D_{n}$ and range $R_{n}$. Hash.Setup $\left(1^{n}\right)$ outputs an index $a \in K_{n}$ that defines a function $h_{a}: D_{n} \rightarrow R_{n}$. For $x \in D_{n}$, Hash.Eval $(a, x)$ outputs $h_{a}(x)$.

Scheme 11.2.3 (Lamport-OTS'). The message space of the signature is $\{0,1\}^{n}$.
Setup $\left(1^{n}\right)$ : Given the security parameter $1^{n}$, invoke $a \leftarrow \operatorname{OWF}$.Setup $\left(1^{n}\right)$ and outputs param $=a$.
KeyGen $(a)$ : Given the index $a$, it first choose $2 n$ random elements $x_{i}^{(b)} \leftarrow D_{n, a}$ for $i \in[n]$ and $b \in\{0,1\}$. It next computes $y_{i}^{(b)} \leftarrow f_{a}\left(x_{i}^{(b)}\right)$. The signing key is $s k=X=\left\{x_{i}^{(b)}\right\}_{i, b}$. The verification key is $v k=Y=\left\{y_{i}^{(b)}\right\}_{i, b}$.
$\operatorname{Sign}(a, X, m s g):$ The message is an $n$-bit string. Let $m s g_{i}$ denote the $i$-th bit of $m s g$. Then, the algorithm reveals $x_{i}^{\left(m s g_{i}\right)}$ as $\sigma$. Formally, it outputs $\sigma=$ $\left\{x_{i}^{\left(m s g_{i}\right)}\right\}_{i \in[n]}$.
$\operatorname{Ver}(a, Y, m s g, \sigma)$ : Parse $\sigma=\left\{\sigma_{i}\right\}_{i \in[n]}$. It checks that $y_{i}^{\left(m s g_{i}\right)}=f_{a}\left(\sigma_{i}\right)$ and $\sigma_{i} \in$ $D_{n, a}$. It accepts if all the checks are passed and rejects otherwise.

Theorem 11.2.4. Suppose that $\left|D_{n}\right| /\left|R_{n}\right|=2^{\omega(\log n)}$. The scheme Lamport-OTS' is strongly one-time secure if Hash is collision resistant.

Proof. Suppose that there exists an adversary $\mathcal{A}$ that wins the strong one-time security game. We construct an adversary $\mathcal{B}$ that outputs a collision.

At the first, $\mathcal{B}$ is given an index $a \leftarrow \operatorname{Hash}$.Setup $\left(1^{n}\right)$. Then, it makes the signing key $X=\left\{x_{i}^{(b)}\right\}$ and the verification key $Y=\left\{y_{i}^{(b)}\right\}$ for $i \in[n]$ and $b \in\{0,1\}$, where $y_{i}^{(b)} \leftarrow h_{a}\left(x_{i}^{(b)}\right)$. $\mathcal{B}$ feeds $a$ and $Y$ to $\mathcal{A}$. If $\mathcal{A}$ queries a message $m s g$ to be

[^5]signed, then $\mathcal{B}$ signs it by using the signing key $X$ and return $\sigma=\left\{\sigma_{i}\right\}=\left\{x_{i}^{\left(m s g_{i}\right)}\right\}$ to $\mathcal{A}$. At the end, $\mathcal{A}$ outputs $\left(m s g^{*}, \sigma^{*}\right)$.

We should consider two cases, (1) $m s g^{*}=m s g$ and $\sigma^{*} \neq \sigma$, and (2) $m s g^{*} \neq$ $m s g$. We show $\mathcal{B}$ can output a collision with high probability in each case if $\mathcal{A}$ wins the game.
(1) $m s g^{*}=m s g$ and $\sigma^{*} \neq \sigma$ : There must be an index $i$ such that $\sigma_{i}^{*} \neq \sigma_{i}=x_{i}^{\left(m s g_{i}\right)}$. If $\operatorname{Ver}\left(a, Y, m s g^{*}, \sigma^{*}\right)=1, h_{a}\left(\sigma_{i}^{*}\right)=h_{a}\left(\sigma_{i}\right)$. Then, $\mathcal{B}$ can output a collision $\left(\sigma_{i}^{*}, \sigma_{i}\right)$ for $h_{a}$.
(2) $m s g^{*} \neq m s g$ : There is an index $i$ such that $m s g_{i}^{*} \neq m s g_{i}$. Notice that $\mathcal{A}$ have not seen $x_{i}^{\left(\text {msg }_{i}^{*}\right)}$. Hence, with high probability, $\sigma_{i}^{*} \neq x_{i}^{\left({ }^{\left(m_{s} g_{i}^{*}\right)}\right.}$ because $\mathcal{B}$ chooses $x_{i}^{\left(m s g_{i}^{*}\right)}$ uniformly at random from $D_{n}$ and $\left|D_{n}\right| /\left|R_{n}\right|=2^{\omega(\log n)}$. Therefore, $\mathcal{B}$ can output a collision $\left(\sigma_{i}^{*}, x_{i}^{\left(m s g_{i}^{*}\right)}\right)$ for $h_{a}$.

We note that we can change Hash with a collision-resistant preimage sampleable functions PSF. The proof is essentially same.

### 11.2.2 From One-time Signature Scheme

Merkle's tree can be used to construct of EUF-CMA secure signature from onetime signature. Intuitively, the verification key of the scheme authenticates the verification keys of one-time signature. For theoretical and implementation techniques, see the survey by Buchmann, Dahmen, and Szydlo [BDS08].

### 11.2.3 From One-Way Trapdoor Permutations

We say the scheme TDOWF is a one-way trapdoor permutation scheme if each function $f_{a}$ is a permutation (that is, the function $f_{a}$ is one-to-one and the domain $D_{n, a}$ and the range $R_{n, a}$ are the same set) and write it TDOWP.

The security of the full-domain hash (FDH) paradigm (or well-known heuristic) is proved by Bellare and Rogaway [BR93] with introducing the random oracle paradigm (see also [BR96] and Coron [Cor00]). The probabilistic full-domain hash ( PFDH ) paradigm is a variant of FDH, which employs "salts", and proposed by Coron [Cor02, Appendix A].

Scheme 11.2.5 (TDOWP-FDH). Let TDOWP = (TrapGen, Eval, Inv) be a oneway trapdoor permutation scheme with domain and range $D_{n, a}=R_{n, a}$. The hash function $H:\{0,1\}^{*} \rightarrow R_{n, a}$ is modeled as the random oracle. The signature scheme TDOWP-FDH is defined as follows:

Setup $\left(1^{n}\right)$ : The setup algorithm outputs param $=1^{n}$. We omit the public parameter from the arguments of the algorithms for ease of notation.
KeyGen $\left(1^{n}\right)$ : The key-generation algorithm invokes TDOWP.TrapGen $\left(1^{n}\right)$ and obtains $(a, t)$. It outputs $(v k=a, s k=t)$.
Sig $(t, m s g)$ : The signing algorithm, given $m s g$, first obtains $y=H(m s g) \in R_{n, a}$.
Then, it invokes $x \leftarrow \operatorname{TDOWP} . \operatorname{Inv}(t, y)$ and outputs $x \in D_{n, a}$.
$\operatorname{Ver}(a, m s g, \sigma=x)$ : The verification algorithm first computes $y=H(m s g)$. If $y=$ TDOWP.Eval $(a, x)$ it outputs 1 , otherwise outputs 0 .
Scheme 11.2.6 (TDOWP-PFDH). Let TDOWP = (TrapGen, Eval, Inv) be a oneway trapdoor permutation scheme with domain and range $D_{n, a}=R_{n, a}$. The hash function $H:\{0,1\}^{*} \rightarrow R_{n, a}$ is modeled as the random oracle. The signature scheme TDOWP-PFDH is defined as follows:

Setup $\left(1^{n}\right)$ : The setup algorithm outputs param $=1^{n}$. We omit the public parameter from the arguments of the algorithms for ease of notation.
$\operatorname{KeyGen}\left(1^{n}\right)$ : The key-generation algorithm invokes TDOWP.TrapGen $\left(1^{n}\right)$ and obtains $(a, t)$. It outputs ( $v k=a, s k=t)$.
$\operatorname{Sig}(t, m s g)$ : The signing algorithm, given $m s g$, first generates $r \leftarrow\{0,1\}^{n}$ and obtains $y=H(m s g \circ r) \in R_{n, a}$. Then, it invokes TDOWP.Inv $(t, y)$ and obtains $x \in D_{n}$. The signature is $(r, x)$.
$\operatorname{Ver}(a, m s g, \sigma=(r, x))$ : The verification algorithm first computes $y=H(m s g \circ r)$. If $y=\operatorname{TDOWP} . \operatorname{Eval}(a, x)$ it outputs 1 , otherwise outputs 0 .
Theorem 11.2.7. Both TDOWP-FDH and TDOWP-PFDH are EUF-CMA secure in the random oracle model if TDOWP is one-way.

Roughly speaking, the adversary against TDOWP programs $y$ as $H\left(m s g_{i}\right)$ for some $m s g_{i}$, which is queried to the random oracle. In order to obtain tighter security reductions, several researchers proposed the simulation and programming methods of the random oracle. The simplest one is the simulator chooses $i \in[Q]$ and setting $y$ as $H\left(m s g_{i}\right)$, where $Q$ is the number of the queries to the random oracle $H$ by the adversary. Using this method, we can upper bound

$$
\operatorname{Adv}_{\text {TDOWP-FDH }, \mathcal{A}}^{\text {euffecma }}(n) \leq \frac{1}{Q} \mathbf{A d v}_{\text {TDOWP }}(n)+\operatorname{negl}(n),
$$

where $\operatorname{Adv}_{\text {TDOWP }}(n)$ is the upper bound of the advantages $\operatorname{Adv}_{\text {TDOWP, } \mathcal{A}}(n)$ for any polynomial-time adversary $\mathcal{A}$ against one-way property of TDOWP. See, e.g., Coron [Cor00] to reduce the factor $1 / Q$. We note that Coron's method can be applied to homomorphic functions.

### 11.2.4 From Collision-Resistant Preimage Sampleable Functions

Gentry et al. [GPV08] observed that we can replace OWTDP with a collisionresistant preimage sampleable function family PSF. Furthermore, it yields tighter security than that for OWTDP-FDH and OWTDP-PFDH. The schemes PSF-FDH and PSF-PFDH are defined as follows:
Scheme 11.2.8 (PSF-FDH). Let PSF = (TrapGen, Eval, SampleDom, SamplePre) be a preimage sampleable function scheme with domain $D_{n}$ and range $R_{n}$. The hash function $H:\{0,1\}^{*} \rightarrow R_{n}$ is modeled as the random oracle. The scheme PSF-FDH is defined as follows:
$\operatorname{Setup}\left(1^{n}\right)$ : The setup algorithm outputs param $=1^{n}$. We omit the public parameter for ease of notation.
KeyGen $\left(1^{n}\right)$ : The key-generation algorithm invokes PSF.TrapGen $\left(1^{n}\right)$ and obtains $(a, t)$. It outputs $(v k=a, s k=t)$.
$\operatorname{Sig}(s k=t, m s g):$ The signing algorithm, given $m s g$, first checks its local storage. If ( $m s g, \sigma_{m s g}$ ) is in local storage, the output $\sigma_{m s g}$. Else, it computes $y \leftarrow$ $H(m s g) \in R_{n}$, invokes PSF.SamplePre $(t, y)$ and obtains $\sigma_{m s g}=x \in D_{n}$.
$\operatorname{Ver}(v k=a, m s g, \sigma=x)$ : The verification algorithm first computes $y=H(m s g)$. If $y=\operatorname{PSF} . E v a l(a, x)$ it outputs 1 , otherwise outputs 0 .

Scheme 11.2.9 (PSF-PFDH). Let PSF = (TrapGen, Eval, SampleDom, SamplePre) be a preimage sampleable function scheme with domain $D_{n}$ and range $R_{n}$. The hash function $H:\{0,1\}^{*} \rightarrow R_{n}$ is modeled as the random oracle. The scheme PSF-PFDH is defined as follows:
$\operatorname{Setup}\left(1^{n}\right)$ : The setup algorithm outputs param $=1^{n}$. We omit the public parameter for ease of notation.
$\operatorname{KeyGen}\left(1^{n}\right)$ : The key-generation algorithm invokes PSF.TrapGen( $\left.1^{n}\right)$ and obtains $(a, t)$. It outputs $(v k=a, s k=t)$.
$\operatorname{Sig}(s k=t, m s g)$ : The signing algorithm, given $m s g$, first generates $r \leftarrow\{0,1\}^{n}$ and obtains $y=H(m s g \circ r) \in R_{n}$. Then, it invokes PSF.SamplePre $(t, y)$ and obtains $x \in D_{n}$. The signature is $(r, x)$.
$\operatorname{Ver}(v k=a, m s g, \sigma=(r, x))$ : The verification algorithm first computes $y=$ $H(m s g \circ r)$. If $y=\operatorname{PSF} . \operatorname{Eval}(a, x)$ it outputs 1 , otherwise outputs 0 .

Since the underlying functions are collision resistant, the security reduction is tighter than that in the FDH signature based on one-way trapdoor functions. We note that this idea is used independently by Bernstein [Ber08] to given the tighter security reduction for the Rabin-Williams signature scheme, which is based on the 4-to-1 one-way function.
Theorem 11.2.10 (Propositions 6.1 and 6.2, GPV08]). Let PSF be a collisionresistant preimage sampleable functions with domain $D_{n}$ and range $R_{n}$. Then both PSF-FDH and PSF-PFDH are sEUF-CMA secure in the random oracle model.

### 11.2.5 From Identification Schemes: The Fiat-Shamir Conversion

Let us recall canonical identification schemes. The scheme has a prover $\mathrm{P}=$ $\left(\mathrm{P}_{1}, \mathrm{P}_{2}\right)$ and a verifier $\mathrm{V}=\left(\mathrm{V}_{1}, \mathrm{~V}_{2}\right)$. The interaction between them is a triplet of a commitment $y$ from $\mathrm{P}_{1}$, a challenge $c$ from $\mathrm{V}_{1}$, and a response $z$ from $\mathrm{P}_{2}$. Roughly speaking, if we replace $c$ by $\mathrm{V}_{1}$ with $c=H(m s g, y)$, there is no interaction. The signer computes $y \leftarrow \mathrm{P}_{1}, c \leftarrow H(m s g, y)$, and $z \leftarrow \mathrm{P}_{2}$ and sets $(y, c, z)$ as a signature. Then, verifier can verify it by invoking $\mathrm{V}_{2}$.

Originally, Fiat and Shamir introduced the conversion as a heuristic. Its security is proved in Pointcheval and Stern [PS96] and Okamoto and Ohta [0098].

### 11.2. GENERAL CONVERSIONS TO SECURE SIGNATURE SCHEMES

Finally, Abdalla, An, Bellare, and Namprempre minimized the assumption on the underlying ID scheme, which must be passively secure and has large challenge space.

Recall that a canonical identification in Section 6.2.2. We describe the slightly modified version of the Fiat-Shamir conversion in AABN08.

Scheme 11.2.11 (The Fiat-Shamir conversion with a slight modification $\overline{\mathrm{AABN} 08})$. Let ID $=\left(\right.$ ID.Setup, ID.KeyGen, ID.P $=\left(I D . P_{1}\right.$, ID.P ${ }_{2}$ ), ID.V = (ID. $\left.\mathrm{V}_{1}, \mathrm{ID} . \mathrm{V}_{2}\right)$ ) be a canonical ID scheme with challenge space $C_{n}$ such that $\left|C_{n}\right|=2^{\omega(\log n)}$. Let $H:\{0,1\}^{*} \rightarrow C_{n}$ be the random oracle. Let $\alpha(n)$ be some non-negative integer function. The converted signature scheme Sig = (Setup, KeyGen, Sign, Ver) is defined as follows:

Setup $\left(1^{n}\right)$ : Given the security parameter, it obtains param $\leftarrow \operatorname{ID} . \operatorname{Setup}\left(1^{n}\right)$ and outputs param' $=$ param
KeyGen(param'): Given the public parameter param, it obtains $(p k, s k) \leftarrow$ ID.KeyGen $\left(1^{n}\right)$ and outputs $\left(v k^{\prime}, s k^{\prime}\right)=(p k,(p k, s k))$.
Sign $\left(\right.$ param $\left.^{\prime}, s k^{\prime}=(p k, s k), m s g\right)$ : Given param' $, p k, s k$, and a message $m s g$, it generate a signature as follows: First, it obtains (cmt, stp) $\leftarrow$ ID. $P_{1}($ param, $p k, s k)$. Next, it chooses $r \leftarrow\{0,1\}^{\alpha(n)}$ and computes $c h \leftarrow$ $H(r \circ c m t \circ m s g)$. Finally, it obtains $r s p \leftarrow$ ID.P $P_{2}\left(c h, s t_{\mathrm{P}}\right)$. It outputs $\sigma=(r, c m t, r s p)$.
$\operatorname{Ver}^{\prime}\left(\right.$ param $\left.^{\prime}, v k^{\prime}=p k, m s g, \sigma=(r, c m t, r s p)\right):$ Given param ${ }^{\prime}, v k^{\prime}, m s g$, and $\sigma$, it makes a decision as follows: It computes $c h \leftarrow H(r \circ c m t \circ m s g)$, obtains $d e c \leftarrow \mathrm{ID} \cdot \mathrm{V}_{2}(p k, c m t, c h, r s p)$, and outputs dec.

If $s(n)=0$ for any $n$, this is the original Fiat-Shamir conversion. To make the result general, Abdalla et al. introduced $\alpha(n)$ as the parameter.

To describe the security, we require the non-triviality of an ID scheme. That is, commitments generated by $\mathrm{P}_{1}$ has sufficiently large min-entropy $\beta(n)=\omega(\log n)$.

Theorem 11.2.12 ([|AABN08]). Suppose that ID is a passively-secure canonical identification scheme with $\left|C_{n}\right|=2^{\omega(\log n)}$ and $\alpha(n)+\beta(n)=\omega(\log (n))$. Then, the obtained signature scheme $\mathrm{Sig}^{\prime}$ is EUF-CMA secure in the random oracle model.

Corollary 11.2.13 ([AABN08]). Suppose that ID is a passively-secure, non-trivial, canonical identification scheme with $\left|C_{n}\right|=2^{\omega(\log n)}$. Suppose that $s(n)=0$ for any $n$. Then, the obtained signature scheme $\mathrm{Sig}^{\prime}$ is EUF-CMA secure in the random oracle model.

## The Fiat-Shamir Conversion with Aborts

In the above conversion, ID has perfect completeness, that is, the decision of the legitimate verifier interacting the legitimate prover is 1 with probability 1 . Interestingly, Lyubashevsky [Lyu09] observed that the ID schemes are not needed to
be perfectly correct in the Fiat-Shamir conversion. The signer repeat the above procedure until it succeeds.

## One-Time Signature Schemes from Identification Schemes: The Fiat-Shamir Conversion without the Random Oracle

In [BS08], Bellare and Shoup proved that, if we want to construct one-time signature ${ }^{2}$, a collision-resistant hash family can be used instead of the random oracle in the Fiat-Shamir conversion. However, the underlying identification must be concurrently secure rather than passively secure as in the Fiat-Shamir conversion. In addition, the underlying identification must have a special soundness.

Intuitively, the public and secret key of the identification scheme corresponds to the master verification and signing key, respectively. The commitment generated by the prover and its randomness are the session verification key and the session signing key. For each session key, only a message can be signed. If only one session is allowed, the scheme is a one-time signature scheme.

Scheme 11.2.14 (The Fiat-Shamir conversion without the random oracle [BS08]). Let ID = (ID.Setup, ID.KeyGen, ID.P = (ID.P 1 , ID.P ${ }_{2}$ ), ID.V = (ID.V, ID. $V_{2}$ ) be a canonical ID scheme with challenge space $C_{n}$ such that $\left|C_{n}\right|=2^{\omega(\log n)}$. Let Hash $=$ (Hash.Setup, Hash.Eval) be a hash scheme. Let $\alpha(n)$ be some non-negative integer function. The converted signature scheme Sig = (Setup, KeyGen, Sign, Ver) is defined as follows:
$\operatorname{Setup}\left(1^{n}\right)$ : Given the security parameter, it obtains param $\leftarrow \operatorname{ID}$.Setup $\left(1^{n}\right)$ and $k \leftarrow \operatorname{Hash} . \operatorname{Setup}\left(1^{n}\right)$, and outputs param ${ }^{\prime}=($ param, $k)$.

KeyGen $\left(\right.$ param $^{\prime}=($ param, $\left.k)\right)$ : Given the public parameter param', it obtains $(p k, s k) \leftarrow \operatorname{ID} . \operatorname{KeyGen}\left(1^{n}\right)$. Next, it obtains $\left(c m t, s t_{\mathrm{P}}\right) \leftarrow \operatorname{ID} . \mathrm{P}_{1}($ param, $p k, s k)$. It outputs $\left(v k^{\prime}, s k^{\prime}\right)=\left((p k, c m t),\left(p k, s k, s t_{\mathrm{P}}\right)\right)$.
Sign(param $\left.{ }^{\prime}, s k^{\prime}=\left(p k, s k, s t_{\mathrm{p}}\right), m s g\right):$ Given $\operatorname{param}^{\prime}, p k, s k$, and a message $m s g$, it generate a signature as follows: It computes $c h \leftarrow$ Hash.Eval $(k, c m t \circ m s g)=$ $h_{k}(c m t \circ m s g)$. Finally, it obtains $r s p \leftarrow$ ID.P $P_{2}\left(c h, s t_{\mathrm{P}}\right)$. It outputs $\sigma=r s p$.
$\operatorname{Ver}\left(\right.$ param $\left.^{\prime}, v k^{\prime}=(p k, c m t), m s g, \sigma=r s p\right)$ : Given param ${ }^{\prime}, v k^{\prime}, m s g$, and $\sigma$, it makes a decision as follows: It computes $c h \leftarrow$ Hash.Eval $(k, c m t \circ m s g)$, obtains $d e c \leftarrow I D . V_{2}(p k, c m t, c h, r s p)$, and outputs dec.

Theorem 11.2.15 ([|BS08]). Suppose that ID is a concurrently-secure, canonical, and special-sound identification scheme with $\left|C_{n}\right|=2^{\omega(\log n)}$. Also, suppose that Hash is collision-resistant. Then, the obtained signature scheme $\mathrm{Sig}^{\prime}$ is strongly one-time secure.

[^6]
### 11.2.6 From Trapdoor Hash Schemes and Weakly Secure Signature Schemes

Shamir and Tauman showed that the hash-sign-switch paradigm bares secure signature scheme.

Scheme 11.2.16 (The Hash-Sign-Switch Paradigm [ST01]). Let THash = (TrapGen, Eval, SampleDom, TrapCol) be a trapdoor hash scheme and let Sig = (Setup, KeyGen, Sign, Ver) be a weakly-secure signature scheme. A new signature scheme Sig' = (Setup', KeyGen', Sign', Ver') is obtained as follows:

Setup $\left(1^{n}\right)$ : Given the security parameter $1^{n}$, invoke param $\leftarrow \operatorname{Setup}\left(1^{n}\right)$ and output param.
KeyGen'(param): Generate key pairs $(v k, s k) \leftarrow \operatorname{KeyGen}($ param $)$ and $(a, t) \leftarrow$ $\operatorname{TrapGen}\left(1^{n}\right)$. The new key pair is $v k^{\prime}=(v k, a)$ and $s k^{\prime}=(s k, a, t)$.
Sign' $=($ SignOff, SignOn $):$ The signing algorithm has two stages, off-line phase and one-line phase.
SignOff' $\left(s k^{\prime}\right)$ : Choose a random message $m s g^{\prime} \leftarrow M_{n}$ and a random string $r^{\prime} \leftarrow$ SampleDom $\left(1^{n}\right)$. Then, compute a digest $d=h_{a}\left(\mathrm{msg}^{\prime}, r^{\prime}\right)$ by $\operatorname{Eval}\left(a, m s g^{\prime}, r^{\prime}\right)$. Next, obtain $\sigma_{\text {off }} \leftarrow \operatorname{Sign}(s k, d)$. It outputs $\sigma_{\text {off }}$ and $s t_{\mathrm{off}}=\left(d, m s g^{\prime}, r^{\prime}\right)$.
SignOn' $\left(s k^{\prime}, \sigma_{\text {off }}, s t_{\text {off }}, m s g\right)$ : Obtain $r \leftarrow \operatorname{TrapCol}\left(a, t, m s g^{\prime}, r^{\prime}, m s g_{1}\right)$. Output $\sigma=\left(\sigma_{\text {off }}, r\right)$ as the signature.
$\operatorname{Ver}^{\prime}\left(v k^{\prime}=(v k, a), m s g, \sigma=\left(\sigma_{\text {off }}, r\right)\right)$ : Compute $d \leftarrow h_{a}(m s g, r)$ and output $d e c \leftarrow \operatorname{Ver}\left(v k, d, \sigma_{\text {off }}\right)$ as the decision.

Theorem 11.2.17. Let THash be a trapdoor hash scheme and let Sig be an EUF$w C M A$ secure signature scheme. Then, $\mathrm{Sig}^{\prime}$ is an EUF-CMA secure signature scheme.

Although we have changed the definition of trapdoor hash families, we can give the security proof by the essentially similar way to the one of Shamir and Tauman. Hence, we omit the details.

### 11.2.7 From Identity-based Encryption

As noted in the paper by Boneh and Franklin [BF03], Naor pointed out identitybased encryption induces the signature scheme. For notation and notions on identity-based encryption, see Chapter 14.

Given an IBE scheme IBE = (Setup, Ext, Enc, Dec), a signature scheme SIG = (KeyGen, Sign, Ver) is defined as follows;
$\operatorname{KeyGen}\left(1^{n}\right):(v k, s k)=($ param, $m s k) \leftarrow \operatorname{Setup}\left(1^{n}\right)$.
$\operatorname{Sig}(m s g, s k): \sigma=u s k_{m s g} \leftarrow \operatorname{Ext}(m s g, m s k)$.
$\operatorname{Ver}(m s g, \sigma, v k)$ : To verify the signature $\sigma$ on $m s g$ under the verification key $v k$, it randomly generates a ciphertext $c t \leftarrow \operatorname{Enc}(m, m s g, p k)$ with a random plaintext $m$, and checks that $m=\operatorname{Dec}(c t, \sigma, p k)$. If the check is passed, it accepts the signature. Otherwise, reject.

It is easy to show that this construction yields secure signature scheme if the underlying identity-based encryption scheme is fully-ID secure. Roughly speaking, if there is a forger for the signature scheme, one can extract the identity and its decryption key. Hence, this violates the security of the underlying identity-based encryption scheme.

### 11.3 The Gentry-Peikert-Vaikuntanathan Signature

We now turn back to lattice-based signature schemes. The first appearing ones are proposed by Gentry et al. [GPV08]. The schemes are obtained by applying FDH and PFDH paradigms to LPSF.

### 11.3.1 Description

Applying PSF-FDH and PSF-PFDH to the lattice-based CR-PSFs inSection 10.5, we obtained a sEUF-CMA secure signature scheme based on the SIS assumption.

Scheme 11.3.1 (GPV-FDH). We model the hash function $H:\{0,1\}^{*} \rightarrow \mathbb{Z}_{q}^{n}$ as the random oracle.

Setup $\left(1^{n}\right)$ : The setup algorithm outputs param $=1^{n}$. We omit the public parameter for ease of notation.
KeyGen $\left(1^{n}\right)$ : The key-generation algorithm invokes LPSF.TrapGen $\left(1^{n}\right)$ in Section 10.5 and obtains $(\boldsymbol{A}, \boldsymbol{T}) \in \mathbb{Z}_{q}^{n \times m} \times \mathbb{Z}^{m \times m}$. It outputs $(v k=\boldsymbol{A}, s k=\boldsymbol{T})$.
$\operatorname{Sign}(s k=\boldsymbol{T}, m s g)$ : The signing algorithm, given $m s g$, first obtains $\boldsymbol{u}=H(m s g)$. Then, it invokes LPSF.SamplePre $(\boldsymbol{A}, \boldsymbol{T}, s, \boldsymbol{u})$ in Section 10.5 and obtains $\boldsymbol{e}$. (Here, $\boldsymbol{e}$ is a sample from the distribution $D$ which is statistically close to $D_{\Lambda_{q}^{\perp}(\boldsymbol{A}), s, \boldsymbol{t}}$ where $\boldsymbol{t}$ is any solution of $\boldsymbol{A} \boldsymbol{t}=\boldsymbol{u} \bmod q$.)
$\operatorname{Ver}(v k=\boldsymbol{A}, m s g, \sigma=\boldsymbol{e})$ : The verification algorithm first computes $\boldsymbol{u}=H(m s g)$. Then, it verifies $\boldsymbol{A e}=\boldsymbol{u}$ mod $q$. Output 1 if the check is passed, otherwise, 0 .

Scheme 11.3.2 (GPV-PFDH). We model the hash function $H:\{0,1\}^{*} \rightarrow \mathbb{Z}_{q}^{n}$ as the random oracle.

Setup $\left(1^{n}\right)$ : The setup algorithm outputs param $=1^{n}$. We omit the public parameter for ease of notation.
KeyGen $\left(1^{n}\right)$ : The key-generation algorithm invokes LPSF.TrapGen $\left(1^{n}\right)$ inSection 10.5 and obtains $(\boldsymbol{A}, \boldsymbol{T}) \in \mathbb{Z}_{q}^{n \times m} \times \mathbb{Z}^{m \times m}$. It outputs ( $v k=\boldsymbol{A}, s k=\boldsymbol{T}$ ).
$\operatorname{Sig}(s k=T, m s g)$ : The signing algorithm, given $m s g$, first generates a random string $r \leftarrow\{0,1\}^{n}$ and obtains $\boldsymbol{u}=H(m s g \circ r)$. Then, it invokes

LPSF.SamplePre $(\boldsymbol{A}, \boldsymbol{T}, s, \boldsymbol{u})$ in Section 10.5 and obtains $\boldsymbol{e}$. It outputs $(r, \boldsymbol{e})$ as the signature.
$\operatorname{Ver}(v k=\boldsymbol{A}, m s g, \sigma=(r, \boldsymbol{e}))$ : The verification algorithm first computes $\boldsymbol{u}=$ $H(m s g \circ r)$. Then, it verifies $\boldsymbol{A} \boldsymbol{e}=\boldsymbol{u} \bmod q$. Output 1 if the check is passed, otherwise, 0 .

Theorem 11.3.3 (Security, [GPV08]). Let $m \geq(5+3 \delta) n \log q$ for some constant $\delta>0$. Let $s \geq L \cdot \omega(\sqrt{\log m})$, where $L=O(\sqrt{n \log q})$. The above schemes are $s E U F-C M A$ secure if SIS $_{q, m, 2 s \sqrt{m}}$ is hard.

The security proofs of two schemes is obtained by combining the arguments in Section 10.5 and Section 11.2.4

### 11.4 The Stehlé-Steinfeld-Tanaka-Xagawa Signature

As an analogue of the GPV signatures, we introduce the SSTX signatures based on the ideal-lattice-based PSFs. These schemes are obtained by replacing the underlying PSFs LPSF with ILPSF.

### 11.4.1 Description

Scheme 11.4.1 (SSTX-PFDH). We model the hash function $H:\{0,1\}^{*} \rightarrow R_{\mathbf{f}, q}$ as the random oracle.
$\operatorname{Setup}\left(1^{n}\right)$ : The setup algorithm outputs param $=1^{n}$. We omit the public parameter for ease of notation.
$\operatorname{KeyGen}\left(1^{n}\right)$ : The key-generation algorithm invokes ILPSF.TrapGen( $1^{n}$ ) in Section 10.5 (hence, ExtldLattice in Section 10.3) and obtains ( $\check{\boldsymbol{a}}, \boldsymbol{T}$ ). It outputs $(v k=\check{\boldsymbol{a}}, s k=\boldsymbol{T})$.
$\operatorname{Sig}(s k=T, m s g)$ : The signing algorithm, given $m s g$, first generates a random string $r \leftarrow\{0,1\}^{n}$ and obtains $\mathbf{u}=H(m s g \circ r)$. Then, it invokes ILPSF.SamplePre $(\check{\boldsymbol{a}}, \boldsymbol{T}, s, \mathbf{u})$ in Section 10.5 and obtains $\check{\boldsymbol{e}}$. It outputs $(r, \check{\boldsymbol{e}})$ as the signature.
$\operatorname{Ver}(v k=\check{\boldsymbol{a}}, m s g, \sigma=(r, \check{\boldsymbol{e}}))$ : The verification algorithm first computes $\mathbf{u}=$ $H(m s g \circ r)$. Then, it verifies. If $\check{a} \check{e}=\mathbf{u} \bmod q$ it outputs 1 , otherwise outputs 0.

### 11.4.2 Security Proofs

The security proofs of two schemes is obtained by combining the arguments inSection 10.5 and Section 11.2.4,

### 11.5 The Lyubashevsky-Micciancio One-Time Signature

This scheme has a flavor of the Bellare-Shoup transformation with the Lyubashevsky identification scheme, $L y 08-\mathrm{ID}_{\mathrm{C} / \mathrm{LL}}$, but there are two main differences. The first difference is the change of key spaces and the method of key generation to obtain perfect correctness. The second difference is no use of collision resistant hash functions. We note that this is a reverse-chronicle order. Lyubashevsky and Micciancio [LM08] proposed the scheme in March 2008 and Lyubashevsky [Lyu08b, Lyu09] proposed his identification scheme in September 2008 and December 2009.

### 11.5.1 Description

For simplicity, we fix $\mathbf{f}=x^{n}+1$ and $l=\left\lfloor\log ^{2} n\right\rfloor$. Let us fix $q=n^{3}$ and $m \leftarrow\lceil\log n\rceil$. Define for any $i \in \mathbb{N}$,

$$
D_{e, i}=\left\{\check{\boldsymbol{y}} \in R_{\mathbf{f}, q}^{m} \mid\|\check{\boldsymbol{y}}\|_{\infty} \leq 5 i q^{1 / m}\right\} \text { and } D_{r, i}=\left\{\check{\boldsymbol{y}} \in R_{\mathbf{f}, q}^{m} \mid\|\check{\boldsymbol{y}}\|_{\infty} \leq 5 \operatorname{inpq}^{1 / m}\right\}
$$

We also define

$$
G=\left\{\check{\boldsymbol{y}} \in R_{\mathbf{f}, q}^{m} \mid\|\check{\boldsymbol{y}}\|_{\infty} \leq 10 q^{1 / m} n \log ^{2} n\right\} .
$$

## Scheme 11.5.1 (LM-OTS LM08]).

Setup $\left(1^{n}\right)$ : It chooses a random row vector $\check{\boldsymbol{a}} \leftarrow R_{\mathbf{f}, q}^{m}$ uniformly and outputs it.
$\operatorname{KeyGen}(\check{\boldsymbol{a}})$ : It first choose $r \in\{0,1\}^{l}$. If $r=0^{l}$ set $j=l$. Else, set $j$ as the position of the left-most standing bit of $r$. Pick $\check{\boldsymbol{e}} \leftarrow D_{e, j}$ and $\check{\boldsymbol{r}} \leftarrow D_{r, j}$. Compute $\mathbf{u} \leftarrow h_{\check{\boldsymbol{a}}}(\check{\boldsymbol{e}})$ and $\mathbf{y} \leftarrow h_{\check{\boldsymbol{a}}}(\check{\boldsymbol{r}})$. The signing key is $(\mathbf{u}, \mathbf{y}, \check{\boldsymbol{e}}, \check{\boldsymbol{r}})$ and the verification key is $(\mathbf{u}, \mathbf{y})$.
$\operatorname{Sign}(\check{\boldsymbol{a}}, s k=(\mathbf{u}, \mathbf{y}, \check{\boldsymbol{e}}, \check{\boldsymbol{r}}), m s g=\mathbf{c})$ : The message $\mathbf{c}$ is in $\{-1,0,+1\}^{n}$. It outputs $\sigma=\check{\boldsymbol{z}} \leftarrow \mathbf{c} \otimes \check{\boldsymbol{e}}+\check{\boldsymbol{r}}$.
$\operatorname{Ver}(\check{\boldsymbol{a}}, v k=(\mathbf{u}, \mathbf{y}), m s g=\mathbf{c}, \sigma=\check{z}):$ If $\check{\boldsymbol{z}} \in G$ and $h_{\check{\boldsymbol{a}}}(\check{z})=\mathbf{c} \otimes \mathbf{u}+\mathbf{y}$ then output 1 (accept) and output 0 otherwise.

Theorem 11.5.2 ([山LM08, Theorem 8]). The above scheme is strongly one-time secure if the $\mathbf{f}-$ SIS $_{q, m, \beta}^{\infty}$ is hard on average, where $\beta=20 q^{1 / m} n \log ^{2} n$. In particular, for appropriately settings on the parameters, the scheme is secure if $\mathbf{f}-\mathrm{SVP}_{\gamma}^{\infty}$ is hard in the worst case, where $\gamma=\tilde{O}\left(n^{2}\right)$.

For the proof, see the original paper [LM08].

### 11.6 The Lyubashevsky Signature

We also obtain an EUF-CMA secure signature by applying the Fiat-Shamir transformation with aborts to the basic protocol of Ly09-IDSection 6.8.

### 11.6.1 Descriptions

Scheme 11.6.1 (Ly-SIG, [Lyu09]). All the participant agree with the parameters $m$, $q, D_{e}, D_{r}, D_{c}$, and $G$ as in Section 6.8, We model the hash function $H:\{0,1\}^{*} \rightarrow$ $D_{c}$ as the random oracle. Let $\mathbf{f}$ denote $x^{n}+1$.
Setup $\left(1^{n}\right)$ : It outputs $\check{\boldsymbol{a}} \leftarrow R_{\mathbf{f}, q}^{m}$ uniformly at random.
$\operatorname{KeyGen}(\breve{\boldsymbol{a}}):$ It chooses $\check{\boldsymbol{e}} \leftarrow D_{e}$ and computes $\mathbf{u}=h_{\check{\boldsymbol{a}}}(\check{\boldsymbol{e}})$. It outputs $s k=(\mathbf{u}, \check{\boldsymbol{e}})$ and $v k=\mathbf{u}$.
$\operatorname{Sig}(\check{\boldsymbol{a}},(\mathbf{u}, \check{\boldsymbol{e}}), m s g):$ Choose $\check{\boldsymbol{r}} \leftarrow D_{r}$ and compute $\mathbf{y} \leftarrow h_{\check{\boldsymbol{a}}}(\check{\boldsymbol{r}})$. Compute $\mathbf{c} \leftarrow$ $H(m s g \circ \mathbf{y})$. Then compute $\check{z} \leftarrow \mathbf{c} \otimes \check{\boldsymbol{e}}+\check{\boldsymbol{r}}$. If $\check{z} \in G$ then it outputs $\sigma=(\mathbf{y}, \check{z})$. Otherwise repeat the above procedures.
$\operatorname{Ver}(\check{\boldsymbol{a}}, \mathbf{u}, m s g, \sigma=(\mathbf{y}, \check{z})):$ First, compute $\mathbf{c} \leftarrow H(m s g \circ \mathbf{y})$. If $\check{z} \in G$ and $h_{\check{a}}(\check{z})=$ $\mathbf{c} \otimes \mathbf{u}+\mathbf{y}$ outputs 1 , otherwise outputs 0 .
Theorem 11.6.2 ([Lyu09, Theorem 3]). The above scheme is EUF-CMA secure if $\mathbf{f}-\mathrm{SIS}_{q, m, \beta}^{\infty}$ is hard on average, where $\beta=2(m n-1) \sigma \kappa$. In particular, let $\sigma$ be a constant and $\kappa(n)=\Theta\left(\log ^{2} n\right)$. Then for appropriately settings on the parameters, the scheme is secure if $\mathbf{f}$-SVP $\gamma_{\gamma}^{\infty}$ is hard in the worst case, where $\gamma=\tilde{O}\left(n^{2}\right)$.

### 11.7 The Signature from "Bonsai"

Very recently, Peikert proposed a signature scheme made by "Bonsai." This signature scheme has the flavors of the Hohenberger-Waters signature scheme based on the RSA assumption and as the IBE-to-Sig conversion.

### 11.7.1 Description

Scheme 11.7.1 (Bonsai-wSIG). We model the hash function. The parameters are defined as follows: Two integers $m_{1}, m_{2}=O(n \log q)$, and a bound $L=O(\sqrt{n \log q})$. Let a hashed message length be $k$ and total dimension $m=$ $m_{1}+(k+1) m_{2}$, and a Gaussian parameter $s=L \cdot \omega(\sqrt{\log n})$.
$\operatorname{KeyGen}\left(1^{n}\right)$ : Generate $\boldsymbol{A}_{0} \in \mathbb{Z}_{q}^{n \times\left(m_{1}+m_{2}\right)}$ with a basis $\boldsymbol{T}$ of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{0}\right)$ such that
$\|\tilde{\boldsymbol{T}}\| \leq L$. For each $(b, j) \in\{0,1\} \times[k]$, generate uniform and independent
$\boldsymbol{A}_{j}^{(b)} \in \mathbb{Z}_{q}^{n \times m_{2}}$. Output $v k=\left(\boldsymbol{A}_{0},\left\{\boldsymbol{A}_{j}^{(b)}\right\}\right)$ and $s k=(\boldsymbol{S}, v k)$.
$\operatorname{Sig}\left(s k=(\boldsymbol{T}, v k), m s g=\boldsymbol{\mu} \in\{0,1\}^{k}\right)$ : Let $\boldsymbol{A}_{\boldsymbol{\mu}}=\left[\boldsymbol{A}_{0}\left|\boldsymbol{A}_{1}^{\mu_{1}}\right| \ldots \mid \boldsymbol{A}_{k}^{\mu_{k}}\right] \in \mathbb{Z}_{q}^{n \times m}$. Let
$\boldsymbol{T}_{\mu} \leftarrow \operatorname{ExtBasis}\left(\boldsymbol{T}, \boldsymbol{A}_{\mu}\right)$. Then, output $\sigma=\boldsymbol{e} \leftarrow \operatorname{SampleD}\left(\boldsymbol{T}_{\mu}, s, \mathbf{0}\right)$.
$\operatorname{Ver}\left(v k=\left(\boldsymbol{A}_{0},\left\{\boldsymbol{A}_{j}^{(b)}\right\}\right), m s g=\boldsymbol{\mu}, \sigma=\boldsymbol{e}\right)$ : Let $\boldsymbol{A}_{\boldsymbol{\mu}}$ as above. If $\boldsymbol{e} \neq \mathbf{0},\|\boldsymbol{e}\| \leq s \cdot \sqrt{m}$, and $\boldsymbol{A}_{\mu} \boldsymbol{e}=\mathbf{0} \bmod q$, output 1 as accept; otherwise, output 0 as reject.
Theorem 11.7.2 (|Pei09b|). Let $m=m_{1}+(k+1) m_{2}$ and $m^{\prime}=m_{1}+(2 k+1) m_{2}$. The above scheme is EUF-wCMA secure if $\mathrm{SIS}_{q, m^{\prime}, \beta}$ is hard on average, where $\beta=s \sqrt{m}$.

For the proof, see [Pei09b].
Combining the above scheme Bonsai-wSIG and the trapdoor commitment scheme, we obtain the scheme Bonsai-SIG. If we set $p k=a$ of the public key of the trapdoor-commitment scheme as the public parameter, we then have the signature scheme. In addition, if the verification key $v k$ includes $a$ and the signing key $s k$ includes the corresponding trapdoor $t$, the scheme is now one-line/off-line signature.
Scheme 11.7.3 (Bonsai-SIG). Let THash = (TrapGen, Eval, SampleDom, TrapCol) be a trapdoor hash scheme with range $\{0,1\}^{k}$. The parameters are defined as follows: Two integers $m_{1}, m_{2}=O(n \log q)$, and a bound $L=O(\sqrt{n \log q})$. A hashed message length $k$ and total dimension $m=m_{1}+(k+1) m_{2}$, and a Gaussian parameter $s=L \cdot \omega(\sqrt{\log n})$.
$\operatorname{KeyGen}\left(1^{n}\right)$ : Invoke Bonsai-wSIG.KeyGen and obtain $v k^{\prime}=\left(\boldsymbol{A}_{0},\left\{\boldsymbol{A}_{j}^{(b)}\right\}\right)$ and $s k^{\prime}=\left(\boldsymbol{T}, v k^{\prime}\right)$. Invoke $\operatorname{TrapGen}\left(1^{n}\right)$ and obtain $p k=a$ and $s k=t$. Output $v k=\left(\boldsymbol{A}_{0},\left\{\boldsymbol{A}_{j}^{(b)}\right\}, a\right)$ and $s k=(\boldsymbol{T}, t, v k)$.
Sign $=($ SignOff, SignOn $):$
$\operatorname{SigOff}\left(s k_{\mathrm{off}}=(\boldsymbol{T}, v k)\right):$ First generate random string $r \leftarrow \operatorname{SampleDom}\left(1^{n}\right)$ and compute $\boldsymbol{\mu} \leftarrow \operatorname{Eval}(0 ; r) \in\{0,1\}^{k}$. Then, let $\boldsymbol{A}_{\boldsymbol{\mu}}=\left[\boldsymbol{A}_{0}\left|\boldsymbol{A}_{1}^{\mu_{1}}\right| \ldots \mid \boldsymbol{A}_{k}^{\mu_{k}}\right] \in$ $\mathbb{Z}_{q}^{n \times m}$ and let $\boldsymbol{T}_{\boldsymbol{\mu}} \leftarrow \operatorname{ExtBasis}\left(\boldsymbol{T}, \boldsymbol{A}_{\boldsymbol{\mu}}\right)$. Output $\sigma_{\text {off }}=\boldsymbol{e} \leftarrow$ SampleD $\left(\boldsymbol{T}_{\mu}, s, \boldsymbol{0}\right)$ and $s t_{\text {off }}=(\boldsymbol{\mu}, r)$.
$\operatorname{SigOn}\left(s k_{\text {on }}=t, \sigma_{\text {off }}=\boldsymbol{e}, s t_{\text {off }}=(\boldsymbol{\mu}, r), m s g \in\{0,1\}^{*}\right):$ It computes $r^{\prime} \leftarrow$ $\operatorname{TrapCol}(\mu, 0, r, m s g)$. Then outputs the signature $\sigma=\left(r^{\prime}, \boldsymbol{e}\right)$.
$\operatorname{Ver}\left(v k=\left(\boldsymbol{A}_{0},\left\{\boldsymbol{A}_{j}^{(b)}\right\}\right), m s g, \sigma=(r, \boldsymbol{e})\right):$ First compute $\boldsymbol{\mu} \leftarrow \operatorname{Eval}(m s g, r)$. Let $\boldsymbol{A}_{\boldsymbol{\mu}}$ as above. If $\boldsymbol{e} \neq \mathbf{0},\|\boldsymbol{e}\| \leq s \cdot \sqrt{m}$, and $\boldsymbol{A}_{\boldsymbol{\mu}} \boldsymbol{e}=\mathbf{0} \bmod q$, output 1 as accept; otherwise, output 0 as reject.
The signing algorithm can be split into two algorithms, SigOff and SigOn, where SigOff does not involve the message.

Remark 11.7.4. Notice that the above scheme is EUF-CMA secure but not sEUFCMA secure; From a valid signature $\sigma=(r, \boldsymbol{e})$ on $m s g$, a new signature $\sigma=$ $(r,-\boldsymbol{e})$ on $m s g$ is obtained. To protect the scheme against the above attack, Rükert fixed the verification; the public key contains $\boldsymbol{u} \leftarrow \mathbb{Z}_{q}^{n}$, the signer samples $\boldsymbol{e} \leftarrow$ $\operatorname{SampleD}\left(\boldsymbol{T}_{\mu}, s, \boldsymbol{u}\right)$, and the verifier checks $\boldsymbol{A}_{\boldsymbol{\mu}} \boldsymbol{e} \equiv \boldsymbol{u} \bmod q$. For the details and the proofs, see Rükert's paper [Rüc10].
Remark 11.7.5. Stehlé et al. [SSTX09] already proposed ideal-lattice version of "Bonsai" (seeSection 10.6). Replacing the "Bonsai" technique with the miniature
"Bonsai," we obtain ideal-lattice-based "Bonsai" signature scheme.

## 12 Encryption

Organization: Section 12.1 reviews the brief history of lattice-based encryptions. Section 12.2 reviews the definitions of public-key encryption, that is, model and security notions. In Section 12.4 gave the review of the Ajtai-Dwork encryption scheme. Section 12.5 and Section 12.6 are the reviews of the Goldreich-Goldwasser-Halevi and NTRU encryption schemes. We review the Regev03 encryption scheme in Section 12.7 Regev's LWE-based encryption scheme, which plays important roles in lattice-based cryptography, is reviewed in Section 12.8. Section 12.9 reviews the "dual" of Regev's LWE-based encryption scheme. Section 12.10 contains lossy trapdoor functions and its children by Peikert and Waters. By using them, we describe the Peikert-Waters encryption scheme in Section 12.10.2.

### 12.1 Introduction

After the seminal result of Ajtai [Ajt96], Ajtai and Dwork [AD97] gave the first public-key encryption scheme AD based on the worst-case hardness of lattice problems. However, their inefficiency in the real world opened the door of attacks. Hence, efficient public-key encryption schemes with harder security reduction were needed.

The partial answers appeared almost simultaneously; GGH and NTRU. Goldreich, Goldwasser, and Halevi [GGH97b] proposed a lattice variant of the McEliece encryption scheme [McE78] (we describe them later). Hoffstein, Pipher, and Silverman also proposed a encryption scheme employing the quotient ring of polynomials [HPS98]. These schemes are more efficient than AD, but they lack the security proof based on the worst-case hardness of lattice problems.

|  | param | $e k$ | Enc | $C$ | $\|e k\|$ | $\|c t\| /\|m s g\|$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| AD-GGH 12.4 | - | $\boldsymbol{A}, i_{0}, i_{1}$ | $\boldsymbol{A} \boldsymbol{e}+\frac{\mu}{2} \boldsymbol{a}_{i_{1}} \bmod \boldsymbol{B}$ | $\mathcal{P}(\boldsymbol{B})$ | $\tilde{O}\left(n^{4}\right)$ | $\tilde{O}\left(n^{3}\right)$ |
| $\mathrm{AD}^{+} 12.4$ | - | $\boldsymbol{A}$ | $\boldsymbol{A} \boldsymbol{e}+\frac{\mu}{2} \boldsymbol{a}_{i_{1}} \bmod \boldsymbol{B}$ | $\mathcal{P}(\boldsymbol{B})$ | $\tilde{O}\left(n^{4}\right)$ | $\tilde{O}\left(n^{2}\right)$ |
| R03 12.7 | $N=2^{8 n^{2}}$ | $\boldsymbol{a}$ | $\left.\boldsymbol{a} \boldsymbol{e}+\mu \mid a_{i_{1}} / 2\right] \bmod N$ | $\mathbb{Z}_{N}$ | $\tilde{O}\left(n^{3}\right)$ | $\tilde{O}\left(n^{2}\right)$ |
| LWE-PKE 12.8 | $(\boldsymbol{A})$ | $\boldsymbol{A}, \boldsymbol{P}$ | $\left(\boldsymbol{A} \boldsymbol{e}, \boldsymbol{P}^{T} \boldsymbol{e}+\boldsymbol{\mu}\lfloor q / 2\rfloor\right)$ | $\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}^{n}$ | $\tilde{O}\left(n^{2}\right)$ | $\tilde{O}(1)$ |
| Dual 12.9 | $(\boldsymbol{A})$ | $\boldsymbol{A}, \boldsymbol{U}$ | $\boldsymbol{A}^{T} \boldsymbol{s}+\boldsymbol{x}_{p}, \boldsymbol{U}^{T} \boldsymbol{s}+\boldsymbol{x}_{v}+\boldsymbol{\mu}\lfloor q / 2\rfloor$ | $\mathbb{Z}_{q}^{m} \times \mathbb{Z}_{q}^{n}$ | $\tilde{O}\left(n^{2}\right)$ | $\tilde{O}(1)$ |

Table 12.1: Comparisons among IND-CPA secure encryption schemes. The factor $n$ denotes the security parameter. See corresponding sections for the details

The other answer is given in 2003, the Regev03 encryption scheme [Reg04b]. He proposed a 1-dimensional version of AD and reduced it security from harder lattice problem than that of Ajtai and Dwork. However, efficiency is not good because the key has huge size. This obstructs us to take a larger security parameter.

These situations were overcome by Regev in 2005 [Reg09] using quantum reductions. He gave a simple public-key encryption scheme based on the variant of Learning Parity Noise (LPN) problem, called Learning With Error (LWE) Problem, and showed the quantum reduction from $\mathrm{SIVP}_{\gamma}$ to the variant.

On the blowup factor, the ratio between the ciphertext and the plaintext, the original Regev05 encryption scheme has a factor $O(n \log n)$.

Kawachi, Tanaka, and Xagawa [KTX07] reduced the ciphertext blowup factor to $O(n)$. This is dramatically reduced to $O(1)$ by an amortizing technique of Peikert, Vaikuntanathan, and Waters [PVW08].

Gentry, Peikert, and Vaikuntanathan [GPV08] observed that the roles of a public key and a ciphertext can be swapped. This scheme is called as the "Dual" encryption scheme and opens the door to construct identity-based encryption scheme. See [GPV08] and Chapter 14.

The above schemes are secure in the sense of indistinguishability under chosen plaintext attacks (IND-CPA). Can we construct encryption schemes enjoying the stronger security, indistinguishability under chosen ciphertext attacks (INDCCA2)?

Peikert and Waters [PW08] answered this problem by introducing lossy trapdoor functions and giving the construction of them from LWE problem. Peikert [Pei09c] (and Goldwasser and Vaikuntanathan [GV08]) also gave the answer which exploited the one-wayness of the LWE function, which appears in Chapter 13

The schemes which we will not mention: Key-leakage security and keydependent message security are featured recently.

Key-leakage security states the scheme is secure even if the part of the secret key was leaked, which was considered as the theoretical model of side channel attacks. Akavia, Goldwasser, and Vaikuntanathan AGV09] showed the key-leakage security of the Regev05 encryption scheme. We note that in a weaker model of
key-leakage security, the combination of an IND-CPA secure public-key encryption scheme and the extractor yields secure encryption scheme [NS09]. Goldwasser, Kalai, Peikert, and Vaikuntanathan proved the robustness of the LWE based secret-key encryption schemes [GKPV10]. Dodis, Goldwasser, Kalai, Peikert, and Vaikuntanathan [DGK $\left.{ }^{+} 10\right]$ also showed the key-leakage security of the "Dual" encryption scheme in several models. See their papers for the details. We note that the proof techniques of them partially appears inSection 15.4, which are independent.

Key-dependent message security states the scheme is secure even if the ciphertext contains the information of the secret key, for example, Enc $e k(d k)$ should be indistinguishable from $\operatorname{Enc}_{e k}\left(0^{l}\right)$, where $(e k, d k) \leftarrow \operatorname{KeyGen}\left(1^{n}\right)$ and $l=|d k|$. Formally, the adversary could choose a function from some class $\mathcal{F}=\left\{f: K_{n}^{k} \rightarrow M_{n}\right\}$, where $K_{n}$ is a decryption-key space and $M_{n}=\{0,1\}^{l}$ is a message space. The adversary has an access to the oracle which returns $\mathrm{Enc}_{e k_{j}}\left(f\left(s k_{1}, \ldots, s k_{k}\right)\right)$ or $\mathrm{Enc}_{e k_{j}}\left(0^{l}\right)$ on the query $(j, f)$.

The scheme which satisfies some functions was firstly proposed by Boneh, Halevi, Hamburg, and Ostrovsky [BHHO08]. In the spirit, their scheme has KDMsecurity with respect to the class of affine functions under the DDH assumption. Applebaum, Cash, Peikert, and Sahai [ACPS09]. also proposed a KDM-secure public-key encryption scheme with respect to the class of affine functions under the LWE assumption. We mention the improvements by Brakerski, Goldwasser, and Kalai [BGK09] and Barak, Haitner, Hofheinz, and Ishai [BHHI09] which proposed the schemes with respect to richer class of functions. For the details see the original papers.

We also does not describe the variants of the Peikert encryption scheme by Katz and Vaikuntanathan [KV09], which yields secure password-based authenticated key-exchange schemes.

Finally, we mention Gentry's fully homomorphic encryption scheme [Gen09] and its variants [SV09, vDGHV09]. Their encryption functions are ring homomorphic to $\mathbb{F}_{2}$, which solved the long-standing open problem. (We note that Aguilar Melchor, Gaborit, and Herranz [AMGH08] also gave additive homomorphic encryption schemes which allows $t$ multiplications.)

### 12.2 Definitions

### 12.2.1 Model of Public-Key Encryption Schemes

A PKE scheme PKE is a quadruplet of algorithms (Setup, KeyGen, Enc, Dec).
Setup $\left(1^{n}\right)$ : A setup algorithm, given the security parameter $1^{n}$, outputs public parameters param.
KeyGen(param): A key-generation algorithm, given param, outputs a pair of an encryption key and a decryption key ( $e k, d k$ ).
Enc(param, ek, msg): An encryption algorithm, given param, ek, and a message
$m s g$, outputs a ciphertext $c t$.
$\operatorname{Dec}(d k, c t)$ : An decryption algorithm, given $d k$ and $c t$, returns $m s g$.

Correctness: The correctness of a public-key encryption scheme is defined as follows: With overwhelming probability the ciphertext of any message $m s g$ in the message space under an encryption key ek should be decrypted into $m s g$, where the probability is taken by coins of Setup, KeyGen, and Enc. Formally, this requirement is denoted

$$
\operatorname{Pr}\left[\begin{array}{ll} 
& \left.\begin{array}{l}
\text { param } \leftarrow \operatorname{Setup}\left(1^{n}\right) ; \\
(e k, d k) \leftarrow \operatorname{KeyGen}(\text { param }) ; \\
c t \leftarrow \operatorname{Enc}(\text { param, } e k, m s g) ; \\
\widetilde{m s g} \leftarrow \operatorname{Dec}(d k, c t) ;
\end{array}\right] \leq \operatorname{negl}(n) .
\end{array}\right]
$$

### 12.2.2 Security Notions

We adopt the standard security notions, indistinguishability of ciphertexts under several attacks. Roughly speaking, any polynomial-time adversary cannot distinguish two ciphertexts of distinct messages msg and $m s g^{\prime}$ even if it chooses the messages. In chosen plaintext attacks (cpa), the adversary could only encrypt its chosen message and cannot use the decryption oracle. In chosen ciphertext attacks (cca1), the adversary could query to the decryption oracle until the adversary commits the target messages. In chosen ciphertext attacks (cca2), the adversary could query to the decryption oracle after it receives the target ciphertext.

We describe the formal definition as follows: The following experiment is defined in the "second and penalty" style (see [BHK09] for the discussion on the definition styles). Consider the experiment $\operatorname{Exp}_{\mathrm{PKE}, \mathcal{A}}^{\text {ind-atk }}(n)$ between the challenger $C$ and the adversary $\mathcal{A}$, where atk $\in\{$ сра, сca1, сса2 $\}$.

## Experiment Exp $\operatorname{EpK}_{\mathrm{PKE}, \mathcal{A}}^{\text {ind-atk }}(n)$ :

Setup Phase: The challenger takes the security parameter $n$ and obtains param $\leftarrow \operatorname{Setup}\left(1^{n}\right)$ and $(e k, d k) \leftarrow$ KeyGen(param). It gives param and $e k$ to the adversary $\mathcal{A}$.
Learning Phase 1: The adversary can issue queries to the oracle if atk $\in$ \{cca1, cca2\}. The oracle Dec receives an input $c t$ and returns $m s g \leftarrow$ $\operatorname{Dec}(d k, c t)$.

Challenge Phase: The adversary $\mathcal{A}$ outputs two plaintexts $m s g_{0}$ and $m s g_{1}$. The challenger flips a coin $b \leftarrow\{0,1\}$, sets the target ciphertext to be $c t^{*} \leftarrow \operatorname{Enc}\left(e k, m s g_{b}\right)$, and sends $c t^{*}$ to the adversary.

Learning Phase 2: The adversary can issue queries to the oracle if atk = cca2. The oracle Dec receives input $c t$. If $c t=c t^{*}$, the challenger outputs 0 and halts. Otherwise, the oracle returns $m s g \leftarrow \operatorname{Dec}(d k, c t)$ to $\mathcal{A}$.

Guessing Phase: Finally, $\mathcal{A}$ outputs a guess $b^{\prime} \in\{0,1\}$. If $b^{\prime}=b$, the challenger outputs 1 , otherwise 0 .
Definition 12.2.1. Let PKE = (Setup, ReKeyGen, Enc, Dec) be a public-key encryption scheme, $\mathcal{A}$ an adversary, and $n$ a security parameter. We define the advantage of $\mathcal{A}$ as

$$
\operatorname{Adv}_{\mathrm{PKE}, \mathcal{A}}^{\text {ind-atk }}(n)=\left|\operatorname{Pr}\left[\mathbf{E x p}_{\mathrm{PRE}, \mathcal{A}}^{\text {ind-atk }}(n)=1\right]-\frac{1}{2}\right|
$$

We say that PKE is ind-atk secure if $\operatorname{Adv}_{\mathrm{PKE}, \mathcal{A}}^{\text {ind-atk }}(\cdot)$ is negligible for every polynomial-time adversary $\mathcal{A}$, where atk $\in\{$ сра, cca1, cca2 $\}$.

### 12.3 The McEliece Encryption Scheme

As the warm up, we start with a coding-theoretic encryption scheme, the McEliece encryption scheme [McE78] which has appeared in 1978 and is believed that it remains secure against quantum computes. (See the survey [OS08].) The McEliece encryption scheme is as follows (as opposite to ordinal notation, we transpose matrices and rename the parameters):

Scheme 12.3.1 (the McEliece encryption scheme, McEliece). All the participant agree use of an $[m, m-n, 2 t+1]$ linear code $C$, which is able to decode a received word up to $t$ errors.

Key Generation: Let $\boldsymbol{G} \in \mathbb{F}^{n \times m}$ be a generator matrix of the linear code. Then, the public key is $\boldsymbol{G}^{\prime}=\boldsymbol{\Pi} \boldsymbol{G S}$, where $\boldsymbol{S} \leftarrow \mathrm{GL}_{n}(\mathbb{F})$ and $\boldsymbol{\Pi}$ is a random permutation matrix over $[m$ ]. the secret key is $\boldsymbol{S}, \boldsymbol{G}$, and $\boldsymbol{\Pi}$.
Encryption: To encrypt the message $\boldsymbol{s} \in \mathbb{F}^{k}$, choose a error vector $\boldsymbol{x} \leftarrow \mathcal{S}(m, t)$ and compute the ciphertext $\boldsymbol{p} \leftarrow \boldsymbol{G}^{\prime T} \boldsymbol{s}+\boldsymbol{x}$.
Decryption: To decrypt it, compute $\boldsymbol{d}=\boldsymbol{\Pi}^{-1} \boldsymbol{p}=\boldsymbol{G S} \boldsymbol{s}+\boldsymbol{\Pi}^{-1} \boldsymbol{x}$, decode it and obtain $\boldsymbol{G S} \boldsymbol{s}$, finally outputs $\boldsymbol{s}$.

We already see $\mathcal{S}(m, t)$ is an enumeration set. Hence, for any vector $x \in \mathcal{S}(m, t)$, $\pi(\boldsymbol{x})$ is also in $\mathcal{S}(m, t)$. Thus, the decoding procedure works well in decryption.

The security is guaranteed from the intuition that one could not find the structure $\boldsymbol{G}$ from $\boldsymbol{G}^{\prime}$ in polynomial time of $n$. The one-wayness follows from the two assumptions; the one is that that the learning with parity (LPN) problem is hard and the other is the indistinguishability of the public key and the uniform over $\mathbb{F}^{n \times m}$.

We will turn back to this encryption scheme, because this and some latticebased encryption schemes share some structures.

### 12.4 The Ajtai-Dwork Encryption Scheme

Ajtai and Dwork proposed three public-key encryption scheme based on lattice problems. The third of them is well-known as the Ajtai-Dwork encryption scheme.

The first construction of lattice-based public-key encryption scheme is the AjtaiDwork encryption scheme [AD97]. (The first and the second are preparations for the third cryptosystem.) Later, Goldreich, Goldwasser, and Halevi [GGH97a] eliminated decryption errors in the public-key encryption scheme. The scheme enjoys the average-case/worst-case security proof and is based on uSVP with an approximation factor $\tilde{O}\left(n^{11}\right)$. The scheme is later improved by the originators, Ajtai and Dwork.

We give a rough structure of the encryption scheme. The secret key is a unit $n$-dimensional vector $\boldsymbol{u} \in B_{n}(1)$. Imagine the set of the hyperplanes $H=\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid\right.$ $\langle\boldsymbol{x}, \boldsymbol{u}\rangle \in \mathbb{Z}\}$. Then, the public key consists of $m$ vectors near $H$. The ciphertext of $0, \boldsymbol{c}_{0}$, is the random sum of such $m$ vectors, which is also near $H$. The ciphertext of $1, \boldsymbol{c}_{1}$, is a random vector $\mathbb{R}^{n}$. One knowing $\boldsymbol{u}$ can distinguish the ciphertext of 0 from the ciphertext of 1 by determining $\langle\boldsymbol{c}, \boldsymbol{u}\rangle$ is near $H$ or not.

### 12.4.1 Description

For $d \in \mathbb{R}$, let frc $(d)$ denote $|d-\lfloor d\rceil|$, which stands for the distance of $d$ from the integer set $\mathbb{Z}$.

The scheme $A D$ is described as follows:
Scheme 12.4.1 (AD AD97). All the participants agree with the parameters $n$, $m=n^{3}, R=2^{O(n \log n)}$, and $r=n^{-3}$.

Setup $\left(1^{n}\right)$ : Given the security parameter $n$ output $\perp$.
KeyGen(param): Choose $\boldsymbol{u} \leftarrow B(1)$. Choose $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{m} \leftarrow\{\boldsymbol{x} \in B(R) \mid\langle\boldsymbol{x}, \boldsymbol{u}\rangle \in$ $\mathbb{Z}\}$. Choose $\boldsymbol{y}_{i, j} \leftarrow B(r)$ uniformly at random for $i=1, \ldots, m$ and $j=1, \ldots, n$. Compute $z_{i}=\sum_{j=1}^{n} \boldsymbol{y}_{i, j}$ for $i=1, \ldots, m$. Then, compute $\boldsymbol{a}_{i}=\boldsymbol{x}_{i}+\boldsymbol{z}_{i}$. Let $i_{0}$ be the smallest $i$ for which the width of parallelepiped spanned by $\boldsymbol{a}_{i+1}, \ldots, \boldsymbol{a}_{i+n}$ is at least $n^{-2}$. For $j=1, \ldots, n$, let $\boldsymbol{b}_{j}=\boldsymbol{a}_{i_{0}+j}$. The decryption key is $d k=\boldsymbol{u}$ and the encryption key is $e k=\left(\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{m}, i_{0}\right)$.
$\operatorname{Enc}\left(e k=\left(\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{m}, i_{0}\right), m s g=t\right):$ Let $t \in\{0,1\}$ be a plaintext.

- To encrypt $t=0$, choose $\boldsymbol{e} \in\{0,1\}^{m}$ and compute $\boldsymbol{c}=\boldsymbol{A} \boldsymbol{e} \bmod \boldsymbol{B}$, where $\boldsymbol{B}=\left[\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{n}\right]$.
- To encrypt $t=1$, choose $\boldsymbol{c} \leftarrow \mathcal{P}(\boldsymbol{B})$. The ciphertext is $\boldsymbol{c}$.
$\operatorname{Dec}(d k=\boldsymbol{u}, c t=\boldsymbol{c})$ : For a received ciphertext, compute $d=\langle\boldsymbol{c}, \boldsymbol{u}\rangle$. Output 0 if $|\operatorname{frc}(d)| \leq 1 / n, 1$ otherwise.

Obviously, the ciphertext of 1 is decrypted as 0 with probability about $2 / n$. In order to eliminate the decryption errors in $A D$, Goldreich, Goldwasser, and Halevi [GGH97a] changed several procedures. We denote the scheme by AD-GGH.

Scheme 12.4.2 (AD-GGH GGH97a]). All the participants agree with the parameters $n, m=n^{3}, R=2^{O(n \log n)}$, and $r=n^{-3}$.

Setup $\left(1^{n}\right)$ : The same as AD.Setup

KeyGen(param): It chooses $\boldsymbol{u}, \boldsymbol{x}_{i}$, and $\boldsymbol{z}_{i}$, computes $\boldsymbol{a}_{i}=\boldsymbol{x}_{i}+\boldsymbol{z}_{i}$, selects $i_{0}$ in the same manner as AD.KeyGen does. In addition, pick an index $i_{1}$ uniformly at random from all indices $i$ for which $\left\langle\boldsymbol{a}_{i}, \boldsymbol{u}\right\rangle$ is odd. The decryption key is $d k=\boldsymbol{u}$ and the encryption key is $e k=\left(\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{m}, i_{0}, i_{1}\right)$.
$\operatorname{Enc}\left(e k=\left(\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{m}, i_{0}, i_{1}\right), m s g=t\right):$ Let $t \in\{0,1\}$ be a plaintext. Choose $\boldsymbol{e} \in$ $\{0,1\}^{m}$ and compute $\boldsymbol{c}=\boldsymbol{A} \boldsymbol{e}+t \cdot \boldsymbol{a}_{i_{1}} / 2 \bmod \boldsymbol{B}$, where $\boldsymbol{B}=\left[\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{n}\right]$.
$\operatorname{Dec}(d k=\boldsymbol{u}, c t=\boldsymbol{c})$ : For a received ciphertext, compute $d=\langle\boldsymbol{c}, \boldsymbol{u}\rangle$. Output 0 if $|\operatorname{frc}(d)| \leq 1 / 4,1$ otherwise.

### 12.4.2 Security

The security of AD and AD-GGH is based on $O\left(n^{11}\right)$-uSVP.
Consider the following two games: The first game is the original IND-CPA game. In the second game, we replace the public key with the uniformly chosen one, that is, $\boldsymbol{a}_{i} \leftarrow B(R)$. Roughly speaking, if the adversary distinguishes two games, we can verify a vector $\boldsymbol{p}$ is near to the set of hyperplanes $H=\{\boldsymbol{x} \in$ $\left.\mathbb{R}^{n} \mid\langle\boldsymbol{x}, \boldsymbol{u}\rangle \in \mathbb{Z}\right\}$ or not. Exploiting this power, the security is reduced from uSVP with approximation factor $\gamma=O\left(n^{11}\right)$. For the detailed proof, see the original paper (AD97].

### 12.4.3 Attacks

The scheme AD has a fatal drawback in the real world: huge public key of bit size $\tilde{O}\left(n^{4}\right)$. The size of the public key is approximately 2 Gb even when $n=32$. Nguyen and Stern [NS98] analyzed the scheme with realistic parameters by the LLL algorithm.

Hall, Goldberg, and Schneier HGS99] examined the CCA1 attacks against several public-key encryption schemes based on combinatorial problems including AD-GGH. They proposed the CCA1 attacks which retrieves the secret key of AD-GGH. Izmerly and Mor [IM06] gave the CCA1 attacks against AD and AD-GGH.

These two attacks employs the above idea in the security reduction. If one has a decryption oracle, one recognize the set of hyperplanes $H$. Using the set of hyperplanes, one can extract the secret key $\boldsymbol{u}$.

### 12.5 The Goldreich-Goldwasser-Halevi Encryption Scheme

At the same time of the improvement of AD [GGH97a], Goldreich, Goldwasser, and Halevi proposed their new encryption scheme GGH. Their sales point is significantly small size of the public key $O\left(n^{3}\right)$ (still larger than conservative encryption schemes).
(We note that Solé, Charnes, and Martin rediscover GGH as the lattice version of the McEliece encryption scheme. See [SCM01].)

Roughly speaking, their idea is as follows: The secret key is a "good" basis $\boldsymbol{R}$ of a random lattice $L$, which corresponds to $\boldsymbol{G}$. The public key is a "bad" basis $\boldsymbol{B}=$ $\boldsymbol{R} \boldsymbol{U}^{-1}$ of the random lattice, where $\boldsymbol{U}$ is a unimodular matrix and $\boldsymbol{B}$ corresponds to $\boldsymbol{G}^{\prime}$. The message is encoded into the coefficient vector $\boldsymbol{s}$. Then, the ciphertext is $\boldsymbol{p}=\boldsymbol{B} \boldsymbol{s}+\boldsymbol{x}$ where $\boldsymbol{x}$ is a small random error vector, which resembles to the ciphertext of the McEliece encryption scheme. To decrypt $\boldsymbol{p}$, first apply the roundoff algorithm, that is, $\boldsymbol{d} \leftarrow\left\langle\boldsymbol{R}^{-1} \boldsymbol{p}\right|$. Then, $\boldsymbol{d}$ will be $\boldsymbol{R}^{-1} \boldsymbol{B} \boldsymbol{s}$ since the error $\boldsymbol{x}$ is short and $\boldsymbol{R}$ is good. Multiplying $\boldsymbol{B}^{-1} \boldsymbol{R}$ to $\boldsymbol{d}$, we can obtain $\boldsymbol{s}$.

Why it works: The inversion algorithm computes $\boldsymbol{s}=\boldsymbol{U}\left\lfloor\boldsymbol{R}^{-1} \boldsymbol{p}\right\rceil$ and $\boldsymbol{x}=\boldsymbol{p}-\boldsymbol{B} \boldsymbol{s}$, where $\boldsymbol{U}=\boldsymbol{B}^{-1} \boldsymbol{R}$. Hence, we should consider $\left[\boldsymbol{R}^{-1} \boldsymbol{p}\right]$, because $\boldsymbol{x}$ is computed automatically from $\boldsymbol{s}$. We have that

$$
\left\lfloor\boldsymbol{R}^{-1} p\right\rceil=\left\lfloor\boldsymbol{R}^{-1}(B s+x)\right\rceil=\left\lfloor\boldsymbol{U}^{-1} s+\boldsymbol{R}^{-1} x\right\rceil .
$$

Since $\boldsymbol{U}$ is unimodular, $\boldsymbol{U}^{-1}$ is also unimodular. Thus, the computation correctly works when $\left\langle\boldsymbol{R}^{-1} \boldsymbol{x}\right\rceil=\mathbf{0}$, that is, $\left\|\boldsymbol{R}^{-1} \boldsymbol{x}\right\|_{\infty}<1 / 2$.

Observe that $\boldsymbol{R}^{-1}=\left(\boldsymbol{R}^{-T}\right)^{T}$. Then, we only need to show that a basis $\boldsymbol{T}=\boldsymbol{R}^{-T}$ of the dual lattice $\Lambda^{*}$ is short. If $\boldsymbol{T}$ is short, we have the following lemma ensuring the correctness.

Lemma 12.5.1. Let $\boldsymbol{B}$ be a basis of an $n$-dimensional lattice $\Lambda$. Let $\boldsymbol{T}$ be a basis of a dual lattice $\Lambda^{*}$ such that $\|\boldsymbol{T}\| \leq L$. For any $\boldsymbol{s} \in \mathbb{Z}^{n}$ and any $\boldsymbol{x} \in \mathbb{R}^{n}$ with $\|x\| \leq 1 / 2 L$, we have

$$
\left\lfloor\boldsymbol{T}^{T}(\boldsymbol{B} \boldsymbol{s}+\boldsymbol{x})\right\rceil=\boldsymbol{T}^{T} \boldsymbol{B} \boldsymbol{s}
$$

Proof. Since $\boldsymbol{T}=\left[\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{n}\right]$ is a basis of the dual lattice $\Lambda^{*}$, we have $\left\langle\boldsymbol{t}_{\boldsymbol{i}}, \boldsymbol{B} \boldsymbol{s}\right\rangle \in \mathbb{Z}$ for any $i \in[n]$ and $\boldsymbol{s} \in \mathbb{Z}^{n}$. Thus, $\boldsymbol{T}^{T} \boldsymbol{B} \boldsymbol{s}=\left(\left\langle\boldsymbol{t}_{1}, \boldsymbol{B} \boldsymbol{s}\right\rangle, \ldots,\left\langle\boldsymbol{t}_{n}, \boldsymbol{B} \boldsymbol{s}\right\rangle\right) \in \mathbb{Z}^{n}$. Hence, we only need to show that $\left\|\boldsymbol{T}^{T} \cdot \boldsymbol{x}\right\|_{\infty}<1 / 2$, that is, for any $i \in[n],\left|\left\langle\boldsymbol{t}_{i}, \boldsymbol{x}\right\rangle\right|<1 / 2$.

By the hypothesis of $\boldsymbol{T}$, we have $\left\|t_{i}\right\| \leq L$. Therefore, we have that

$$
\left|\left\langle\boldsymbol{t}_{i}, \boldsymbol{x}\right\rangle\right| \leq\left\|\boldsymbol{t}_{i}\right\| \cdot\|\boldsymbol{x}\|<L \cdot(1 / 2 L)=1 / 2,
$$

which completes the proof.

### 12.5.1 Description

The key-generation algorithms vary and the authors defined two key-generation algorithms:

1. KeyGen1: This algorithm chooses a "random" lattice: Generate $\boldsymbol{R} \leftarrow$ $\{-l,-(l-1), \ldots, l-1, l\}^{n \times n}$, where $l$ is a small integer, say 4.
2. KeyGen2: This algorithm chooses a "rectangular" lattice: Generate noise matrix $\boldsymbol{R}^{\prime} \leftarrow\{-l, \ldots, l\}^{n \times n}$, where $l$ is a small integer, say 4 . Then, compute $\boldsymbol{R} \leftarrow \boldsymbol{R}^{\prime}+k \boldsymbol{I}_{n}$, where $k$ is a large integer, say $\sqrt{n}$.
Scheme 12.5.2 (GGH).
KeyGen $\left(1^{n}\right)$ : It outputs $\boldsymbol{B}$ and $\boldsymbol{R}$, which spans the same lattice, by using KeyGen1 or KeyGen2.
$\operatorname{Enc}(\boldsymbol{B}, \boldsymbol{s})$ : It first choose $\boldsymbol{x} \leftarrow D_{n}$, where $D_{n} \subseteq \mathbb{Z}^{n}$ and each element in $D_{n}$ is short. Then, the ciphertext is $\boldsymbol{p}=\boldsymbol{B} \boldsymbol{s}+\boldsymbol{x}$.
$\operatorname{Dec}(\boldsymbol{R}, \boldsymbol{p})$ : The decryption algorithm computes $\boldsymbol{s}=\boldsymbol{B}^{-1} \boldsymbol{R}\left[\boldsymbol{R}^{-1} \boldsymbol{p}\right]$ and outputs it.

### 12.5.2 Attacks

The scheme GGH has no security proofs. Nguyen [Ngu99] reported a weak point of GGH: the error vector $\boldsymbol{x}$ is chosen from $D_{n}=\{-\sigma, \sigma\}^{n}$. He solved the challenge by the authors of GGH up to $n=350$ and gave the partial solution even for $n=400$. Hence, the error vector should be chosen from $D_{n}=\{-\sigma,-(\sigma-1), \ldots, \sigma-1, \sigma\}$.

After several years, Lee and Hahn [LH08] solved the GGH challenge of parameter $n=400$ completely using Nguyen's partial solution. This demonstrates the security parameter $n$ must be large enough.

### 12.5.3 Micciancio's Variant

In 2001, Micciancio [Mic01] gives the dual of the scheme. We give the details of the scheme.
Scheme 12.5.3 (GGH-Mic).
KeyGen $\left(1^{n}\right)$ : It first generates $\boldsymbol{R}$ as in KeyGen1 or KeyGen2. It next computes an Hermite normal form $\boldsymbol{B}$ of $\boldsymbol{R}$. Then, the public key is $\boldsymbol{B}$ and the secret key is $\boldsymbol{R}$.
$\operatorname{Enc}(\boldsymbol{B}, \boldsymbol{x}):$ The message vector is $\boldsymbol{x} \in D_{n}$. Then, the ciphertext is $\boldsymbol{u}=\boldsymbol{x} \bmod \boldsymbol{B}$.
$\operatorname{Dec}(\boldsymbol{R}, \boldsymbol{u})$ : Applying the nearest plane algorithm to $\boldsymbol{u}$ with $\boldsymbol{R}$, it obtains the closest vector $\boldsymbol{R} \boldsymbol{s}$ to the vector $\boldsymbol{u}$. Then output $\boldsymbol{x}=\boldsymbol{R} \boldsymbol{s}-\boldsymbol{u}$.

We note that the scheme can be considered as a lattice analogue of the Niederreider encryption scheme. Micciancio's main idea is use of Hermite normal forms (HNFs). The benefits derived from the HNFs are simplifying the randomizing method and reducing the sizes of the public keys and the ciphertexts. First, since the Hermite normal form of the basis is computed deterministically, we can ignore the "bad" randomness of the public keys. Second, the Hermite normal form is upper triangle and its non-diagonal elements are smaller than the corresponding diagonals, whose product is at most $2^{O(n \log n)}$. Hence the size of ciphertext is now $O(n \log n)$.

We finally mention the improvement by Plantard, Rose, and Susilo, which speeds up the decryption procedure of the cryptosystem. See [PRS09] for the detailed analyses and the experimental results.

### 12.5.4 The Variant by Paeng, Jung, and Ha

Paeng, Jung, and Ha [PJH03] proposed the technique to reduce the size of public key. This very resembles NTRU detailed in later. Let us fix $n^{\prime}=2 n$ and consider $R_{q}=\mathbb{Z}_{q}[x] /\left\langle x^{n}-1\right\rangle$.

Their key generation algorithm first choose four polynomials $\mathbf{f}_{1}, \mathbf{f}_{2}, \mathbf{h}_{1}, \mathbf{h}_{2} \in R_{q}$. The polynomials $\mathbf{f}_{i}$ has a large coefficient $\lfloor\sqrt{2 n} l\rfloor$ in some position $j_{i}$ and the other coefficients are chosen from $[-l, l]$. The polynomials $\mathbf{h}_{i}$ are chosen from $[-l, l]^{n}$. Then, the private matrix $\boldsymbol{R}=\operatorname{Rot}_{x^{n}-1}\left(\boldsymbol{R}^{\prime}\right)$ is

$$
\boldsymbol{R}^{\prime}=\left[\begin{array}{ll}
\mathbf{f}_{1} & \mathbf{h}_{1} \\
\mathbf{h}_{2} & \mathbf{f}_{2}
\end{array}\right]
$$

If the positions $j_{i}=1$, then this matrix is in the range of the KeyGen2.
In order to randomize the matrix, they are chosen $\mathbf{g} \in(-q / 2, q / 2]^{n}$, which has the inverse $\mathbf{g}^{-1}$ in $R_{q}$. This shows that there exist $\mathbf{g}_{q}$ and $\mathbf{Q}$ in $R=\mathbb{Z}[x] /\left\langle x^{n}-1\right\rangle$ such that $\mathbf{g} \otimes \mathbf{g}_{q}-1=q \mathbf{Q}$ over $\mathbb{Z}$. They computed four polynomials $\mathbf{p}_{i}$ as follows:

$$
\boldsymbol{B}^{\prime}=\left[\begin{array}{ll}
\mathbf{p}_{1} & \mathbf{p}_{2} \\
\mathbf{p}_{3} & \mathbf{p}_{4}
\end{array}\right]=\underbrace{\left[\begin{array}{cc}
\mathbf{f}_{1} & \mathbf{h}_{1} \\
\mathbf{h}_{2} & \mathbf{f}_{2}
\end{array}\right]}_{\boldsymbol{R}^{\prime}} \otimes \underbrace{\left[\begin{array}{cc}
\mathbf{g} & q \\
\mathbf{Q} & \mathbf{g}_{q}
\end{array}\right]}_{\boldsymbol{U}^{-1}} .
$$

It is easy to verify $\operatorname{Rot}_{x^{n}-1}\left(\boldsymbol{U}^{-1}\right)$ has a determinant 1 , since $\mathbf{g} \times \mathbf{g}_{q}-q \mathbf{Q}=1$ over $\mathbb{Z}$.
They replaced the key-generation algorithm in GGH with the above and $\boldsymbol{R}=$ $\operatorname{Rot}_{x^{n}-1}\left(\boldsymbol{R}^{\prime}\right)$ and $\boldsymbol{B}=\operatorname{Rot}_{x^{n}-1}\left(\boldsymbol{B}^{\prime}\right)$ as the secret and the public key. This drastically reduce the length of key, the size of $\boldsymbol{B}$ is 22.3 kB even if we set $n=1001$ and take 80-bit prime $q$.

Unfortunately, after four years, Han, Kim, and Yeom [HKY07] analyzed the PJH variant up to $n=1001$. They reported they can recover the secret key $\boldsymbol{R}^{\prime}$ from $\boldsymbol{B}^{\prime}$ within 10 minutes computations. They observed that $\mathbf{g} \otimes \mathbf{P}_{2}=q \mathbf{P}_{1}+\mathbf{h}_{1}$ over $\mathbb{Z}$. This indicates the total system is broken if $\mathbf{h}_{1}$ and $q$ are recovered, since we can find $\mathbf{g}$ from $\mathbf{h}_{1}$ and $q$ by the above equation and also other variables. In addition, the lattice spanned by $\operatorname{Rot}_{x^{n}-1}\left(\mathbf{p}_{2}\right)$ has very short vector $\mathbf{h}_{1}$ and other vectors in the lattice will very long as $q$. Using this property, they recovered $\mathbf{h}_{1}$ and $q$ from $\mathbf{p}_{2}$ heuristically. For the details, see the original paper [HKY07].

### 12.6 NTRU

Although we already introduced this encryption scheme in Chapter 9, we review it in the context of the lattice-based encryption schemes. See the introduction of NTRU in Section 9.1.

### 12.6.1 Description

For details, see the original paper [HPS98] and the proposals of the parameters [HS00, HGSW05, $\mathrm{HHGP}^{+} 07, \mathrm{WHGH}^{+} 08$, HHHGW09].

For a positive integer $n$ which is often set as a prime, NTRU is defined on a quotient ring $R=\mathbb{Z}[x] /\left\langle x^{n}-1\right\rangle$. For a positive integer or a small polynomial $q$, we denote $\mathbb{Z}[x] /\left\langle q, x^{n}-1\right\rangle$ by $R_{q}$.

Intuitively, the security is based on the hardness to factor a product of two short polynomials in $R_{q}$.

Scheme 12.6.1 (NTRUEncrypt). Let $n$ denote the dimension of $R_{q}$. The subsets of $R_{q}, \mathcal{L}_{f}, \mathcal{L}_{g}, \mathcal{L}_{m}, \mathcal{L}_{r}$, and $\mathcal{L}_{F}$ are defined later. They are used for key generation, encryption, and decryption.

Setup $\left(1^{n}\right)$ : Given the security parameter $1^{n}$, output $1^{n}$.
$\operatorname{KeyGen}\left(\right.$ param $\left.=1^{n}\right):$ Choose $\mathbf{f} \leftarrow \mathcal{L}_{f}$ and $\mathbf{g} \leftarrow \mathcal{L}_{g}$ with the constrain that $\mathbf{f}$ is invertible in $R_{q}$ and $R_{p}$. Set $\mathbf{F}_{q} \leftarrow \mathbf{f}^{-1}$ in $R_{q}$. Compute $\mathbf{h} \leftarrow p \otimes \mathbf{g} \otimes \mathbf{F}_{q}$ in $R_{q}$. The public key is $\mathbf{h}$ and the secret key is $\mathbf{f}$.
$\operatorname{Enc}(e k=\mathbf{h}, m s g=\mathbf{m})$ : The plaintext is $\mathbf{m} \in \mathcal{L}_{m}$. Generate a random polynomial $\mathbf{r} \leftarrow \mathcal{L}_{r}$ and compute $\mathbf{c} \leftarrow \mathbf{h} \otimes \mathbf{r}+\mathbf{m}$ in $R_{q}$. The ciphertext is $\mathbf{c}$.
$\operatorname{Dec}(d k=\mathbf{f}, c t=\mathbf{c})$ : The ciphertext is $\mathbf{c} \in R_{q}$. Compute $\mathbf{a}^{\prime} \leftarrow \mathbf{f} \otimes \mathbf{c}$ in $R_{q}$. Compute $\mathbf{a} \leftarrow p \otimes \mathbf{g} \otimes \mathbf{r}+\mathbf{f} \otimes \mathbf{m}$ in $R$ from $\mathbf{a}^{\prime}$ by using a centering algorithm. Compute $\mathbf{F}_{p} \leftarrow \mathbf{f}^{-1}$ in $R_{p}$. Compute $\mathbf{m}^{\prime} \leftarrow \mathbf{F}_{p} \otimes \mathbf{a}$ in $R_{p}$. The obtained plaintext is $\mathbf{m}^{\prime}$.

The decryption correctly works since the parameters are chosen carefully to ensure that $\mathbf{a}=p \otimes \mathbf{g} \otimes \mathbf{r}+\mathbf{f} \otimes \mathbf{m}$ in $R$ with high probability. We omit the details of the parameter setting; see the original paper or the papers on instantiations HPS98, WHGH $^{+}$08, HHHGW09].

Let $\mathcal{T}$ denote $\{-1,0,+1\}^{n} . \mathcal{T}\left(d_{1}, d_{2}\right)$ denotes the subset of $\mathcal{T}$ such that each polynomial in $\mathcal{T}\left(d_{1}, d_{2}\right)$ has exactly $d_{1}$ coefficients set to 1 and $d_{2}$ coefficients set to -1 . For an integer $a$ and a subset $\mathcal{S} \subseteq R_{q}$, we define $a \mathcal{S}$ as $\{a \mathbf{f}: \mathbf{f} \in \mathcal{S}\}$. For a subset $\mathcal{S} \subseteq R_{q}, \mathcal{S}^{*}$ denotes the set of the polynomials in $\mathcal{S}$ which have the inverses in $R_{q}$, i.e., $\mathcal{S}^{*}=\left\{\mathbf{f} \in \mathcal{S}: \exists \mathbf{f}^{-1} \in R_{q}\right\}$.

There are five instantiations of NTRU, NTRU-1998 [HPS98], NTRU2001 [HS00], NTRU-2005 [HGSW05], NTRU-2007 HHGP ${ }^{+}$07], and NTRU2008 [WHGH ${ }^{+}$08, HHHGW09]. For simplicity, we only consider NTRU-1998 and NTRU-2008 in this paper. The following table summarizes the parameter sets of these instantiations.
12.6. NTRU

| Parameter Sets | $q$ | $p$ | $\mathcal{L}_{f}$ | $\mathcal{L}_{g}$ | $\mathcal{L}_{m}$ | $\mathcal{L}_{r}$ | $\mathcal{L}_{F}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NTRU-1998 | $2^{k}$ | 3 | $\mathcal{T}\left(d_{f}, d_{f}-1\right)^{*}$ | $\mathcal{T}\left(d_{g}, d_{g}\right)$ | $\mathcal{T}$ | $\mathcal{T}\left(d_{r}, d_{r}\right)$ | - |
| NTRU-2001 | prime | $2+\alpha$ | $\left\{1+p \otimes \mathbf{F}: \mathbf{F} \in \mathcal{L}_{F}\right\}^{*}$ | $\mathcal{B}\left(d_{g}\right)$ | $\mathcal{B}$ | $\mathcal{B}\left(d_{r}\right)$ | $\mathcal{B}\left(d_{F}\right)$ |
| NTRU-2005 | prime | 2 | $\left\{1+p \otimes \mathbf{F}: \mathbf{F} \in \mathcal{L}_{F}\right\}^{*}$ | $\mathcal{B}(N / 2)^{*}$ | $\mathcal{B}$ | $\mathcal{X}\left(d_{r}\right)$ | $\mathcal{X}\left(d_{F}\right)$ |
| NTRU-2007 | $2^{k}$ | 3 | $\left\{1+p \otimes \mathbf{F}: \mathbf{F} \in \mathcal{L}_{F}\right\}^{*}$ | $\mathcal{T}\left(d_{f}, d_{f}-1\right)^{*}$ | $\mathcal{T}\left(d_{f}, d_{f}-1\right)$ | $\mathcal{T}\left(d_{f}, d_{f}-1\right)$ | $\mathcal{T}\left(d_{f}, d_{f}-1\right)$ |
| NTRU-2008 | $2^{k}$ | 3 | $\left\{1+p \otimes \mathbf{F}: \mathbf{F} \in \mathcal{L}_{F}\right\}^{*}$ | $\mathcal{T}\left(d_{g}, d_{g}\right)$ | $\mathcal{T}$ | $\mathcal{T}\left(d_{r}, d_{r}\right)$ | $\mathcal{T}\left(d_{F}\right)$ |

Interpretation as the Micciancio variant of the GGH encryption: Here, we note an interpretation in Micciancio and Goldwasser [MG02] and Micciancio and Regev [MR08]. We have already defined the NTRU lattice [CS97] in Section 9.3, For a secret key $(\mathbf{f}, \mathbf{g})$ and a public key $\mathbf{h}$, the NTRU lattice $\Lambda_{\mathbf{h}}$ is defined as

$$
\Lambda_{\mathbf{h}}=\mathcal{L}(\boldsymbol{H})=\Lambda_{q}(\boldsymbol{C})=\Lambda_{q}^{\perp}(\boldsymbol{A})
$$

where

$$
\begin{aligned}
\boldsymbol{H} & =\left[\begin{array}{ll}
\operatorname{Rot}_{x^{n}-1}(1) & \operatorname{Rot}_{x^{n}-1}(0) \\
\operatorname{Rot}_{x^{n}-1}(\mathbf{h}) & \operatorname{Rot}_{x^{n}-1}(q)
\end{array}\right], \\
\boldsymbol{C} & =\left[\begin{array}{ll}
\operatorname{Rot}_{x^{n}-1}^{T}(\mathbf{f}) & \operatorname{Rot}_{x^{n}-1}^{T}(p \otimes \mathbf{g})
\end{array}\right], \\
\boldsymbol{A} & =\left[\begin{array}{ll}
-\operatorname{Rot}(\mathbf{h}) & \operatorname{Rot}(1)
\end{array}\right] .
\end{aligned}
$$

Notice that $\boldsymbol{H}$ is indeed an Hermite normal form because $\mathbf{h} \in[0, q-1]^{n}$. Notice also that $\Lambda_{\mathbf{h}}$ contains As the consequence, it contains the short vector $(\boldsymbol{f}, p \boldsymbol{g})$, since $-\mathbf{f} \otimes \mathbf{h}+p \mathbf{g} \equiv 0(\bmod q)$.

Consider the vector ( $-\mathbf{r}, \mathbf{m}$ ) and reduce it modulo $\boldsymbol{H}$.

$$
\left[\begin{array}{c}
-\mathbf{r} \\
\mathbf{m}
\end{array}\right] \bmod \left[\begin{array}{ll}
\operatorname{Rot}_{x^{n}-1}(1) & \operatorname{Rot}_{x^{n}-1}(0) \\
\operatorname{Rot}_{x^{n}-1}(\mathbf{h}) & \operatorname{Rot}_{x^{n}-1}(q)
\end{array}\right]=\left[\begin{array}{c}
0 \\
\mathbf{m}+\mathbf{h} \otimes \mathbf{r} \bmod q
\end{array}\right] .
$$

This indicates the encryption procedure corresponds to that of Micciancio's variant.

### 12.6.2 Attacks

In the next year, Coppersmith and Shamir [CS97] proposed a lattice-based attack against NTRU using the above notions. They studied NTRU lattices and observed that a secret key comprises of a half of a short basis of the NTRU lattice which is generated by the correspondent public key of the cryptosystem. They also observed that a ciphertext is the remainder of the concatenation of a message vector and a random vector modulo the NTRU lattice. May [May99], , see Jaulmes and Joux [JJ00], Han, Hong, Han, and Kwon [HHHK03], Howgrave-Graham, Nguyen, Pointcheval, Proos, Silverman, Singer, and Whyte [HGNP+ 03], Meskanen and Renvall [MR06], and Gama and Nguyen [GN07].

### 12.7 The Regev03 Encryption Scheme

Regev [Reg04b] improved the Ajtai-Dwork public-key encryption scheme AD. The underlying assumption is the worst-case hardness of uSVP with a factor $\tilde{O}\left(n^{1.5}\right)$. We can consider the scheme as a 1-dimensional version of AD-GGH.

### 12.7.1 Description

Scheme 12.7.1 (mR03 Reg04b, KTX07]). All the participants agree with the parameters $n, r$, and $\delta(n)=\omega\left(n^{1+r} \sqrt{\log n}\right)$, the precision $2^{-8 n^{2}}$, and the size $p$ of the plaintext space. We define $H_{r}=\left\{h \in[\sqrt{N}, 2 \sqrt{N}): \operatorname{frc}(h)<1 /\left(8 n^{r} m\right)\right\}$.
$\operatorname{Setup}\left(1^{n}\right)$ : Given the security parameter $1^{n}$, output $1^{n}$.
KeyGen $\left(1^{n}\right)$ : We choose $h \in H_{r}$ uniformly at random and set $d=N / h$. Choosing $\alpha \in[2 / \delta(n),(2 \sqrt{2}) / \delta(n))$, we sample $m$ values $z_{1}, \ldots, z_{m}$ from the distribution $\Phi_{h, \alpha}$, where $z_{i}=\left(x_{i}+y_{i}\right) / h(i=1, \ldots, m)$ according to the above sampling procedure. Let $a_{i}=\left\lfloor N z_{i}\right\rfloor$ for every $i \in\{1, \ldots, m\}$. Additionally, we choose an index $i_{1}$ uniformly at random from $\left\{i: x_{i} \not \equiv 0 \bmod p\right\}$. Then, we compute $k \equiv x_{j} \bmod p$. The decryption key is $d k=(d, k)$ and the encryption key is $e k=\left(a_{1}, \ldots, a_{m}, i_{1}\right)$.
$\operatorname{Enc}\left(e k=\left(a_{1}, \ldots, a_{m}, i_{1}\right), m s g=t\right)$ : Let $\sigma \in\{0, \ldots, p-1\}$ be a plaintext. We choose a uniformly random subset $S$ of $\{1, \ldots, m\}$. The ciphertext is $w=$ $\left(\sum_{i \in S} a_{i}+t\left\lfloor a_{i_{1}} / p\right\rceil\right) \bmod N$.
$\operatorname{Dec}(d k=(d, k), c t=w)$ : For a received ciphertext $w \in\{0, \ldots, N-1\}$, we compute $\tau=w / d \bmod 1$. We decrypt the ciphertext $w$ to $\lfloor p \tau\rceil k^{-1} \bmod p$, where $k^{-1}$ is the inverse of $k$ in $\mathbb{Z}_{p}$.

### 12.7.2 Security and Attacks

The security is summarized as follows:
Theorem 12.7.2. For any constant $r>0$, let $\delta(n)=\omega\left(n^{1+r} \sqrt{\log n}\right)$ and let $p(n)$ be a prime such that $2 \leq p(n) \leq n^{r}$. The cryptosystem mRO 03 encrypts a $\lfloor\log p(n)\rfloor-$ bit plaintext into an $8 n^{2}$-bit ciphertext with decryption error probability at most $2^{-\Omega\left(\delta^{2}(n) /\left(n^{2 r} m\right)\right)}+2^{-\Omega(n)}$. The security of mR03 is based on the worst case of $O(\delta(n) \sqrt{n})$-uSVP.

On the attacks, we found only Izmerly and Mor [IM06] gave the CCA1 attack against the original scheme R03.

### 12.8 The Regev05 Encryption Scheme

In 2005, Regev [Reg09] proposed a lattice-based public-key encryption scheme based on the LWE problem. Formally, the $\operatorname{dLWE}(q, \chi)$ assumption is defined as follows:

Definition 12.8.1 (dLWE assumption). For $q=q(n)$, a distribution $\chi$, and an adversary $\mathcal{A}$, define the advantage of the adversary as follows:

$$
\mathbf{A d v}_{\mathrm{dLWE}(q, \chi), \mathcal{A}}(n)=\left|\operatorname{Pr}\left[\mathcal{A}^{A_{s, \chi}}\left(1^{n}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}^{U}\left(1^{n}\right)=1\right]\right|
$$

where probability is taken by $s \leftarrow \mathbb{Z}_{q}^{n}$ and random coins of $\mathcal{A}$. We say that the $\operatorname{dLWE}(q, \chi)$ assumption holds if for any polynomial-time adversary, $\boldsymbol{A d v}_{\mathrm{dLWE}}^{(q, \chi), \mathcal{A}}(n)$ is negligible in $n$.

Before reviewing LWE-PKE, we consider the following simple symmetric-key encryption scheme LWE-SKE based on the $\operatorname{dLWE}(q, \chi)$ assumption.
$\operatorname{Enc}\left(d k=s \in \mathbb{Z}_{q}^{n}, m s g=w \in\{0,1\}\right)$ : It generates $\boldsymbol{a} \leftarrow \mathbb{Z}_{q}^{n}$ and $x \leftarrow \chi$ randomly, and outputs $(\boldsymbol{a}, v=\langle\boldsymbol{a}, \boldsymbol{s}\rangle+\chi+w\llcorner q / 2\rceil$ ).
$\operatorname{Dec}(d k=\boldsymbol{s}, c t=(\boldsymbol{a}, v))$ : It computes $d=v-\langle\boldsymbol{a}, \boldsymbol{s}\rangle$ and outputs 0 if $|d|_{q} \leq q / 4$ and 1 otherwise.

Notice that the ciphertext of 0 is the sample from $A_{s, \chi}$. One cannot distinguish the ciphertexts of 0 and 1 if the $\operatorname{dLWE}(q, \chi)$ assumption holds.

Regev's encryption scheme, R05, is obtained from LWE-SKE as follows: The public key is $m$ ciphertexts of 0 . The ciphertext of R05 is the random sum of the ciphertexts plus $w L q / 2\rceil$. Since LWE-SKE is bounded homomorphic, the decryption works correctly.

The security proof is done by as follows: The public key ( $m$ samples from $A_{s, \chi}$ ) and the uniform distribution are computationally indistinguishable. Hence, we can replace the public key and the random vectors over $\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}$. In addition, the random sum of the random vectors is almost uniformly distributed by the leftover hash lemma. Therefore, the adversary cannot distinguish the ciphertexts of two messages after the replacement.

### 12.8.1 Description

Scheme 12.8.2 (LWE-PKE Reg09]). Define the function $t(a)=\lfloor a q / p\rceil \bmod q$ for $a \in \mathbb{Z}_{p}$. Naturally, for the vector $\boldsymbol{a}=\left(a_{1}, \ldots, a_{l}\right) \in \mathbb{Z}_{p}^{l}$, we define $t(\boldsymbol{a})=$ $\left(t\left(a_{1}\right), \ldots, t\left(a_{l}\right)\right) \in \mathbb{Z}_{q}^{l}$.
Setup $\left(1^{n}\right)$ : On input the security parameter $n$, it outputs the random matrix $\boldsymbol{A} \in$ $\mathbb{Z}_{q}^{n \times m}$ as param.
KeyGen(param $=\boldsymbol{A})$ : It generates $\boldsymbol{S} \leftarrow \mathbb{Z}_{q}^{n \times l}$ and $\boldsymbol{X} \leftarrow \chi^{m \times l}$. It outputs $\boldsymbol{P}=$ $\boldsymbol{A}^{T} \boldsymbol{S}+\boldsymbol{X} \in \mathbb{Z}_{q}^{m \times l}$.
Enc(param $=\boldsymbol{A}, e k=\boldsymbol{P}, \boldsymbol{b}):$ For message $\boldsymbol{v} \in \mathbb{Z}_{p}^{l}$, define the new vector $\boldsymbol{w}=$ $t(\boldsymbol{b}) \in \mathbb{Z}_{p}^{l}$. Choose a vector $\boldsymbol{e} \leftarrow\{0,1\}^{m} \subset \mathbb{Z}_{q}^{m}$ uniformly at random. The ciphertext is the pair $(\boldsymbol{u}, \boldsymbol{c})=\left(\boldsymbol{A} \boldsymbol{e}, \boldsymbol{P}^{T} \boldsymbol{e}+\boldsymbol{w}\right) \in \mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}^{l}$.
$\operatorname{Dec}(d k=\boldsymbol{S}, c t=(\boldsymbol{u}, \boldsymbol{c}))$. Compute $\boldsymbol{d}=\boldsymbol{c}-\boldsymbol{S}^{T} \boldsymbol{u} \in \mathbb{Z}_{q}^{l}$. Output the plaintext $\boldsymbol{b} \in \mathbb{Z}_{p}^{l}$ with $d_{i}-t\left(b_{i}\right) \in \mathbb{Z}_{q}$ is closest to 0 .

Theorem 12.8.3 (Correctness, PVW08, Lemma 7.2]). For $q \geq 5 m p$ and $\alpha \leq$ $1 /(p \sqrt{m} \cdot \omega(\log n))$, the above scheme is correct.
Proof. Notice that

$$
d=c-S^{T} u=P^{T} e+w-S^{T} A e=X^{T} e+w .
$$

Let $\boldsymbol{X}=\left[x_{1}, \ldots, x_{l}\right]$. Then, to prove the correctness, we need to show that for any $i \in[l],\left|\boldsymbol{x}_{i}^{T} \boldsymbol{e}\right|<q / 2 p$ with overwhelming probability.

We first fix some $i \in[l]$. By the construction, $\boldsymbol{x} \leftarrow\lfloor q \boldsymbol{y}\rceil \bmod q$, where $\boldsymbol{y} \leftarrow$ $N\left(0, \alpha^{2} / 2 \pi\right)^{m}$. Consider $\boldsymbol{x}^{\prime} \leftarrow\lfloor q \boldsymbol{y}\rceil$. Notice that if $\left|\boldsymbol{x}^{\prime T} \boldsymbol{e}\right|<q / 2 p$ then $\left|\boldsymbol{x}^{T} \boldsymbol{e}\right|$ is also smaller than $q / 2 p$. Hence, it suffices to show that $\left|\boldsymbol{x}^{\prime T} \boldsymbol{e}\right|<q / 2 p$ with overwhelming probability.

By the construction, we have that $\left\|\boldsymbol{x}^{\prime}-q \boldsymbol{y}\right\| \leq \sqrt{m} / 2$. In addition, we have that

$$
\left|\boldsymbol{x}^{\prime T} \boldsymbol{e}\right| \leq\left|\left(\boldsymbol{x}^{\prime}-q \boldsymbol{y}\right)^{T} \boldsymbol{e}\right|+q\left|\boldsymbol{y}^{T} \boldsymbol{e}\right| \leq m / 2+q\left|\boldsymbol{y}^{T} \boldsymbol{e}\right|
$$

by the Cauchy-Schwartz bound. Since, $q>5 m p$, it suffices to show $\left|\boldsymbol{y}^{T} \boldsymbol{e}\right|<2 / 5 p$. (if so, we have $m / 2+q\left|\boldsymbol{y}^{T} \boldsymbol{e}\right|<q /(10 p)+4 q /(10 p)=q / 2 p$.)

Since Gaussian has a regenerativity, the random variable $\boldsymbol{y}^{T} \boldsymbol{e}$ is distributed as the Gaussian whose variance is at most $m \alpha^{2} / 2 \pi$. Thus, we have that for any $\boldsymbol{e} \in$ $\{0,1\}^{m}$,

$$
\operatorname{Pr}\left[\left|\boldsymbol{y}^{T} \boldsymbol{e}\right|>2 / 5 p\right] \leq \frac{\sqrt{m} \alpha}{\sqrt{2 \pi} 2 / 5 p} \cdot \exp \left(-\pi \frac{(2 / 5 p)^{2}}{m \alpha^{2}}\right)=\exp (-\omega(\log n))
$$

since $\alpha<1 /(p \sqrt{m} \cdot \omega(\sqrt{\log n}))$.
Notes: The original Regev encryption scheme is parametrized by $p=2$ and $l=1$. Kawachi, Tanaka, and Xagawa [KTX07] improved the ciphertext blowup by factor $O(\log n)$ by set $p=n^{c} \geq 2$ for some constant $c>0$ without changing the public key. Peikert, Vaikuntanathan, and Waters [PVW08] proposed amortizing technique $l \geq 1$. Micciancio and Regev [MR08] changed the domain of the randomness $\{0,1, \ldots, \sigma\}^{m}$ instead of $\{0,1\}^{m}$.

### 12.8.2 Security Proof

First, we can change the real key $\left[\boldsymbol{A} ; \boldsymbol{P}^{T}\right]$ with the fake key $\left[\boldsymbol{A} ; \boldsymbol{P}^{T}\right]$ which is distributed over $U\left(\mathbb{Z}_{q}^{(n+1) \times m}\right)$ under the dLWE assumption. If we use the fake key, the ciphertext contains no information of a message, since $\left[\boldsymbol{A} ; \boldsymbol{P}^{T}\right]$ is uniformly distributed and it is universal as the hash functions.
Theorem 12.8.4 (IND-CPA Security, adapted (Reg09, KTX07, PVW08]). Let $m \geq$ $((1+\delta) n+l) \log q$ for some constant $\delta>0$. The scheme LWE-PKE is IND-CPA secure under the $\operatorname{dLWE}(q, \chi)$ assumption.

Combining this theorem and the arguments in Section 2.4.3, the security is reduced from the quantum hardness of $\mathrm{SIVP}_{\gamma}$ or $\mathrm{GapSVP}_{\gamma}$.
Proof. Let $\epsilon$ denote the advantage of the adversary $\mathcal{A}$ against IND-CPA game.
We consider the following $l+1$ games. In Game ${ }_{i}$, the public key is computed as follows: First, $\boldsymbol{A} \leftarrow \mathbb{Z}_{q}^{n \times m}$. Next, take samples $\boldsymbol{s}_{i+1}, \ldots, \boldsymbol{s}_{l} \leftarrow \mathbb{Z}_{q}^{n}$ and $\boldsymbol{x}_{i+1}, \ldots, \boldsymbol{x}_{l} \leftarrow$ $\chi^{m}$. Then, compute $\boldsymbol{p}_{j} \leftarrow \boldsymbol{A}^{T} \boldsymbol{s}_{j}+\boldsymbol{x}_{j}$ for $j=i+1, \ldots, l$. In addition, take $i$ samples $\boldsymbol{p}_{1}^{\prime}, \ldots, \boldsymbol{p}_{i}^{\prime} \leftarrow \mathbb{Z}_{q}^{m}$. The public key is $\boldsymbol{A}$ and $\boldsymbol{P}=\left[\boldsymbol{p}_{1}^{\prime}, \ldots, \boldsymbol{p}_{i}^{\prime}, \boldsymbol{p}_{i+1}, \ldots, \boldsymbol{p}_{l}\right]$.

Game $_{0}$ is the original IND-CPA game. In addition, in Game ${ }_{l}$, the public key is now uniformly at random. Let $S_{i}$ be an event that the adversary $\mathcal{A}$ wins in Game $_{i}$. Then, we have that

$$
\left|\operatorname{Pr}\left[S_{0}\right]-1 / 2\right|=\epsilon \text { and }\left|\operatorname{Pr}\left[S_{l}\right]-1 / 2\right| \leq q^{-\frac{1}{2} \delta n}=\operatorname{negl}(n) .
$$

The latter inequation follows from the leftover hash lemma (see Section 4.3.1). By using the hybrid argument, there is an index $i \in[l]$ such that

$$
\left|\operatorname{Pr}\left[S_{i-1}\right]-\operatorname{Pr}\left[S_{i}\right]\right| \geq \epsilon / l-q^{-\delta n / 2} / l
$$

However, if there exists such index, we can solve the $\mathrm{dLWE}_{q, \chi}$ problem as follows: Take the $m$ samples $\left(\boldsymbol{A}, \boldsymbol{p}^{*}\right)$ from the oracle of $\mathrm{dLWE}_{q_{\chi}}$ problem. Then, make a public key $(\boldsymbol{A}, \boldsymbol{P})$, where $\boldsymbol{p}_{j}^{\prime} \leftarrow \mathbb{Z}_{q}^{m}$ for $j=1, \ldots, i-1, \boldsymbol{p}_{i}=\boldsymbol{p}^{*}$, and $\boldsymbol{p}_{j}=\boldsymbol{A}^{T} \boldsymbol{s}_{j}+\boldsymbol{x}_{j}$ for $j=i+1, \ldots, l$. If the oracle is $U\left(\mathbb{Z}_{q}^{n+1}\right)$, then the simulation is for $\mathrm{Game}_{i-1}$. If the oracle is $A_{s, \chi}$, then the simulation is for $\mathrm{Game}_{i}$. Hence, we have that

$$
\operatorname{Adv}_{\mathrm{dLWE}(q, \chi)}(n) \geq \epsilon / l-q^{-\delta n / 2} / l
$$

This shows that

$$
\epsilon=\mathbf{A d v}_{\mathrm{LWE}-\mathrm{PKE}, \mathcal{A}}^{\mathrm{ind}-\mathrm{cpa}}(n) \leq l \cdot \mathbf{A d}_{\mathrm{dLWE}(q, \chi)}(n)+q^{-\delta n / 2}
$$

and completes the proof.

### 12.8.3 Attacks

The following TB-CCA1 attack is due to Izmerly and Mor [IM06] and Xagawa.
For simplicity, we consider R05 with $p=2$ and $l=1$. By these specification, the public parameter is $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$, the secret key is $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$, the public key is $\boldsymbol{p}=$ $\boldsymbol{A}^{T} \boldsymbol{s}+\boldsymbol{x} \in \mathbb{Z}_{q}^{m}$, the encryption of the message $v \in\{0,1\}$ is $(\boldsymbol{u}, c)=\left(\boldsymbol{A} \boldsymbol{e}, \boldsymbol{p}^{T} \boldsymbol{e}+v\lfloor q / 2\rceil\right)$ for some $\boldsymbol{e} \in\{0,1\}^{m}$. The decryption algorithm outputs 0 if $d=c-\boldsymbol{u}^{T} \boldsymbol{s}$ is close to 0 , outputs 1 otherwise. Specifically, the decryption algorithm outputs 0 if $|d| \leq q / 4$.

We describe how to extract the first coordinate $s_{1}$ of the secret key $\boldsymbol{s}$. The other coordinates are extracted by a slight modification. Let $t$ denote $\lfloor q / 4\rfloor$. Let us set $\boldsymbol{u}=(1,0, \ldots, 0)$. Then, in decryption, the variable $d$ is set to be $c-s_{1} \bmod q$, where $s_{1}$ is the first coordinate of the secret key, $\boldsymbol{s}$. Sliding $c$, we can detect when $d$ is firstly larger than $t$ since the response switches from 0 to 1 . Let $c^{*}$ denote the value such that $c^{*}-s_{1}=t$. By solving this, we have $s_{1}=c^{*}-t$.

### 12.9. THE GENTRY-PEIKERT-VAIKUNTANATHAN "DUAL" ENCRYPTION SCHEME

### 12.8.4 Extensions

As mentioned in the introduction, there are several security proofs of the variant of the scheme LWE-PKE. Akavia, Goldwasser, and Vaikuntanathan showed the key-leakage security of the scheme under $\operatorname{dLWE}_{q, \chi}$ assumption in the smaller dimension $n^{\prime}<n$.

Applebaum, Cash, Peikert, and Sahai [ACPS09] proposed a simple variant of LWE-PKE, where $q=p^{2}$ and the secret key is chosen from $\chi^{n}$ and $\boldsymbol{s} \in \mathbb{Z}_{p}^{n} \subset$ $\mathbb{Z}_{q}^{n}$. They showed the key-dependent message security of their variant; in the keydependent message CPA game, the adversary chooses a function $f_{t, w}: \mathbb{Z}_{p}^{n} \rightarrow \mathbb{Z}_{p}$, where $f_{t, w}(\boldsymbol{s})=\langle\boldsymbol{t}, \boldsymbol{s}\rangle+w \bmod p$.

In addition, Lyubashevsky, Palacio, and Segev [LPS10] proposed that the variant of LWE-PKE whose security is based on the subset sum problem.

### 12.9 The Gentry-Peikert-Vaikuntanathan "Dual" encryption scheme

They observed that the "dual" of LWE-PKE is also a public-key encryption scheme: The public key is $(\boldsymbol{A}, \boldsymbol{u}=\boldsymbol{A} \boldsymbol{e})$ and the ciphertext is $\left(\boldsymbol{p}=\boldsymbol{A}^{T} \boldsymbol{s}+\boldsymbol{x}, c=\boldsymbol{u}^{T} \boldsymbol{s}+x+\right.$ $w\lfloor q / 2\rceil)$. The decryption is done by computing $d \leftarrow v-\boldsymbol{e}^{T} \boldsymbol{p}=w\lfloor q / 2\rceil-\boldsymbol{e}^{T} \boldsymbol{x}+x$ and rounding it.

The point is the public key $(\boldsymbol{A}, \boldsymbol{u})$ is uniformly chosen from $\mathbb{Z}_{q}^{n \times m} \times \mathbb{Z}_{q}^{n}$. This yields an identity-based encryption by combining the GPV signature scheme in Section 11.3 (see Section 14.3). We note that the distribution of the public key $(\boldsymbol{A}, \boldsymbol{p})$ of LWE-PKE is somewhat sparse in $\mathbb{Z}_{q}^{n \times m} \times \mathbb{Z}_{q}^{m}$.

### 12.9.1 Description

Scheme 12.9.1 (Dual [GPV08]).
Setup $\left(1^{n}\right)$ : On input the security parameter $1^{n}$, output the random matrix $\boldsymbol{A} \in$ $\mathbb{Z}_{q}^{n \times m}$ as param.
KeyGen(param $=\boldsymbol{A})$ : Generate $\boldsymbol{E} \leftarrow D_{\mathbb{Z}^{m}, s}^{l}$. The encryption key is $e k=\boldsymbol{U} \leftarrow$ $\boldsymbol{A} \boldsymbol{E} \in \mathbb{Z}_{q}^{n \times l}$. The decryption key is $d k=\boldsymbol{E} \in \mathbb{Z}^{m \times l}$.
$\operatorname{Enc}(e k=\boldsymbol{U}, m s g=\boldsymbol{b})$ : Generate $\boldsymbol{s} \leftarrow \mathbb{Z}_{q}^{n}, \boldsymbol{x}_{p} \leftarrow \chi^{m}$, and $\boldsymbol{x}_{v} \leftarrow \chi^{l}$. Compute $\boldsymbol{p}=\boldsymbol{A}^{T} \boldsymbol{s}+\boldsymbol{x} \in \mathbb{Z}_{q}^{m}$. In addition, compute $\boldsymbol{v}=\boldsymbol{U}^{T} \boldsymbol{s}+\boldsymbol{x}_{v} \in \mathbb{Z}_{q}^{l}$. For message $\boldsymbol{b} \in \mathbb{Z}_{p}^{l}$, compute $\boldsymbol{w}=t(\boldsymbol{b}) \in \mathbb{Z}_{q}^{l}$. Then, the ciphertext is $(\boldsymbol{p}, \boldsymbol{c}=\boldsymbol{v}+\boldsymbol{w})$.
$\operatorname{Dec}(d k=\boldsymbol{e}, c t=(\boldsymbol{p}, \boldsymbol{c}))$. Compute $\boldsymbol{d}=\boldsymbol{c}-\boldsymbol{E}^{T} \boldsymbol{p} \in \mathbb{Z}_{q}^{l}$. Output the plaintext $\boldsymbol{b} \in \mathbb{Z}_{p}^{l}$ with $d_{i}-t\left(b_{i}\right) \in \mathbb{Z}_{q}$ is closest to 0 .
Theorem 12.9.2 (Correctness, [GPV08, Theorem 7.1]). Let $\chi=\bar{\Psi}_{\alpha}, q \geq 5(m+$ 1) $p s$, and $\alpha \leq 1 /(p s \sqrt{m+1} \cdot \omega(\log n))$. The above scheme is correct.

### 12.9. THE GENTRY-PEIKERT-VAIKUNTANATHAN "DUAL" ENCRYPTION SCHEME

Proof. For simplicity, we only show the correctness where $l=1$. The other case can be proved in the same manner. Notice that

$$
d=c-\boldsymbol{e}^{T} \boldsymbol{p}=\boldsymbol{u}^{T} \boldsymbol{s}+x_{v}+w-\boldsymbol{e}^{T} \boldsymbol{A}^{T} \boldsymbol{s}-\boldsymbol{e}^{T} \boldsymbol{x}_{p}=w+x_{v}-\boldsymbol{e}^{T} \boldsymbol{x}_{p} .
$$

Hence, to prove the correctness, we will show that $\left|\boldsymbol{x}_{v}-\boldsymbol{e}^{T} \boldsymbol{x}_{p}\right|<q / 2 p$ over $\mathbb{Z}$. Notice that by the construction, we have $\|\boldsymbol{e}\| \leq s \sqrt{m}$ with overwhelming probability.

To obtain the above upperbound, it suffices to show that $\left|\boldsymbol{x}^{T} \boldsymbol{e}\right|<q / 2 p$ where $\boldsymbol{x} \leftarrow \bar{\Psi}_{\alpha}^{m+1}$ and for any $\boldsymbol{e} \in \mathbb{Z}^{m+1}$ such that $\|\boldsymbol{e}\| \leq s \sqrt{m+1}$.

As in the previous correctness proof of Theorem 12.8.3, we replace $\boldsymbol{x}$ with $\boldsymbol{x}^{\prime}$ and $\boldsymbol{y}$. By the construction, $\boldsymbol{x} \leftarrow\lfloor q \boldsymbol{y}\rceil \bmod q$, where $\boldsymbol{y} \leftarrow N\left(0, \alpha^{2} / 2 \pi\right)^{m+1}$. Consider $\boldsymbol{x}^{\prime} \leftarrow\lfloor q \boldsymbol{y}\rceil$. Notice that if $\left|\boldsymbol{x}^{\prime T} \boldsymbol{e}\right|<q / 2 p$ then $\left|\boldsymbol{x}^{T} \boldsymbol{e}\right|$ is also smaller than $q / 2 p$. Hence, it suffices to show that $\left|\boldsymbol{x}^{\prime T} \boldsymbol{e}\right|<q / 2 p$ with overwhelming probability. By the construction, we have that $\left\|\boldsymbol{x}^{\prime}-q \boldsymbol{y}\right\| \leq \sqrt{m+1} / 2$. In addition, we have that

$$
\left|\boldsymbol{x}^{T} \boldsymbol{e}\right| \leq\left|\left(\boldsymbol{x}^{\prime}-q \boldsymbol{y}\right)^{T} \boldsymbol{e}\right|+q\left|\boldsymbol{y}^{T} \boldsymbol{e}\right| \leq s(m+1) / 2+q\left|\boldsymbol{y}^{T} \boldsymbol{e}\right|
$$

by the Cauchy-Schwartz bound. Since, $q>5(m+1) p s$, it suffices to show $\left|\boldsymbol{y}^{T} \boldsymbol{e}\right|<$ $2 / 5 p$. (if so, we have $s(m+1) / 2+q\left|\boldsymbol{y}^{T} \boldsymbol{e}\right|<q /(10 p)+4 q /(10 p)=q / 2 p$.)

Since Gaussian has a regenerativity, the random variable $\boldsymbol{y}^{T} \boldsymbol{e}$ is distributed as the Gaussian whose variance is $\|\boldsymbol{e}\| \alpha^{2} / 2 \pi$. Thus, we have that for any $\boldsymbol{e}$ with $\|\boldsymbol{e}\| \leq$ $s \sqrt{m+1}$,

$$
\operatorname{Pr}\left[\left|\boldsymbol{y}^{T} \boldsymbol{e}\right|>2 / 5 p\right]=\exp (-\omega(\log n))
$$

since $\alpha<1 /(p s \sqrt{m+1} \cdot \omega(\sqrt{\log n}))$.

### 12.9.2 Security Proof

It easy show the IND-CPA security assuming the $\mathrm{dLWE}_{q_{\chi},}$ is hard on average. Notice that $\boldsymbol{U}$ is distributed almost uniformly over $\mathbb{Z}_{q}^{n \times l}$ if $s=\omega(\log n)$.

Theorem 12.9.3 (IND-CPA Security, adapted [GPV08]). Let $m \geq 2(n+l) \log q$ and $s=\omega(\sqrt{\log m})$. Then the scheme Dual is IND-CPA secure under the $\mathrm{dLWE}_{q, \chi}$ assumption.

Proof. Assume that there exists an adversary $\mathcal{A}$ that wins the IND-CPA game with advantage $\epsilon$.

We consider the following 3 games. Game $_{0}$ is the original IND-CPA game. In Game $_{1}$, we replace the public key with $(\boldsymbol{A}, \boldsymbol{U}) \leftarrow \mathbb{Z}_{q}^{n \times m} \times \mathbb{Z}_{q}^{n \times l}$. In Game ${ }_{2}$, we replace the generation method of the challenge ciphertext as follows: Let $\left(\boldsymbol{p}^{\prime}, \boldsymbol{v}^{\prime}\right) \leftarrow$ $U\left(\mathbb{Z}_{q}^{m} \times \mathbb{Z}_{q}^{l}\right)$. Then, the target ciphertext is $\left(\boldsymbol{p}^{\prime}, \boldsymbol{c}^{\prime}=\boldsymbol{v}^{\prime}+\boldsymbol{t}\right)$.

Let $S_{i}$ be an event that the adversary $\mathcal{A}$ wins in Game ${ }_{i}$. Then, we have that

$$
\left|\operatorname{Pr}\left[S_{0}\right]-1 / 2\right|=\epsilon,\left|\operatorname{Pr}\left[S_{0}\right]-\operatorname{Pr}\left[S_{1}\right]\right| \leq \operatorname{neg}\left|(n),\left|\operatorname{Pr}\left[S_{2}\right]-1 / 2\right|=0 .\right.
$$

The second inequation follows from Corollary 10.5.5 and our parameter settings. In addition, we have

$$
\left|\operatorname{Pr}\left[S_{1}\right]-\operatorname{Pr}\left[S_{2}\right]\right| \leq \operatorname{Adv}_{\mathrm{dLWE}(q, \chi)}(n) .
$$

Taking $m$ samples $(\boldsymbol{A}, \boldsymbol{p})$ and $l$ samples $(\boldsymbol{U}, \boldsymbol{v})$ from the oracle of the dLWE problem, simulate the game with the adversary $\mathcal{A}$. If the oracle is $A_{s, \chi}$, we have simulated Game $_{1}$, otherwise, we have simulated $\mathrm{Game}_{2}$. Then, it follows.

These argument show that

$$
\epsilon=\operatorname{Adv}_{\mathrm{LWE}-\mathrm{PKE}, \mathcal{A}}^{\mathrm{ind-cpa}}(n) \leq \operatorname{Adv}_{\mathrm{dLWE}(q, \chi)}(n)+\operatorname{negl}(n)
$$

and completes the proof.

### 12.9.3 Attacks

The TB-CCA1 attack below follows the attack by Izmerly and Mor [IM06] and Xagawa.

For simplicity, we consider Dual with $p=2$ and $l=1$. By these specification, the public parameter is $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$, the secret key is $\boldsymbol{e} \in \mathbb{Z}^{m}$, the public key is $\boldsymbol{u}=\boldsymbol{A} \boldsymbol{e} \in \mathbb{Z}_{q}^{n}$, the encryption of the message $b \in\{0,1\}$ is $(\boldsymbol{p}, c)=\left(\boldsymbol{A}^{T} \boldsymbol{s}+\boldsymbol{x}_{p}, \boldsymbol{u}^{T} \boldsymbol{s}+\right.$ $x_{v}+b\lfloor q / 27)$. The decryption algorithm outputs 0 if $d=c-\boldsymbol{e}^{T} \boldsymbol{p}$ is close to 0 , outputs 1 otherwise. Specifically, the decryption algorithm outputs 0 if $|d| \leq q / 4$.

The idea is same as that in the attack against R05. We describe how to extract the first coordinate $e_{1}$ of the secret key $\boldsymbol{e}$. The other coordinates are extracted by a slight modification. Let $t$ denote $\lfloor q / 4\rfloor$. Let us set $\boldsymbol{p}=(1,0, \ldots, 0)$. Then, in decryption, the variable $d$ is set to be $c-e_{1} \bmod q$. Sliding $c$, we can detect when $d$ is firstly larger than $t$ since the response switches from 0 to 1 . Let $c^{*}$ denote the value such that $c^{*}-e_{1}=t$. By solving this, we have $e_{1}=c^{*}-t$.

### 12.10 The Peikert-Waters "Lossy" Trapdoor Functions

Peikert and Waters [PW08] defined lossy trapdoor functions (LTDFs) and all-butone trapdoor functions (ABO TDFs).

Intuitively, LTDFs have two mode: lossy mode and invertible mode. In invertible mode, the legitimate user with a trapdoor can invert the his function. However, in lossy mode, any user cannot information theoretically. In addition, the keys in lossy mode and invertible mode are computationally indistinguishable.

The precise definition is given as follows: Let $n$ be the security parameter, and $\lambda(n)$ represent the input length of the function, $\kappa(n)$ represent the lossiness of the collection. For convenience, we define the residual leakage $\rho(n)=\lambda(n)-\kappa(n)$.
Definition 12.10.1 (Lossy trapdoor functions, [PW08]). Consider a following scheme LosTDF = (Gen, Eval, Inv). Let us suppose that mode $\in\{$ inj, los $\}$.

Gen( $1^{n}$, mode): A generation algorithm, given the security parameter $1^{n}$, and works as follows:

- If mode $=\mathrm{inj}$, it outputs $(a, t)$.
- If mode $=$ los, it outputs $(a, \perp)$.

These defines the functions $f_{a}:\{0,1\}^{\lambda} \rightarrow R_{n}$.

Eval $(a, x)$ : An evaluation algorithm, given the index $a$ and $x \in\{0,1\}^{\lambda}$, it outputs $f_{a}(x)$.
$\operatorname{Inv}(a, t, y)$ : An inversion algorithm, given the set of $(a, t)$ generate by Gen $\left(1^{n}\right.$, inj) and $y=f_{a}(x) \in R_{n}$, it outputs $x$.

We say LosTDF is a collection of $(\lambda, \kappa)$-lossy trapdoor functions if the following conditions hold:
Easy to sample an injective function with trapdoor: Consider $\quad(a, t) \quad \leftarrow$ Gen( $1^{n}$, inj). Then, the function $f_{a}$ is an injective function and Inv with input ( $a, t, y=f_{a}(x)$ ) efficiently retrieves $x$.
Easy to sample a lossy function: Consider $(a, \perp) \leftarrow \operatorname{Gen}\left(1^{n}\right.$, los). Then, $f_{a}$ : $\{0,1\}^{\lambda} \rightarrow R_{n}$ has image size at most $2^{\rho}=2^{\lambda-\kappa}$, that is, $\left|f_{a}\left(\{0,1\}^{\lambda}\right)\right| \leq 2^{\rho}$.
Hard to distinguish injective from lossy: The first outputs of Gen( $1^{n}$, inj) and $\operatorname{Gen}\left(1^{n}, \operatorname{los}\right)$ are computationally indistinguishable.
Definition 12.10.2 (All-but-one trapdoor functions, [PW08]). Consider a following scheme ABOTDF $=\left(\right.$ Gen, Eval, Inv). Let $V_{n}$ be a set of branches.
Gen $\left(1^{n}, v^{*}\right)$ : A generation algorithm, given the security parameter $1^{n}$ and lossy branch $v^{*} \in V_{n}$, and outputs ( $a, t$ ), where $a$ is a function index and $t$ is its trapdoor. The index $a$ defines the function $g_{a}(\cdot, \cdot): V_{n} \times\{0,1\}^{\lambda} \rightarrow R_{n}$.
$\operatorname{Eval}(a, v, x)$ : An evaluation algorithm, given the index $a$, a branch $v \in V_{n}$, and $x \in\{0,1\}^{\lambda}$, it outputs $g_{a}(v, x)=g_{a, v}(x)$.
$\operatorname{lnv}(t, v, y)$ : An inversion algorithm, given the trapdoor $t$ and $y=g_{a, v}(x) \in R_{n}$, if $v \neq v^{*}$ outputs $x$.

We say ABOTDF is a collection of $(\lambda, \kappa)$-all-but-one trapdoor functions if the following conditions hold:

Easy to sample an injective function with trapdoor: Consider $\quad(a, t) \quad \leftarrow$ $\operatorname{Gen}\left(1^{n}, v^{*}\right)$. Then, for any $v \neq v^{*}$, the function $g_{a, v}$ is an injective function and Inv with input $\left(t, v, y=g_{a, v}(x)\right)$ efficiently retrieves $x$.
Loss on the lossy branch: Consider $(a, t) \leftarrow \operatorname{Gen}\left(1^{n}, v^{*}\right)$. Then, $g_{a, v^{*}}$ : $\{0,1\}^{\lambda} \rightarrow R_{n}$ has image size at most $2^{\rho}=2^{\lambda-\kappa}$, that is, $\left|g_{a, v^{*}}\left(\{0,1\}^{\lambda}\right)\right| \leq 2^{\rho}$.
Hidden lossy branch: Consider the following game: An adversary $\mathcal{A}$ outputs $\left(v_{0}, v_{1}\right) \in V_{n}^{2}$, is given a function index $a$, where $(a, t) \leftarrow \operatorname{Gen}\left(1^{n}, v_{b}\right)$ and $b \leftarrow\{0,1\}$, and outputs $b^{\prime}$. For any polynomial-time adversary $\mathcal{A}$,

$$
\left|\operatorname{Pr}\left[b^{\prime}=b\right]-\frac{1}{2}\right| \leq \operatorname{negl}(n) .
$$

It is easy to show that LTDFs are one-way. In addition, LTDFs yields ABOTDfs with two branches and the $l$-time use of $(n, n-r)$-ABOTDFs with branch set $V=\{0,1\}$ yields ( $n, n-l r$ )-ABOTDfs with branch set $V=\{0,1\}^{l}$. Furthermore, they yields pseudorandom generators, collision-resistant hash families, and thus
one-time secure signature schemes. (See [PW08, Section 3]). Using them, they construct encryption schemes and oblivious transfers.

Peikert and Waters instantiated LTDFs and ABO TDFs based on the DDH assumption and the LWE assumption. Following their result, many researchers proposed LTDFs and ABO TDFs under several assumptions.

It is worth to note how we obtain the idea of lossy trapdoor functions. Recall LWE-PKE. The ciphertext of $\boldsymbol{b}$ with a randomness $\boldsymbol{e}$ is

$$
\left[\begin{array}{l}
\boldsymbol{u} \\
\boldsymbol{c}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{A} \\
\boldsymbol{P}^{T}
\end{array}\right] \cdot \boldsymbol{e}+\left[\begin{array}{c}
\boldsymbol{0} \\
\lfloor q / p\rfloor \boldsymbol{b}
\end{array}\right]
$$

and a legitimate receiver can retrieve the vector $\boldsymbol{b}$ rather than $\boldsymbol{e}$. To retrieve $\boldsymbol{e}$, we set $l=m$ and consider the following function

$$
\left[\begin{array}{l}
\boldsymbol{u} \\
\boldsymbol{c}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{A} \\
\boldsymbol{P}^{T}+\lfloor q / p\rfloor \boldsymbol{I}_{m}
\end{array}\right] \cdot \boldsymbol{e}=\left[\begin{array}{c}
\boldsymbol{A} \\
\boldsymbol{P}^{T}
\end{array}\right] \cdot \boldsymbol{e}+\left[\begin{array}{c}
\mathbf{0} \\
\lfloor q / p\rfloor \boldsymbol{e}
\end{array}\right] .
$$

Obviously, we can retrieve $\boldsymbol{e}$. This is the main idea of Peikert and Waters and the DDH construction is done by the same idea. However, to apply this idea to LWE-PKE, they need to circumvent several obstacles, for example, the noise may leak the information and we cannot ensure lossiness. We describe the circumventions in the following sections.

### 12.10.1 Descriptions of Lattice-Based Lossy Functions

## Matrix Concealer

We start with recalling matrix concealer, which makes the function index. This definition is as known as matrix encryption.
GenConceal $\left(1^{n}, m, l\right)$ : The inputs are the security parameter $1^{n}$, and integers $m, l=\operatorname{poly}(n)$. First generate two random matrices $\boldsymbol{A} \leftarrow \mathbb{Z}_{q}^{n \times m}$ and $\boldsymbol{S} \leftarrow \mathbb{Z}_{q}^{n \times l}$ and an error matrix $\boldsymbol{X} \leftarrow \chi^{m \times l}$. Then output $\boldsymbol{C}=\left[\boldsymbol{A} ; \boldsymbol{P}^{T}\right]$, where $\boldsymbol{P}=\boldsymbol{A}^{T} \boldsymbol{S}+$ $\boldsymbol{X} \in \mathbb{Z}_{q}^{m \times l}$.
Although notation is changed, this algorithm is the same as the key-generation algorithm of LWE-PKE. Hence, the output $\boldsymbol{C}$ of GenConceal ${ }_{\chi}$ is computationally indistinguishable from $U\left(\mathbb{Z}_{q}^{(n+l) \times m}\right)$ if $m, l=\operatorname{poly}(n)$ and $\operatorname{dLWE}_{q, \chi}$ is hard on average. The proof is obtained by the hybrid argument on the columns of $\boldsymbol{P}$.

The following lemma will be used later.
Lemma 12.10.3 (|(|PW08|). Let $h, w, p$ be positive integers. Let $q \geq 4 p h$, let $1 / \alpha \geq$ $8 p(m+g)$ for some $g>0$, and let $\chi=\bar{\Psi}_{\alpha}$. Then except with probability at most $w \cdot 2^{-g}$ over the choice of $\boldsymbol{X} \leftarrow \chi^{m \times l}$, the following holds: for every row vector $\boldsymbol{e}=\left(e_{1}, \ldots, e_{m}\right) \in\{0,1\}^{m}$, each entry of $\frac{1}{q} \boldsymbol{X e} \in \mathbb{T}^{l}$ has absolute value less than $\frac{1}{4 p}$.

## Lossy TDFs

For a while we assume that $p=2^{k}$ for some $k \geq 1$. Define a special row vector $\boldsymbol{g}=\left[1,2, \ldots, 2^{\log p-1}=p / 2\right] \in \mathbb{Z}^{k}$. Then, we define $\boldsymbol{G}=\boldsymbol{I}_{h} \otimes \boldsymbol{g} \in \mathbb{Z}_{q}^{h \times h k}$, where $\otimes$ denotes the Tensor product. Illustratively, we have

$$
\boldsymbol{G}=\left[\begin{array}{cccc}
\boldsymbol{g} & \mathbf{0} & \ldots & \mathbf{0} \\
\mathbf{0} & \boldsymbol{g} & \ldots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{g}
\end{array}\right]
$$

By using 2-base representation, we can define the invertible function encode $(w)=$ $\boldsymbol{e}=\left(e_{1}, \ldots, e_{k}\right) \in\{0,1\}^{k}$ such that $\boldsymbol{g} \cdot \boldsymbol{e}=w$ for any $w \in \mathbb{Z}_{p}$. We map $\boldsymbol{w}=$ $\left(w_{1}, \ldots, w_{l}\right) \in \mathbb{Z}_{p}^{h}$ into $\boldsymbol{e}=\operatorname{encode}(\boldsymbol{w}) \in\{0,1\}^{h k}$ and vice verse. Then we have that $\boldsymbol{G e}=\boldsymbol{w}$.

The description of the construction is given as follows:
Scheme 12.10.4 ([|PW08]). Let us set $m=l k$.
Gen( $1^{n}$, mode $\in\{$ inj, los $\left.\}\right):$ The algorithm first invokes GenConceal $\chi_{\chi}\left(1^{n}, m, l\right)$ to generate a matrix $\boldsymbol{C}=\left[\boldsymbol{A} ; \boldsymbol{P}^{T}\right] \in \mathbb{Z}_{q}^{(n+l) \times m}$ and a trapdoor $\boldsymbol{S} \in \mathbb{Z}_{q}^{n \times l}$, where $\boldsymbol{P}=\boldsymbol{A}^{T} \boldsymbol{S}+\boldsymbol{X}$.

- If mode $=$ inj, output the function index $\boldsymbol{Y}=\left[\boldsymbol{A} ; \boldsymbol{P}^{T}+\boldsymbol{M}\right] \in \mathbb{Z}_{q}^{(n+l) \times m}$ and the trapdoor $\boldsymbol{S}$, where $\boldsymbol{M}=t(\boldsymbol{G})$.
- If mode $=$ los, output the function index $\boldsymbol{Y}=\boldsymbol{C}$.
$\operatorname{Eval}(\boldsymbol{Y}, \boldsymbol{e}):$ Let $\boldsymbol{Y}$ be a function index and $\boldsymbol{e} \in\{0,1\}^{m}$. Output $\boldsymbol{z}=\boldsymbol{Y} \boldsymbol{e} \in \mathbb{Z}_{q}^{(n+l)}$. $\operatorname{Inv}(\boldsymbol{S}, \boldsymbol{z})$ : Parse $\boldsymbol{z}$ as $(\boldsymbol{u}, \boldsymbol{v}) \in \mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}^{l}$. Then compute $\boldsymbol{d} \leftarrow \boldsymbol{v}-\boldsymbol{S}^{T} \boldsymbol{u}$ and let $\boldsymbol{w}=t^{-1}(\boldsymbol{d}) \in \mathbb{Z}_{p}^{l}$. Finally output $\boldsymbol{e} \leftarrow \operatorname{decode}(\boldsymbol{w}) \in\{0,1\}^{m}$.

The index-generation algorithm is the same as LWE-PKE.KeyGen if mode $=$ los. But, in the case where mode $=\mathrm{inj}$, the key is changed to $\boldsymbol{P}+\boldsymbol{M}$. Crucially, this change allows us to recover $\boldsymbol{e}$ with the trapdoor $\boldsymbol{S}$. It is obvious that the adversary distinguishes $\left[\boldsymbol{A} ; \boldsymbol{P}^{T}+\boldsymbol{M}\right]$ from $\left[\boldsymbol{A} ; \boldsymbol{P}^{T}\right]$ yields the adversary distinguishes $\left[\boldsymbol{A} ; \boldsymbol{P}^{T}\right]$ and $\left[\boldsymbol{A} ; \boldsymbol{P}^{T}\right]$, where $\boldsymbol{P}^{\prime}$ is drawn from $\mathbb{Z}_{q}^{m \times l}$ uniformly at random.

The correctness follows from the correctness conditions of LWE-PKE. The main part is the following lossiness proof.

Theorem 12.10.5 ([|PW08]). Let $q \geq 4 l p \log p$ and $\chi=\bar{\Psi}_{\alpha}$ with $1 / \alpha \geq 16 p m=$ $16 l p \log p$. Then the above algorithms define a collection of almost-always ( $m, m^{\prime}$ )lossy TDFs under the $\mathrm{dLWE}_{q_{\chi}}$ assumption, where $m=n \log p$ and the residual leakage $r=m-m^{\prime}$ is

$$
r \leq \frac{m}{l}\left(n+(n+l) \log _{p}(q / p)\right) .
$$

Proof. Lossiness is computed as follows: Let $\boldsymbol{Y}=\left[\boldsymbol{A} \mid \boldsymbol{P}^{T}=\boldsymbol{S}^{T} \boldsymbol{A}+\boldsymbol{X}^{T}\right]$ be a function index produced by Gen( $1^{n}$, los).

$$
\operatorname{Eval}(\boldsymbol{Y}, \boldsymbol{e})=(\boldsymbol{u}, \boldsymbol{v})=\boldsymbol{Y} \boldsymbol{e}=\left(\boldsymbol{A} \boldsymbol{e}, \boldsymbol{S}^{T} \boldsymbol{A} \boldsymbol{e}+\boldsymbol{X}^{T} \boldsymbol{e}\right)
$$

The number of possible values for $\boldsymbol{u}$ is at most $q^{n}$. Given $\boldsymbol{u}$, the number of possible values for $\boldsymbol{v}$ is exactly the number of possible values for $\boldsymbol{X}^{T} \boldsymbol{e}$. The latter quantity is at most $(1+q / 2 p)^{l} \leq(q / p)^{l}$. Hence the total number of outputs is at most $q^{n} \cdot(q / p)^{l}$. Therefore,

$$
\begin{aligned}
r & \leq n \cdot \log q+l \cdot \log (q / p)=m \cdot \frac{n \log q}{l \log p}+\frac{m}{\log p} \cdot \log (q / p) \\
& =\frac{m}{l}\left(n+(n+l) \log _{p}(q / p)\right) .
\end{aligned}
$$

We omit how to construct all-but-one trapdoor functions from $\operatorname{dLWE}_{q, \chi}$ assumption but note they construct directly all-but-one trapdoor functions from as in the above rather than general construction we already mentioned. For the details, see (PW08].

### 12.10.2 Description of Encryption Scheme

After the constructions of lossy TDFs and all-but-one TDFs, they gave an INDCCA2 secure encryption scheme based on them. We review the construction here.
Scheme 12.10.6 (PW-PKE [PW08]). Let LosTDF = (L.Gen, L.Eval, L.Inv) and ABOTDF $=\left(\right.$ A.Gen, A.Eval, A.Inv) be $(\lambda, \kappa)$-lossy and $\left(\lambda, \kappa^{\prime}\right)$-ABO trapdoor functions with branch set $V=\{0,1\}^{\nu}$. We require the total residual leakage is

$$
\rho+\rho^{\prime}=2 \lambda-\kappa-\kappa^{\prime} \leq \lambda-a,
$$

for some $a=a(n)=\omega(\log n)$. Let OTS $=($ O.KeyGen, O.Sign, O.Ver) be a onetime secure signature scheme with verification-key space $V=\{0,1\}^{\nu}$. Let $\mathcal{H}$ be a universal family of hash functions from $\{0,1\}^{\lambda} \rightarrow\{0,1\}^{l}$, where $0<l \leq a-$ $2 \log 1 / \epsilon$ for some negligible $\epsilon=\epsilon(n)$. The message space is $\{0,1\}^{l}$.
$\operatorname{KeyGen}\left(1^{n}\right)$ : Given $1^{n}$, it generates $(a, t) \leftarrow \operatorname{L.Gen}\left(1^{n}\right.$, inj $),\left(a^{\prime}, t^{\prime}\right) \leftarrow$ A. Gen $\left(1^{n}, 0^{v}\right)$, and a hash function $h \leftarrow \mathcal{H}$. The encryption key is $e k=$ ( $a, a^{\prime}, h$ ) and the decryption key is $d k=\left(t, t^{\prime}, e k\right)$.
$\operatorname{Enc}\left(e k=\left(a, a^{\prime}, h\right), m s g \in\{0,1\}^{l}\right)$ : It generates a key pair $(v k, s k) \leftarrow$
O.KeyGen $\left(1^{n}\right)$, chooses $x \leftarrow\{0,1\}^{\lambda}$ uniformly at random. It computes

$$
c_{1}=\operatorname{L.Eval}(a, x)=f_{a}(x), c_{2}=\operatorname{A.Eval}\left(a^{\prime}, v k, x\right)=g_{a^{\prime}, v k}(x), c_{3}=m \oplus h(x) .
$$

Finally, it signs the triplet $\left(c_{1}, c_{2}, c_{3}\right)$ as $\sigma \leftarrow \mathrm{O} . \operatorname{Sign}\left(s k,\left(c_{1}, c_{2}, c_{3}\right)\right)$. Then, it outputs the ciphertext $c t=\left(v k, c_{1}, c_{2}, c_{3}, \sigma\right)$.
$\operatorname{Dec}\left(d k=\left(t, t^{\prime}, e k\right), c t=\left(v k, c_{1}, c_{2}, c_{3}, \sigma\right)\right.$ : It first checks that $\operatorname{O} \cdot \operatorname{Ver}\left(v k,\left(c_{1}, c_{2}, c_{3}\right), \sigma\right)=1$. If not, it outputs $\perp$ and halts. It then computes $x \leftarrow \operatorname{L.} \operatorname{Inv}\left(t, c_{1}\right)$, and checks that $c_{1}=f_{a}(x)$ and $c_{2}=g_{a^{\prime}, v k}(x)$; if not, it outputs $\perp$ and halts. Finally, it outputs $m \leftarrow c_{3} \oplus h(x)$.

Theorem 12.10.7 ([PW08, Theorem 4.2]). The above scheme is IND-CCA2 secure.

We only give the games in the proof and intuitions.

- The game $\mathrm{Game}_{0}$ is the original IND-CCA2 game, which induces the target ciphertext $c t^{*}=\left(v k^{*}, c_{1}^{*}, c_{2}^{*}, c_{3}^{*}, \sigma^{*}\right)$.
- In Game ${ }_{1}$, they changed the decryption oracle which rejects the query $c t=$ $\left(v k, c_{1}, c_{2}, c_{3}, \sigma\right)$ if $v k=v k^{*}$. If it happens, the one-time security of OTS is violated.
- In Game $_{2}$, they replace the lossy branch $0^{v}$ with $v k^{*}$. The distance between $G_{a m e}^{1}$ and $\mathrm{Game}_{2}$ is ensured by the hidden branch property.
- In $G_{a m e}^{3}$, the decryption oracles retrieve $x$ by $\operatorname{A} \cdot \operatorname{Inv}\left(t^{\prime}, v k, c_{2}\right)$ instead of $\mathrm{L} \cdot \operatorname{Inv}\left(t^{\prime}, c_{1}\right)$. This change makes no difference since $f_{a}$ and $g_{a, v k}$ is injective.
- In $\mathrm{Game}_{4}$, they replace the injective function with a lossy function. The distance between $\mathrm{Game}_{1}$ and $\mathrm{Game}_{2}$ is ensured by the "hard to distinguish injective from lossy" property.
- In Game $_{5}$, they replace the component $c_{3}^{*}$ with a uniformly random string over $\{0,1\}^{l}$. Since $h$ is extractor, this only makes a statistical difference.
We note that we have no need to $\operatorname{sign} c_{1}$. This observation is due to Matsuda, Nishimaki, and Tanaka [MNT10], who proposed an IND-CCA2 secure proxy reencryption scheme based on the LTDFs based on the DDH assumption.

Notes: Unfortunately, the above scheme instantiated from the dLWE assumption has very huge public key, say $\tilde{O}\left(n^{3}\right)$, and thus it is not convenient to use the scheme in the real world. However, the power of lossiness is curious and attractive, and the proof techniques are very useful and powerful. We require the more efficient construction of an IND-CCA2 secure encryption scheme.

## 13

## Key-Encapsulation Mechanism

Organization: Section 13.1 and Section 13.2 reviews the definitions on keyencapsulation mechanism (KEM) and data-encapsulation mechanism (DEM), respectively. Section 13.3 reminds us of the construction of PKE from KEM and DEM, that is, the KEM/DEM framework. Section 13.4 gives the description of Peikert's KEM. We give a review of ideal-lattice-based versions of the encryption schemes by Stehlé, Steinfeld, Tanaka, and Xagawa in Section 13.5,

### 13.1 Definitions of Key-Encapsulation Mechanism

### 13.1.1 Model of Key-Encapsulation Mechanism

A key-encapsulation mechanism scheme KEM with associated key space $K_{n}$ is a triplet of algorithms (Gen, Encaps, Decaps).

Gen $\left(1^{n}\right)$ : A key-generation algorithm, given $1^{n}$, outputs a pair of an encryption key and a decryption key (ek, $d k$ ).

Encaps $(e k, m s g)$ : An encapsulation algorithm, given $e k$, outputs a key $k \in K_{n}$ and a ciphertext $c t$.

Decaps $(d k, c t)$ : A decapsulation algorithm, given $d k$ and $c t$, returns a key $k$ or a special symbol $\perp$.

Correctness: The correctness of a key-encapsulation mechanism is defined as follows: With overwhelming probability the ciphertext of any key $k \in K_{n}$ under an encryption key $e k$ should be decrypted into $k$, where the probability is taken by
coins of Gen and Encaps. Formally, this requirement is denoted

$$
\operatorname{Pr}\left[\begin{array}{ll} 
& (e k, d k) \leftarrow \operatorname{Gen}\left(1^{n}\right) ; \\
k \neq \tilde{k}: & (k, c t) \leftarrow \operatorname{Encaps}(e k) ; \\
& \tilde{k} \leftarrow \operatorname{Decaps}(d k, c t) ;
\end{array}\right] \leq \operatorname{negl}(n)
$$

### 13.1.2 Security Notions

We adopt the standard security notions [HHK06], indistinguishability of ciphertexts under several attacks. Roughly speaking, we say the scheme has indistinguishability if any polynomial-time adversary cannot distinguish a valid key $k_{1}$ from a random key $k_{0}$ with the ciphertext $c t$ of a valid key. In chosen plaintext attacks (cpa), the adversary could only encrypt its chosen message and cannot use the decryption oracle. In chosen ciphertext attacks (cca1), the adversary could query to the decryption oracle until the adversary commits the target messages. In chosen ciphertext attacks (cca2), the adversary could query to the decryption oracle after it receives the target ciphertext.

We describe the formal definition as follows: Consider the experiment $\operatorname{Exp}_{\mathrm{KEM}, \mathcal{A}}^{\text {ind-atk }}(n)$ between the challenger $C$ and the adversary $\mathcal{A}$, where atk $\in$ \{cpa, cca1, cca2\}.
Experiment $\operatorname{Exp}_{\mathrm{KEM}, \mathcal{A}}^{\text {ind-atk }}(n)$ :
Setup Phase: The challenger takes the security parameter $n$ and obtains param $\leftarrow \operatorname{Setup}\left(1^{n}\right)$ and $(e k, d k) \leftarrow \operatorname{Gen}($ param $)$. It gives param and $e k$ to the adversary $\mathcal{A}$.

Learning Phase 1: The adversary can issue queries to the oracle if atk $\in$ \{cca1, cca2\}. The oracle Dec receives an input $c t$ and returns $k \leftarrow$ Decaps $(d k, c t)$.

Challenge Phase: The adversary $\mathcal{A}$ query to the challenger. The challenger generates a random key $k_{0} \leftarrow K_{n}$ and a pair of a valid key and ciphertext $\left(k_{1}, c t\right) \leftarrow$ Encaps $($ param,$e k)$. The challenger flips a coin $b \leftarrow\{0,1\}$, sets $k^{*} \leftarrow k_{b}$, and sends $\left(k^{*}, c t^{*}\right)$ to the adversary.

Learning Phase 2: The adversary can issue queries to the oracle if atk = cca2. The oracle Dec receives input $c t$. If $c t=c t^{*}$, the challenger outputs 0 and halts. Otherwise, the oracle returns $k \leftarrow \operatorname{Decaps}(d k, c t)$ to $\mathcal{A}$.
Guessing Phase: Finally, $\mathcal{A}$ outputs a guess $b^{\prime} \in\{0,1\}$. If $b^{\prime}=b$, the challenger outputs 1 , otherwise 0 .

Definition 13.1.1. Let KEM $=$ (Setup, Gen, Encaps, Decaps) be a keyencapsulation mechanism, $\mathcal{A}$ an adversary, and $n$ a security parameter. We define the advantage of $\mathcal{A}$ as

$$
\operatorname{Adv}_{\mathrm{KEM}, \mathcal{A}}^{\text {ind-atk }}(n)=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{KEM}, \mathcal{A}}^{\text {ind-atk }}(n)=1\right]-\frac{1}{2}\right| .
$$

We say that KEM is ind-atk secure if $\operatorname{Adv}_{\text {KEM, }}^{\text {ind }}$ ind $(\cdot)$ is negligible for every polynomial-time adversary $\mathcal{A}$, where atk $\in\{$ cpa, cca1, cca 2$\}$.

### 13.2 Definitions of Data-Encapsulation Mechanism

### 13.2.1 Model of Data-Encapsulation Mechanism

A data-encapsulation mechanism scheme DEM with associated key space $K_{n}$ and message space $M_{n}$ is a triplet of algorithms (Gen, Encaps, Decaps).

Gen $\left(1^{n}\right)$ : A key-generation algorithm, given the security parameter $1^{n}$, outputs a key $k \in K_{n}$.

Encaps $(k, m s g)$ : An encapsulation algorithm, given a key $k$ and a data $m s g \in$ $M_{n}$, outputs a ciphertext $c t$.
$\operatorname{Decaps}(k, c t)$ : A decapsulation algorithm, given $k$ and $c t$, returns a message $m s g$ or a special symbol $\perp$.

Correctness: The correctness of a data-encapsulation mechanism is defined as follows: With overwhelming probability the ciphertext of any message msg in the message space under an encryption key $k$ should be decrypted into $m s g$, where the probability is taken by coins of Gen, and Encaps. Formally, this requirement is denoted

$$
\operatorname{Pr}\left[\begin{array}{ll} 
& k \leftarrow \operatorname{Gen}\left(1^{n}\right) ; \\
m s g \neq \widetilde{m s g}: & c t \leftarrow \operatorname{Encaps}(k, m s g) ; \\
& \widetilde{m s g} \leftarrow \operatorname{Decaps}(k, c t) ;
\end{array}\right] \leq \operatorname{negl}(n)
$$

### 13.2.2 Security Notions

We adopt the standard security notions [BDJR97, HHK06], indistinguishability of ciphertexts under several attacks. Roughly speaking, we say the scheme has indistinguishability if any polynomial-time adversary cannot distinguish a valid key $k_{1}$ from a random key $k_{0}$ with the ciphertext $c t$ of a valid key.

In chosen plaintext attacks (cpa), the adversary could only encrypt its chosen message and cannot use the decryption oracle. In chosen ciphertext attacks (cca1), the adversary could query to the decryption oracle until the adversary commits the target messages. In chosen ciphertext attacks (cca2), the adversary could query to the decryption oracle after it receives the target ciphertext. In these attacks the adversary could query to the encryption oracle.

There are other attacks. In addition, Herranz, Hofheinz, and Kiltz formalized one-time security for DEM, which was already appeared in the other names in the literature [CS03, KY06]. In one-time attacks (ot), the adversary has no oracles. In one-time chosen-ciphertext attacks (otcca), the adversary could query to the decryption oracle after obtaining the challenge ciphertext. In there attacks, the adversary has no encryption oracle.

We describe the formal definition as follows: Consider the experiment $\operatorname{Exp}_{\mathrm{KEM}, \mathcal{A}}^{\text {ind-atk }}(n)$ between the challenger $\mathcal{C}$ and the adversary $\mathcal{A}$, where atk $\in$ \{ot, otcca, сра, cca1, cca2\}.
Experiment Exp $\operatorname{ExPE}, \mathcal{A}_{\text {ind-atk }}^{\text {in }}(n)$ :
Setup Phase: The challenger takes the security parameter $n$ and obtains param $\leftarrow \operatorname{Setup}\left(1^{n}\right)$ and $(e k, d k) \leftarrow \operatorname{KeyGen}($ param $)$. It gives param and $e k$ to the adversary $\mathcal{A}$.
Learning Phase 1: The adversary can issue queries to the encryption oracle if atk $\in\{$ cpa, cca1, cca2\}. In addition, it can query to the decryption oracle if atk $\in\{c c a 1, \mathrm{cca} 2\}$.

- The oracle Enc receives an input $m s g$ and returns $c t \leftarrow$ Encaps( $k, m s g$ ).
- The oracle Dec receives an input $c t$ and returns $m s g \leftarrow \operatorname{Decaps}(k, c t)$.

Challenge Phase: The adversary $\mathcal{A}$ query two distinct message $m s g_{0}, m s g_{1} \in M_{n}$ to the challenger. The challenger flips a coin $b \leftarrow\{0,1\}$ and sends $c t^{*} \leftarrow \operatorname{Encaps}\left(k, m s g_{b}\right)$ to the adversary.

Learning Phase 2: The adversary can issue queries to the encryption oracle if atk $\in\{$ cpa, cca1, cca2\}. It also can query to the decryption oracle if atk $\in\{$ otcca, cca 2$\}$.

- The oracle Enc receives an input $m s g$ and returns $c t \leftarrow$ Encaps( $k, m s g$ ).
- The oracle Dec receives an input $c t$. If $c t=c t^{*}$, the challenger outputs 0 and halts. Otherwise, the oracle returns $m s g \leftarrow \operatorname{Decaps}(k, c t)$ to $\mathcal{A}$.
Guessing Phase: Finally, $\mathcal{A}$ outputs a guess $b^{\prime} \in\{0,1\}$. If $b^{\prime}=b$, the challenger outputs 1 , otherwise 0 .

Definition 13.2.1. Let DEM $=$ (Gen, Encaps, Decaps) be a data-encapsulation mechanism, $\mathcal{A}$ an adversary, and $n$ a security parameter. We define the advantage of $\mathcal{A}$ as

$$
\operatorname{Adv}_{\mathrm{DEM}, \mathcal{A}}^{\text {ind-atk }}(n)=\left|\operatorname{Pr}\left[\mathbf{E x p}_{\mathrm{DEM}, \mathcal{A}}^{\text {ind-atk }}(n)=1\right]-\frac{1}{2}\right| .
$$

We say that DEM is ind-atk secure if $\operatorname{Adv}_{\mathrm{KEM}, \mathcal{A}}^{\text {ind-atk }}(\cdot)$ is negligible for every polynomial-time adversary $\mathcal{A}$, where atk $\in\{o t$, otcca, сра, cca1, cca2 $\}$.

### 13.3 Hybrid Encryption

We here briefly review the framework of the hybrid encryption, the construction of a public-key encryption scheme from a key- and data-encapsulation mechanism.

Scheme 13.3.1 (Hybrid Encryption). Let KEM = (K.Gen, K.Encaps, K.Decaps)

### 13.4. PEIKERT'S KEY-ENCAPSULATION MECHANISM AND PUBLIC-KEY ENCRYPTION SCHEMES

be a KEM and let DEM $=($ D.Gen, D.Encaps, D.Decaps) be a DEM. Then, the obtained scheme PKE $=($ P.KeyGen, P.Enc, P.Dec) is defined as follows:
P.KeyGen $\left(1^{n}\right)$ : Output $(e k, d k) \leftarrow \operatorname{K} . \operatorname{Gen}\left(1^{n}\right)$.
P.Enc( $(e k, m s g)$ : Obtain $\left(k, c t_{1}\right) \leftarrow \quad \leftarrow$ K.Encaps $(e k)$, obtain $c t_{2} \leftarrow$ D.Encaps $(k, m s g)$, and outputs $c t=\left(c t_{1}, c t_{2}\right)$.
P. $\operatorname{Dec}\left(d k, c t=\left(c t_{1}, c t_{2}\right)\right):$ Retrieve $k \leftarrow$ K. Decaps $\left(d k, c t_{1}\right)$ and outputs $m s g \leftarrow$ D. Decaps $\left(k, c t_{2}\right)$.

Herranz et al. showed the following results. The final statement is already proved by Cramer and Shoup [CS03].

- For any atk $\in\{o t$, otcca, cpa, cca1, cca2\}, if KEM is ind-cpa secure and DEM is ind-atk secure, then the obtained PKE is ind-cpa secure.
- For any atk $\in\{o t$, otcca, cpa, cca1, cca2\}, if KEM is ind-cca1 secure and DEM is ind-atk secure, then the obtained PKE is ind-cca1 secure.
- For any atk $\in\{o t$, cpa, cca1\}, if KEM is ind-cca2 secure and DEM is ind-atk secure, then the obtained PKE is ind-cca1 secure.
- For any atk $\in$ \{otcca, cca2\}, if KEM is ind-cca2 secure and DEM is ind-atk secure, then the obtained PKE is ind-cca2 secure.


### 13.4 Peikert's Key-Encapsulation Mechanism and Public-Key Encryption Schemes

We have already seen that the key generation and encryption in the McEliece encryption scheme resemble to the key-generation method of the Regev encryption scheme LWE-PKE. Why cannot we use the lattice-based analogy of the McEliece encryption scheme? Can we replace $\boldsymbol{G}^{\prime} \in \mathbb{F}^{n \times m}$ with $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ and the distribution $U(\mathcal{S}(m, t))$ with $\chi^{m}$ ?

Gentry, Peikert, and Vaikuntanathan [GPV08] pointed out that the short basis $\boldsymbol{T}$ of the lattice $\Lambda_{q}^{\perp}(\boldsymbol{A})$ also exploits the lattice $\Lambda_{q}(\boldsymbol{A})$. Using $\boldsymbol{T}$, we can solve the BDD over the lattice $\Lambda_{q}(\boldsymbol{A})$; that is, given $\boldsymbol{p}=\boldsymbol{A}^{T} \boldsymbol{s}+\boldsymbol{x}$, we can recover $\boldsymbol{s}$ and $\boldsymbol{x}$ ! (We will describe the simplified variant later.) One-wayness of this function, with respect to the input distribution $U\left(\mathbb{Z}_{q}^{n}\right) \times \chi^{m}$, is apparent under the sLWE assumption.

We can interpret this results into the analogy of the McEliece encryption scheme as follows: Instead of the Hamming weight, we consider the Lee weight (see Roth's textbook [Rot06]). For an element $c \in \mathbb{Z}_{q}$, we define the Lee value $|c|$ by

$$
|c|= \begin{cases}c, & 0 \leq c \leq q / 2, \\ q-c & q / 2<c \leq q-1\end{cases}
$$

as we already defined the absolute value $|c|$ for $c \in \mathbb{Z}_{q}$. The Lee weight of a vector $\boldsymbol{c}=\left(c_{1}, \ldots, c_{n}\right) \in \mathbb{Z}_{q}^{n}$ is defined by $\sum_{i=1}^{n}\left|c_{j}\right|$. This is just the $l_{1}$ norm of $\boldsymbol{c}$ if $\boldsymbol{c}$
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is embedded in $[-q / 2, q / 2]^{n}$. The recovering algorithm in Gentry et al. shows, a trapdoor $\boldsymbol{T}$ of $\boldsymbol{A}$ enables us to decode a received word $\boldsymbol{p}=\boldsymbol{A}^{T} \boldsymbol{s}+\boldsymbol{x} \bmod q$ into $\boldsymbol{s}$ if the Lee weight of $\boldsymbol{x}$ is small.

### 13.4.1 Basic Schemes

Peikert Pei09c] improved the invert method of the LWE trapdoor function mentioned in [GPV08]. Now, the obtained scheme has a flavor of the GGH encryption scheme in Section 12.5,

## Scheme 13.4.1 (LWETrap [Pei09c]).

$\operatorname{Setup}\left(1^{n}\right)$ : Given the security parameter $1^{n}$, output $1^{n}$.
KeyGen $\left(1^{n}\right)$ : Using ExtLattice, obtain $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ and $\boldsymbol{T} \in \mathbb{Z}^{m \times m}$, where $\|\boldsymbol{T}\| \leq L$.
$\operatorname{Eval}(e k=\boldsymbol{A}, m s g=\boldsymbol{s}):$ Let $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$. Choose $\boldsymbol{x} \leftarrow \Psi_{\alpha}^{m}$ and compute $\boldsymbol{p} \leftarrow \frac{1}{q} \boldsymbol{A}^{T} \boldsymbol{s}+$ $\boldsymbol{x} \in \mathbb{T}^{m}$. Output $g_{\boldsymbol{A}}(\boldsymbol{s}, \boldsymbol{x})=\overline{\boldsymbol{p}}=\left\lfloor q^{\prime} \cdot \boldsymbol{p}\right\rceil \bmod q^{\prime}$.
$\operatorname{lnv}(d k=\boldsymbol{T}, \overline{\boldsymbol{p}})$ : Given $\overline{\boldsymbol{p}}=g_{\boldsymbol{A}}(\boldsymbol{s}, \boldsymbol{x}) \in \mathbb{Z}_{q^{\prime}}^{m}$, let $\boldsymbol{p}^{\prime} \leftarrow \overline{\boldsymbol{p}} / q \in \mathbb{T}^{m}$, compute $\boldsymbol{y} \leftarrow$ $\boldsymbol{T}^{-T} \cdot\left\lfloor\boldsymbol{T}^{T} \boldsymbol{p}^{\prime}\right\rceil \bmod 1$, and computes $\boldsymbol{s}^{\prime}$ from $\boldsymbol{y}$ by solving $\boldsymbol{y}=\frac{1}{q} \boldsymbol{A}^{T} \boldsymbol{s} \in \mathbb{T}^{m}$. (It can also output $\boldsymbol{x}^{\prime} \leftarrow \boldsymbol{p}^{\prime}-\frac{1}{q} \boldsymbol{A}^{T} \boldsymbol{s} \in \mathbb{T}^{m}$.)
The correctness of decryption follows from the similar argument in the proof of Lemma 12.5.1. For appropriately chosen $\alpha$, we can show that the norm of $\boldsymbol{x}$ is short.

Theorem 13.4.2 (Correctness, Pei09c, Lemma 4.2]). Let $q^{\prime}=q^{\prime}(n) \geq 2 L \sqrt{m}$ and $1 / \alpha \geq L \cdot \omega(\sqrt{\log n})$. Then for any $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$ and for $\boldsymbol{x}$ drawn from $\Psi_{\alpha}^{m}$, the inversion algorithm on input $\overline{\boldsymbol{p}}=g_{\boldsymbol{A}}(\boldsymbol{s}, \boldsymbol{x})$ correctly outputs $\boldsymbol{s}$ with overwhelming probability over the choice of $\boldsymbol{x}$.

Using this trapdoor function, we can construct key-encapsulation mechanism with key space $\{0,1\}^{l}$ which resembles Dual in Section 12.9.

Scheme 13.4.3 (LWE-KEM, combinded, [Pei09c] and [Pei09b]). Let LWETrap = (L.KeyGen, L.Eval, L.Inv) as in the above.

Gen $\left(1^{n}\right):$ Generate $(\boldsymbol{A}, \boldsymbol{T}) \leftarrow$ L.KeyGen. Generate $\boldsymbol{U} \leftarrow \mathbb{Z}_{q}^{n \times l}$. It outputs $e k=$ $(\boldsymbol{A}, \boldsymbol{U})$ and $d k=(\boldsymbol{T}, e k)$.
Encaps $(e k)$ : Choose a key $\boldsymbol{k} \leftarrow\{0,1\}^{l}$. Generate a random vector $\boldsymbol{s} \leftarrow \mathbb{Z}_{q}^{n}$ and generate $\boldsymbol{x}_{p} \leftarrow \chi^{m}$ and $\boldsymbol{x}_{v} \leftarrow \chi^{l}$. Then compute $\overline{\boldsymbol{p}} \leftarrow g_{A}\left(\boldsymbol{s}, \boldsymbol{x}_{p}\right)=$ L.Eval $\left(\boldsymbol{A}, \boldsymbol{s} ; \boldsymbol{x}_{p}\right)$ and $\overline{\boldsymbol{v}} \leftarrow g_{\boldsymbol{U}}\left(\boldsymbol{s}, \boldsymbol{x}_{v}\right)$. Compute $\overline{\boldsymbol{c}} \leftarrow \overline{\boldsymbol{v}}+\left\lfloor q^{\prime} / 2\right\rfloor \boldsymbol{k} \bmod q^{\prime}$. Finally, output $\boldsymbol{k}$ and $c t=(\overline{\boldsymbol{p}}, \overline{\boldsymbol{c}})$.
$\operatorname{Decaps}(d k, c t=(\overline{\boldsymbol{p}}, \overline{\boldsymbol{c}})):$ Retrieve $\boldsymbol{s} \leftarrow \mathrm{L} \cdot \operatorname{Inv}(d k, \overline{\boldsymbol{p}})$. Compute $\boldsymbol{v} \leftarrow \boldsymbol{U}^{T} \boldsymbol{s} / q \bmod$ 1. Then, compute $\boldsymbol{d} \leftarrow \overline{\boldsymbol{c}}-\left\lfloor q^{\prime} \boldsymbol{v}\right\rceil \bmod q^{\prime}$. Finally, output $\boldsymbol{k} \leftarrow t^{-1}(\boldsymbol{d})$.

Theorem 13.4.4. The above $K E M$ is ind-cpa secure if $\mathrm{dLWE}(q, \chi)$ is hard. More
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precisely, for any polynomial-time adversary $\mathcal{A}$,

$$
\operatorname{Adv}_{\mathrm{LWE}-\mathrm{KEM}, \mathcal{A}}^{\text {ind-cpa }}(n) \leq \mathbf{A d v}_{\mathrm{dLWE}(q, \chi)}(n)+\operatorname{negl}(n) .
$$

Proof. Consider three games;
Game $_{0}$ : The original game.
Game $_{1}$ : In the game, we change the generation method for $\boldsymbol{A}, \boldsymbol{U}, \overline{\boldsymbol{p}}$, and $\overline{\boldsymbol{v}}$, Take $m+l$ samples from $A_{\boldsymbol{s}, \chi}$. Let us name the first $m$ samples $(\boldsymbol{A}, \boldsymbol{p})$ and $(\boldsymbol{U}, \boldsymbol{v})$. Compute $\overline{\boldsymbol{p}}=\left\lfloor q^{\prime} \boldsymbol{p}\right\rceil \bmod q^{\prime}$ and $\overline{\boldsymbol{v}} \leftarrow\left\lfloor q^{\prime} \boldsymbol{v}\right\rceil \bmod q^{\prime}$ and use them in the game.
Game $_{2}$ : In the game, we change the generation method for $\boldsymbol{A}, \boldsymbol{U}, \overline{\boldsymbol{p}}$, and $\overline{\boldsymbol{v}}$; Take $m+l$ samples from $U\left(\mathbb{Z}_{q}^{n} \times \mathbb{T}\right)$. Let us name the first $m$ samples $(\boldsymbol{A}, \boldsymbol{p})$ and $(\boldsymbol{U}, \boldsymbol{v})$. Compute $\overline{\boldsymbol{p}}=\left\lfloor q^{\prime} \boldsymbol{p}\right\rceil \bmod q^{\prime}$ and $\overline{\boldsymbol{v}} \leftarrow\left\lfloor q^{\prime} \boldsymbol{v}\right\rceil \bmod q^{\prime}$ and use them in the game.

Apparently, the statistical distance between $\mathrm{Game}_{0}$ and $\mathrm{Game}_{1}$ is at most negl $(n)$ since they only differ the generation method of $\boldsymbol{A}$. In addition, the distance between $\mathrm{Game}_{1}$ and $\mathrm{Game}_{2}$ is at most $\operatorname{Adv}_{\mathrm{dLWE}(q, \chi)}(n)$; otherwise, $\mathcal{A}$ distinguishes $A_{s, \chi}$ and $U\left(\mathbb{Z}_{q}^{n} \times \mathbb{T}\right)$. This completes the proof.

### 13.4.2 CCA Schemes

Using the LWE trapdoor function, Goldwasser and Vaikuntanathan [GV08] and Peikert [Pei09c] constructed IND-CCA2 secure encryption schemes by employing the Rosen-Segev construction [RS09]. (We note that Dowsley, Müller-Quade, and Nascimento [DMQN09] also constructed an IND-CCA2 secure encryption scheme from the McEliece encryption scheme based on the assumption on the coding problems.)

The Rosen-Segev construction is summarized as follows:
Scheme 13.4.5 (The Rosen-Segev Construction [RS09]). Let Trap = (T.Gen, T.Eval, T.Inv) be one-way functions. Let OTS = (O.Gen, O.Sign, O.Ver) be a one-time secure signature scheme with verification-key space is $\{0,1\}^{v}$. Assume that the trapdoor function $f_{a}:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ is one-way. We also assume that $f_{\boldsymbol{a}}(s)=\left(f_{a_{1}}(s), \ldots, f_{a_{k}}(s)\right)$ is also one-way. Additionally, a function $h:\{0,1\}^{n} \rightarrow\{0,1\}^{l}$ is a hardcore function of $f_{a}$.
P.KeyGen $\left(1^{n}\right)$ : For $i \in[v]$ and $b \in\{0,1\}$, obtain $\left(a_{i}^{(b)}, t_{i}^{(b)}\right) \leftarrow$ T.Gen. Output $e k=\left\{a_{i}^{(b)}\right\}$ and $d k=\left(\left\{t_{i}^{(b)}\right\}, e k\right)$.
P.Enc $(e k, m s g):$ Generate $(v k, s k) \leftarrow$ O.Gen $\left(1^{n}\right)$. Generate a random string $s \leftarrow$ $\{0,1\}^{n}$. Compute $c_{1} \leftarrow\left(f_{a_{1}^{\left(v k_{1}\right)}}(s), \ldots, f_{a_{v}^{\left(v k_{v}\right)}}(s)\right)$ and $c_{2} \leftarrow h(s) \oplus m s g$. Obtain a signature $\sigma \leftarrow \mathrm{O} . \operatorname{Sign}\left(s k,\left(c_{1}, c_{2}\right)\right)$. Output the ciphertext $c t=\left(v k, c_{1}, c_{2}, \sigma\right)$.
$\operatorname{P.} \operatorname{Dec}(d k, c t):$ Verify the signature $\sigma$; output $\perp$ if $\operatorname{O} \operatorname{Ver}\left(v k,\left(c_{1}, c_{2}\right)\right)=0$. Then, by using T.Inv, invert $f_{a_{1}^{\left(v k_{1}\right)}}(s)$ and obtain $s$. Confirm the other $f_{a_{i}^{\left(v k_{i}\right)}}(s)$ by T.Eval; output $\perp$ if not. Then, obtain a message $m s g=h(s) \oplus c_{2}$.

### 13.4. PEIKERT'S KEY-ENCAPSULATION MECHANISM AND PUBLIC-KEY ENCRYPTION SCHEMES

Showing that the scheme is IND-CCA2 secure is educationally simple as Rosen and Segev noted [RS09]. The intuition is that the simulator implants given $f_{a}=$ $\left(f_{a_{1}}, \ldots, f_{a_{k}}\right)$ into $\left\{f_{\left.a_{i}^{\left(v k_{i}\right.}\right)}\right\}$ for its chosen $v k^{*}$, and simulates the decryption oracle if $v k^{*} \neq v k$.

Returning to the lattice-based scheme, the function $g_{A}(\boldsymbol{s}, \boldsymbol{x})$ is secure with respect to the distribution $U\left(\mathbb{Z}_{q}^{n}\right) \times \chi^{m \times k}$; It is obvious that the new function $g_{A}(\boldsymbol{s}, \boldsymbol{x})=\left(g_{A_{1}}\left(\boldsymbol{s}, \boldsymbol{x}_{1}\right), \ldots, g_{\boldsymbol{A}_{k}}\left(\boldsymbol{s}, \boldsymbol{x}_{k}\right)\right)$ is also one-way under the sLWE assumption, where $\boldsymbol{A}=\left[\boldsymbol{A}_{1}|\ldots| \boldsymbol{A}_{k}\right], \boldsymbol{x}=\boldsymbol{x}_{1} \circ \ldots \circ \boldsymbol{x}_{k}, \boldsymbol{s}$ is chosen from $\mathbb{Z}_{q}^{n}$ uniformly at random, each $\boldsymbol{x}_{i}$ is a sample from $\chi^{m}$. It is also true that the above function $g_{\boldsymbol{A}}$ is pseudorandom under the dLWE assumption.

There are some difficulties for direct applying the Rosen-Segev technique. Since we cannot recover $\boldsymbol{x}$ (we recover $\boldsymbol{x}^{\prime}$ in the above trapdoor function), this noise will be exploited by the IND-CCA2 adversary. In addition, the simulator in the IND-CCA2 game have to able to check some $\boldsymbol{p}^{\prime}$ is correctly generated under $f_{\boldsymbol{A}}$ even if it does not know its trapdoor. To circumvent this difficulties, Peikert defines the preimage verification algorithm for $g_{A}$.
$\operatorname{PreVer}\left(\boldsymbol{A},\left(\boldsymbol{s}, \boldsymbol{x}^{\prime}\right), \overline{\boldsymbol{p}}\right):$ Compute $\boldsymbol{p}^{\prime} \leftarrow \overline{\boldsymbol{p}} / q^{\prime} \in \mathbb{T}^{m}$. Accept if $\|\boldsymbol{x}\|_{\infty}<\alpha \cdot t$ and $\boldsymbol{b}^{\prime}=\frac{1}{q} \boldsymbol{A}^{T} \boldsymbol{s}+\boldsymbol{x}^{\prime} \in \mathbb{T}^{m}$ and reject otherwise.

Lemma 13.4.6 ([|Pei09c, Lemma 4.4]). For $q^{\prime} \geq 1 /(\alpha t) \geq 2 L \sqrt{m} \geq 8$, the algorithm PreVer and LWETrap satisfies the following conditions:

Completeness: For any $\boldsymbol{s}$ and $\boldsymbol{x}$ drawn from $\Psi_{\alpha}^{m}$, and $\boldsymbol{x}^{\prime}$ output by the inversion algorithm given $\overline{\boldsymbol{p}}=g_{\boldsymbol{A}}(\boldsymbol{s}, \boldsymbol{x})$ and $\boldsymbol{T}, \operatorname{PreVer}\left(\boldsymbol{A},\left(\boldsymbol{s}, \boldsymbol{x}^{\prime}\right), \overline{\boldsymbol{p}}\right)$ accepts with overwhelming probability over the choice of $\boldsymbol{x}$.
Unique preimage: For every $\overline{\boldsymbol{p}} \in \mathbb{Z}_{q^{\prime}}^{m}$, there is at most one legal preimage ( $\boldsymbol{s}, \boldsymbol{x}^{\prime}$ ) under $g_{A} ;$ that is, $\operatorname{PreVer}\left(\boldsymbol{A},\left(\boldsymbol{s}, \boldsymbol{x}^{\prime}\right), \overline{\boldsymbol{p}}\right)$ accepts for at most one value of $\left(\boldsymbol{s}, \boldsymbol{x}^{\prime}\right)$.
Findable preimage: For any $\overline{\boldsymbol{p}}$, the inversion algorithm, given inputs $\overline{\boldsymbol{p}}$ and $\boldsymbol{T}$, always outputs the unique legal preimage ( $\boldsymbol{s}, \boldsymbol{x}^{\prime}$ ), i.e., the $\left(\boldsymbol{s}, \boldsymbol{x}^{\prime}\right)$ that makes PreVer accept, if such pair exists.

Assuming the $\operatorname{sLWE}_{q, \Psi_{\alpha}}$ is hard, we can show that $\left(\boldsymbol{A}, g_{\boldsymbol{A}}(\boldsymbol{s}, \boldsymbol{x})\right) \sim_{c}\left(\boldsymbol{A}, \boldsymbol{p}^{*}\right)$, where $\boldsymbol{s} \leftarrow \mathbb{Z}_{q}^{n}, \boldsymbol{x} \leftarrow \Psi_{\alpha}^{m}$, and $\boldsymbol{p}^{*} \leftarrow \mathbb{Z}_{q^{\prime}}^{m}$.

We here construct KEM rather than public-key encryption. This eliminates use of the hardcore functions. The following scheme is the obtained KEM applying the Rosen-Segev construction.

Scheme 13.4.7 (Pei-KEM, combinded, [Pei09c] and [Pei09b]). Let OTS = (O.Gen, O.Sign, O.Ver) be a strongly one-time secure signature scheme with verification-key space $\{0,1\}^{\nu}$. Let LWETrap $=($ L.Gen, L.Eval, L.Inv) as in the above.

Gen $\left(1^{n}\right)$ : For $i=1, \ldots, v$ and $b \in\{0,1\}$, generate $2 v$ key pairs $\left(\boldsymbol{A}_{i}^{(b)}, \boldsymbol{T}_{i}^{(b)}\right) \leftarrow$ L.Gen $\left(1^{n}\right)$ such that $\left\|\tilde{\boldsymbol{T}}_{i}^{(b)}\right\| \leq L$. Generate $\boldsymbol{U} \leftarrow \mathbb{Z}_{q}^{n \times l}$. It outputs $e k=$
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$\left(\left\{\boldsymbol{A}_{i}^{(b)}\right\}_{i, b}, \boldsymbol{U}\right)$ and $d k=\left(\left\{\boldsymbol{T}_{i}^{(b)}\right\}_{i, b}, e k\right)$.
Encaps $(e k)$ : Choose a key $\boldsymbol{k} \leftarrow\{0,1\}^{l}$. Next, generate a key pair $(v k, s k) \leftarrow$ O.Gen $\left(1^{n}\right)$. Generate a random vector $\boldsymbol{s} \leftarrow \mathbb{Z}_{q}^{n}$ and generate $\boldsymbol{x}_{p, i} \leftarrow \chi^{m}$ for $i=1, \ldots, v$ and $\boldsymbol{x}_{v} \leftarrow \chi^{l}$. Then compute $\overline{\boldsymbol{p}}_{i} \leftarrow g_{\boldsymbol{A}_{i}^{\left(v k_{i}\right)}}\left(\boldsymbol{s}, \boldsymbol{x}_{p, i}\right)$ and $\overline{\boldsymbol{v}} \leftarrow g_{\boldsymbol{U}}\left(\boldsymbol{s}, \boldsymbol{x}_{v}\right)$. Compute $\overline{\boldsymbol{c}} \leftarrow \overline{\boldsymbol{v}}+\left\lfloor q^{\prime} / 2\right\rfloor \boldsymbol{k} \bmod q^{\prime} . \operatorname{Sign} \overline{\boldsymbol{p}}_{i}$ and $\overline{\boldsymbol{c}}$ as $\sigma \leftarrow \operatorname{O.Sign}\left(s k,\left(\left\{\overline{\boldsymbol{p}}_{i}\right\}, \overline{\boldsymbol{c}}\right)\right)$. Finally, output $c t=\left(v k,\left\{\overline{\boldsymbol{p}}_{i}\right\}, \overline{\boldsymbol{c}}, \sigma\right)$.
$\operatorname{Decaps}(d k, c t)$ : Check if $\operatorname{O} \cdot \operatorname{Ver}\left(v k,\left(\left\{\overline{\boldsymbol{p}}_{i}\right\}, \overline{\boldsymbol{c}}\right), \sigma\right)=1$; if not, output $\perp$ and halt. Next, invert $\boldsymbol{s}$ from $\overline{\boldsymbol{p}}_{1}$. Compute $\boldsymbol{x}_{i}^{\prime}$ from $\boldsymbol{s}$ and $\overline{\boldsymbol{p}}_{i}$. Check if $\operatorname{PreVer}\left(\boldsymbol{A}_{i}^{\left(v k_{i}\right)},\left(\boldsymbol{s}, \boldsymbol{x}_{i}^{\prime}\right), \overline{\boldsymbol{p}}_{i}\right)=1$ for any $i$; if not, output $\perp$ and halt. Finally, retrieve $\boldsymbol{k}$ from $\overline{\boldsymbol{c}}$ and output $\boldsymbol{k}$.

Combining this KEM and some ind-otcca DEM, we obtain ind-cca2 secure public-key encryption scheme.

Theorem 13.4.8 ([|Pei09c]). The above Pei-KEM is ind-cca2 secure if OTS is strongly one-time secure and $\mathrm{dLWE}(q, \chi)$ is hard.

The proof is obtained combining the arguments of Peikert, and Rosen and Segev. We give only the proof sketch here.

Consider the following games;
$\mathrm{Game}_{0}$ : The original game. In the challenge phase, the challenger works as follows: $\boldsymbol{k}_{0}, \boldsymbol{k}_{1} \leftarrow\{0,1\}^{l},\left(v k^{*}, s k^{*}\right) \leftarrow \operatorname{O.Gen}\left(1^{n}\right), \boldsymbol{s} \leftarrow \mathbb{Z}_{q}^{n}, \boldsymbol{x}_{p, i} \leftarrow \chi^{m}$, $\boldsymbol{x}_{v} \leftarrow \chi^{l}$,

$$
\begin{array}{ll}
\boldsymbol{p}_{i}^{*} \leftarrow \frac{1}{q} \boldsymbol{A}_{i}^{\left(v k_{i}^{*}\right)} \boldsymbol{s}+\boldsymbol{x}_{p, i}, & \overline{\boldsymbol{p}}_{i}^{*} \leftarrow\left\lfloor q^{\prime} \boldsymbol{p}_{i}^{*}\right\rceil \bmod q^{\prime}, \\
\boldsymbol{v}^{*} \leftarrow \frac{1}{q} \boldsymbol{U} \boldsymbol{s}+\boldsymbol{x}_{v}, & \overline{\boldsymbol{v}}^{*} \leftarrow\left\lfloor q^{\prime} \boldsymbol{v}^{*}\right\rceil \bmod q^{\prime} \\
\overline{\boldsymbol{c}}^{*} \leftarrow \overline{\boldsymbol{v}}+\left\lfloor q^{\prime} / 2\right\rfloor \boldsymbol{k} \bmod q^{\prime}, & \\
& \sigma \leftarrow \operatorname{O} \cdot \operatorname{Sign}\left(s k^{*},\left\{\overline{\boldsymbol{p}}_{i}^{*}\right\}, \overline{\boldsymbol{c}}^{*}\right) .
\end{array}
$$

Game $_{1}$ : We change the timing of the generation of $v k^{*}$; A priori to the game, the challenger obtains $\left(v k^{*}, s k^{*}\right) \leftarrow$ O.Gen $\left(1^{n}\right)$.

Game $_{2}$ : We change the specification of the decryption oracle: the decryption oracle returns $\perp$ on the query $c t=\left(v k^{*}, c_{1}, c_{2}, \sigma\right)$.

Game $_{3}$ : We modify the decryption oracle: On the query $\left(v k,\left\{\overline{\boldsymbol{p}}_{i}\right\}, \overline{\boldsymbol{c}}, \sigma\right)$, if $v k=$ $v k^{*}$ then returns $\perp$ as in the previous game. If not, it scans $v k$ and $v k^{*}$ and finds an index $j \in[t]$ such that $v k_{j} \neq v k_{j}^{*}$. Then, invert $\overline{\boldsymbol{p}}_{j}$ and obtain $\boldsymbol{s}$. The other procedure is same to the original. Here, the decryption procedure has no need to use $\boldsymbol{T}_{i}^{\left(v k_{i}^{*}\right)}$.
Game $_{4}$ : We change the key-generation method. For $i \in[v], \boldsymbol{A}_{i}^{\left(v k_{i}^{*}\right)} \leftarrow \mathbb{Z}_{q}^{n \times m}$.
Game $_{5}$ : We change the key generation and the generation method for the target ciphertext. The challenger takes $m v+l$ samples from $A_{s, \chi}$. Then, name them

$$
\left(\boldsymbol{A}_{i}^{\left(k_{i}^{*}\right)}, \boldsymbol{p}_{i}^{*}\right) \text { and }\left(\boldsymbol{U}, \boldsymbol{v}^{*}\right)
$$

Game $_{6}:$ We again change the generations. The challenger takes $m v+l$ samples form $U\left(\mathbb{Z}_{q}^{n} \times \mathbb{T}\right)$.

You can show the distances between each games are negligible. It is obvious that $\mathrm{Game}_{0}$ and $\mathrm{Game}_{1}$ are identical since we only change the timing. It is also easy to verify that $\mathrm{Game}_{1}$ and $\mathrm{Game}_{2}$ are computationally indistinguishable if OTS is strongly one-time secure. The use of PreVer immediately ensures the statistical indistinguishability between $\mathrm{Game}_{2}$ and $\mathrm{Game}_{3}$. In addition, the distance between $\mathrm{Game}_{3}$ and $\mathrm{Game}_{4}$ is negligible following from the statistical correctness of L.Gen. Game ${ }_{4}$ and Game $_{5}$ are computationally indistinguishable because $\operatorname{dLWE}(q, \chi)$ is hard. Hence, we have the following inequality,

$$
2 \cdot \mathbf{A d v}_{\operatorname{Pei}-\mathrm{KEM}}^{\operatorname{ind}-\mathrm{cca} 2}(n) \leq \mathbf{A d v}_{\mathrm{OTS}}^{\mathrm{ot}}(n)+\mathbf{A d v}_{\mathrm{dLWE}(q, \chi)}(n)+\operatorname{negl}(n)
$$

### 13.5 The Stehlé-Steinfeld-Tanaka-Xagawa PKE

Stehlé, Steinfeld, Tanaka, and Xagawa [SSTX09] proposed an ideal-lattice version of Peikert's scheme. It is very natural to consider the replacement $\boldsymbol{A}$ with $\check{a}$ in LWETrap yields a secure one-way trapdoor function. But this replacement induces several difficulties. Before discussions, we describe the ILWETrap.

Scheme 13.5.1 (ILWETrap [SSTX09]).
Setup $\left(1^{n}\right)$ : Given the security parameter $1^{n}$, output $1^{n}$.
KeyGen $\left(1^{n}\right)$ : Using ILPSF.TrapGen, obtain $\check{\boldsymbol{a}} \in R_{\mathbf{f}, q}^{m}$ and $\boldsymbol{T} \in R_{\mathrm{f}}^{m \times m}$ of a short basis of $M^{\perp}(\check{\boldsymbol{a}})$. In the following, $\boldsymbol{T}^{\prime}$ denote $\operatorname{Rot}_{\mathbf{f}}(\boldsymbol{T})$. We suppose that $\left\|\boldsymbol{T}^{\prime}\right\| \leq$ $L$.
$\operatorname{Eval}(e k=\check{\boldsymbol{a}}, m s g=\boldsymbol{s})$ : Suppose $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$. Choose $\boldsymbol{x} \leftarrow \Psi_{\alpha}^{m n}$ and compute $\boldsymbol{p} \leftarrow$ $\frac{1}{q} \operatorname{Rot}_{\mathbf{f}}(\check{\boldsymbol{a}})^{T} \boldsymbol{s}+\boldsymbol{x} \in \mathbb{T}^{m n}$. Output $g_{\check{\boldsymbol{a}}}(\boldsymbol{s}, \boldsymbol{x})=\overline{\boldsymbol{p}}=\left\lfloor q^{\prime} \cdot \boldsymbol{p}\right\rceil \bmod q^{\prime}$.
$\operatorname{lnv}(d k=\boldsymbol{T}, \overline{\boldsymbol{p}})$ : Given $\overline{\boldsymbol{p}}=g_{\boldsymbol{A}}(\boldsymbol{s}, \boldsymbol{x}) \in \mathbb{Z}_{q^{\prime}}^{m}$, let $\boldsymbol{p}^{\prime} \leftarrow \overline{\boldsymbol{p}} / q \in \mathbb{T}^{m}$, compute $\boldsymbol{y} \leftarrow$ $\boldsymbol{T}^{\prime-T} \cdot\left[\boldsymbol{T}^{\prime T} \boldsymbol{p}^{\prime}\right\rceil \bmod 1$, and computes $\boldsymbol{s}^{\prime}$ from $\boldsymbol{y}$ by solving $\boldsymbol{y}=\frac{1}{q} \operatorname{Rot}(\check{\boldsymbol{a}})^{T} \boldsymbol{s} \in \mathbb{T}^{m}$. (It can also output $\boldsymbol{x}^{\prime} \leftarrow \boldsymbol{p}^{\prime}-\frac{1}{q} \operatorname{Rot}_{\mathbf{f}}(\breve{\boldsymbol{a}})^{T} \boldsymbol{s} \in \mathbb{T}^{m}$.)
The problems are twofold. The one is an efficiency issue and the other is that the function is not pseudorandom if we assume the $\mathbf{f}$-sLWE assumption.

Recovering the efficiency: The transpose operation generally kills the efficiency advantage of the ideal-lattice version, since $\operatorname{Rot}_{\mathbf{f}}(\mathbf{a})^{T}$ may be not suited for the computation. Hence, we need $\tilde{O}\left(n^{2}\right)$ steps to multiply $\operatorname{Rot}_{\mathbf{f}}(\mathbf{a})^{T}$ and $s$.

Here, we set $\mathbf{f}=x^{n}+1$ and recall the reciprocal polynomial in Section 10.7,

$$
\operatorname{rec}(\mathbf{a})=\mathbf{a}(1 / x) \text { in } R_{\mathbf{f}} .
$$

Then, we have that

$$
\operatorname{Rot}_{\mathbf{f}}(\mathbf{a})^{T} \cdot \boldsymbol{s}=\operatorname{Rot}_{\mathbf{f}}(\operatorname{rec}(\mathbf{a})) \cdot \boldsymbol{s}=\operatorname{rec}(\mathbf{a}) \otimes \mathbf{s} .
$$

The operation rec takes only a small cost and we can compute $\operatorname{Rot}_{\mathbf{f}}(\mathbf{a})^{T} \boldsymbol{s}$ with $\tilde{O}(n)$ steps as in the before.

On pseudorandomness: Since $\operatorname{Rot}_{\mathbf{f}}(\mathbf{a})^{T}$ is very structured, we cannot show the pseudorandomness of $(\mathbf{a}, \operatorname{rec}(\mathbf{a}) \otimes \mathbf{s}+\mathbf{x})$, where $\mathbf{s} \leftarrow R_{\mathbf{f}, q}$ and $\mathbf{x} \leftarrow \bar{\Psi}_{\alpha}^{m}$ opposite to the success of the reduction from dLWE to sLWE. To circumvent this, Stehlé et al. [SSTX09] used the hardcore function extract the pseudorandomness. They employed the Goldreich-Levin hardcore functions with Toeplitz matrices [GL89, AC02, HMS04, KY06, KX09] which extract constant bits. In their paper, they assumed that the super-polynomial hardness of sLWE and extract $l=o(n)$ bits.

We left the two open problems; The one is efficient hardcore functions with tighter reductions to $\mathbf{f}$-sLWE problem. The other is showing $\mathbf{f}$-dLWE is hard on the average from the lattice assumptions.

## 14

## Identity-Based Encryption

Organization: We give the brief introduction in Section 14.1 Section 14.2 gives the definitions of schemes and security notions. Section 14.3 reviews the Gentry-Peikert-Vaikuntanathan identity-based encryption. In Section 14.4 we review the construction of hierarchical identity-based encryption schemes.

### 14.1 Introduction

After proposal of the concept of identity-based cryptosystems by Shamir [Sha85], many researchers have made the efforts on construction of identity-based encryption (IBE) schemes.

This was long-standing open problem in cryptography until 2001. The concrete IBE schemes are constructed by Sakai, Ogishi, and Kasahara [SOK01], Boneh and Franklin [BF03], and Cocks [Coc01]; the first and second ones are based on the pairing assumptions and the last one is based on the quadratic residue assumption.

Roughly speaking, these schemes are obtained by combining the signature schemes and the encryption schemes; Let $H:\{0,1\}^{*} \rightarrow K_{n}$ be the random oracle, where $K_{n}$ is an encryption-key space of the underlying encryption scheme. The master makes a key pair $(v k, s k) \leftarrow \operatorname{Sig} . \operatorname{KeyGen}\left(1^{n}\right)$ and publishes $v k$. The user encryption key is $e k_{i d}=H(i d)$ and the user decryption key is $d k_{i d}=\sigma_{i d} \leftarrow$ Sig.Sign(sk,id). Such correspondence yields an IBE scheme in the random oracle model.

Turning our eyes on lattice-based IBEs. The first proposal was done by Gentry, Peikert, and Vaikuntanathan [GPV08], which is obtained by combining GPV-FDH with Dual. After their construction, Agrawal and Boyen AB09, Cash, Hofheinz, and Kiltz [CHK09], and Peikert [Pei09b] proposed IBE schemes secure in the stan-
dard models. Cash et al. and Peikert also gave HIBEs on which the techniques are essentially same again. In addition, Cash et al. discussed the use of admissible hash functions to enhance the security to be fully secure and gave a concise proof (see the original paper [CHK09]).

We note that there is another IBE scheme by Boneh and Boyen [BB09], however, we cannot confirm their security.

### 14.2 Definitions

### 14.2.1 Model of Identity-based Encryption Schemes

An IBE scheme IBE is a quadruplet of algorithms (Setup, Ext, Enc, Dec).
Setup $\left(1^{n}\right)$ : A setup algorithm, given the security parameter $1^{n}$, outputs public parameters param and a master secret key msk.
$\operatorname{Ext}(m s k, i d)$ : An extraction algorithm, given msk and an identity $i d$, outputs a decryption key of the user $d k_{i d}$.

Enc(param, id, msg): An encryption algorithm, given param, id, and a message $m s g$, outputs a ciphertext $c t$.
$\operatorname{Dec}\left(d k_{i d}, c t\right):$ A decryption algorithm, given $d k_{i d}$ and $c t$, returns a message $m s g$.

### 14.2.2 Model of Hierarchical Identity-based Encryption Schemes

A HIBE scheme HIBE is a tuple of algorithms (Setup, Ext, Delg, Enc, Dec). id = $\left(i d_{1}, \ldots, i d_{l}\right) .\left.\boldsymbol{i d}\right|_{i}=\left(i d_{1}, \ldots, i d_{i}\right)$ the $i$-th prefix of $\boldsymbol{i d}$.
Setup $\left(1^{n}\right)$ : A setup algorithm, given the security parameter $1^{n}$, outputs public parameters param and a master secret key msk.
$\operatorname{Ext}(m s k, i d)$ : An extraction algorithm, given $m s k$ and an identity id of length at most $d$, outputs a decryption key of the user $d k_{i d}$.
$\operatorname{Delg}\left(d k_{\left.i d\right|_{l-1}}, i d\right)$ : A secret-key delegation algorithm, given a decryption key $d k_{\left.i \boldsymbol{d}\right|_{l-1}}$ for a parent $\left.\boldsymbol{i d}\right|_{l-1}$ and an identity $\boldsymbol{i d}$ of length at most $d$, outputs a decryption key of the user $d k_{i d}$ for the user id.

Enc(param,id,msg): An encryption algorithm, given param, id of length at most $d$, and a message $m s g$, outputs a ciphertext $c t$.
$\operatorname{Dec}\left(d k_{i d}, c t\right):$ A decryption algorithm, given $d k_{i d}$ and $c t$, returns a message $m s g$.

### 14.2.3 Security Notions

Roughly speaking, the security denotes the adversary cannot distinguish two ciphertexts of its chosen messages even if it can access to the extraction oracle. We note that there are two modes of attacks. The one is a selective ID mode, where
the adversary must commit the target identity at the start of the game. The other is a full ID mode, where the adversary can choose the target identity at the challenge phase. Obviously, if IBE is goal-fID-atk-secure it is also goal-sID-atk-secure.

We start to recall the weaker security notion ind-sID-atk security. Consider the experiment $\operatorname{Exp}_{\mathrm{IBE}, \mathcal{A}}^{\text {ind-sid }}(n)$ between the challenger $\mathcal{C}$ and the adversary $\mathcal{A}$.

Experiment $\operatorname{Exp}_{\mid \mathrm{BE}, \mathcal{A}}^{\text {ind-sID-atk }}(n)$ :
Initiating Phase: The adversary commits an identity $i d^{*}$ to the challenger, which is the target identity of the adversary.
Setup Phase: The challenger $C$ takes the security parameter $1^{n}$ and obtains (param, msk) $\leftarrow \operatorname{Setup}\left(1^{n}\right)$. It gives param to the adversary $\mathcal{A}$.
Learning Phase 1: The adversary can issue queries to the oracle Extract. Additionally, $\mathcal{A}$ can issue queries to the oracle DEc if atk $\in\{$ cca1, cca2 $\}$.

- The oracle Extract receives input id. If $i d=i d^{*}$, the challenger outputs 0 and halts. Otherwise, the oracle responds $d k_{i d} \leftarrow \operatorname{Ext}(m s k, i d)$.
- The oracle Dec receives inputs $c t$ and returns $m s g \leftarrow \operatorname{Dec}(d k, c t)$.

Challenge Phase: The adversary $\mathcal{A}$ outputs two plaintexts $m s g_{0}$ and $m s g_{1}$. The challenger flips a coin $b \leftarrow\{0,1\}$, sets the target ciphertext to be $c t^{*} \leftarrow \operatorname{Enc}\left(\right.$ param, $i d^{*}, m s g_{b}$ ), and sends $c t^{*}$ to the adversary.
Learning Phase 2: Again, the adversary can issue queries to the oracle Extract. If atk $=\mathrm{cca} 2$, it also can issue queries to the oracle Dec.

- The oracle Extract receives input id. If $i d=i d^{*}$, the challenger outputs 0 and halts. Otherwise, the oracle responds $d k_{i d} \leftarrow \operatorname{Ext}(m s k, i d)$.
- The oracle Dec receives inputs $i d$ and $c t$. If $i d=i d^{*}$ and $c t=c t^{*}$, the challenger outputs 0 and halts. Otherwise, the oracle returns $m s g \leftarrow$ $\operatorname{Dec}\left(d k_{i d}, c t\right)$.
Guessing Phase: Finally, $\mathcal{A}$ outputs a guess $b^{\prime} \in\{0,1\}$. If $b^{\prime}=b$ the challenger outputs 1 , otherwise 0 .
Definition 14.2.1. Let IBE = (Setup, Extract, Enc, Dec) be an identity-based encryption scheme, $\mathcal{A}$ an adversary, and $n$ a security parameter. We define the advantage of $\mathcal{A}$ as

$$
\mathbf{A d v}_{\mathrm{IBE}, \mathcal{A}}^{\text {ind-sID-atk }}(n)=\left|\operatorname{Pr}\left[\mathbf{E x p}_{\mathrm{IBE}, \mathcal{A}}^{\text {ind-sID-atk }}(n)=1\right]-\frac{1}{2}\right|
$$

We say that IBE is ind-sID-atk secure if $\operatorname{Adv}_{\text {IBE, }}{ }^{\text {ind }}$ (atk $(\cdot)$ is negligible for every polynomial-time adversary $\mathcal{A}$.

We next define the full ID security. In this mode, the adversary can determine a target ID in the challenge phase.

Consider the experiment $\mathbf{E x p}_{\mathrm{BE}, \mathcal{A}}^{\text {ind-fID-atk }}(n)$ between the challenger $\mathcal{C}$ and the adversary $\mathcal{A}$.

Experiment Exp $\operatorname{ExB}_{\mid \mathrm{BE}, \mathcal{A}}^{\text {ind-fid }}(n)$ :
Setup Phase: The challenger $C$ takes the security parameter $1^{n}$ and obtains $($ param, $m s k) \leftarrow \operatorname{Setup}\left(1^{n}\right)$. It gives param to the adversary $\mathcal{A}$.
Learning Phase 1: The adversary can issue queries to the oracle Extract. Additionally, $\mathcal{A}$ can issue queries to the oracle Dec if atk $\in\{$ cca1, cca2 $\}$.

- The oracle Extract receives input id. The oracle responds $d k_{i d} \leftarrow$ $\operatorname{Ext}(m s k, i d)$.
- The oracle Dec receives inputs $c t$ and returns $m s g \leftarrow \operatorname{Dec}(d k, c t)$.

Challenge Phase: The adversary $\mathcal{A}$ outputs two plaintexts $m s g_{0}$ and $m s g_{1}$, and a target identity $i d^{*}$. If $i d^{*}$ is queried to the oracle Extract in the learning phase 1 , the challenger $C$ outputs 0 and halts. Otherwise, the challenger flips a coin $b \leftarrow\{0,1\}$, sets the target ciphertext to be $c t^{*} \leftarrow$ Enc(param, $i d^{*}, m s g_{b}$ ), and sends $c t^{*}$ to the adversary.
Learning Phase 2: Again, the adversary can issue queries to the oracle Extract. If atk $=\mathrm{cca} 2$, it can issue queries to the oracle Dec.

- The oracle Extract receives input id. If $i d=i d^{*}$, the challenger outputs 0 and halts. Otherwise, the oracle responds $d k_{i d} \leftarrow \operatorname{Ext}(m s k, i d)$.
- The oracle Dec receives inputs id and $c t$. If $i d=i d^{*}$ and $c t=c t^{*}$, the challenger outputs 0 and halts. Otherwise, the oracle returns $m s g \leftarrow$ $\operatorname{Dec}\left(d k_{i d}, c t\right)$.
Guessing Phase: Finally, $\mathcal{A}$ outputs a guess $b^{\prime} \in\{0,1\}$. If $b^{\prime}=b$ the challenger outputs 1 , otherwise 0 .

Definition 14.2.2. Let IBE $=($ Setup, Extract, Enc, Dec) be an identity-based encryption scheme, $\mathcal{A}$ an adversary, and $n$ a security parameter. We define the advantage of $\mathcal{A}$ as

$$
\operatorname{Adv}_{\mathrm{IBE}, \mathcal{A}}^{\text {ind-fID-atk }}(n)=\left|\operatorname{Pr}\left[\mathbf{E x p}_{\mathrm{IBE}, \mathcal{A}}^{\text {ind-fID-atk }}(n)=1\right]-\frac{1}{2}\right|
$$

We say that IBE is ind-fID-atk secure if $\operatorname{Adv}_{\text {IBE, }}$ 解 ind -atk $(\cdot)$ is negligible for every polynomial-time adversary $\mathcal{A}$.

To extend these notation to HIBE, we add the new oracle Delegate. We omit the details of the definitions.

### 14.3 The Gentry-Peikert-Vaikuntanathan IdentityBased Encryption Scheme

This is the first identity-based encryption scheme based on lattice problems. Intuitively, the public parameter and the master key corresponds the verification key and the secret key of the GPV signature scheme. The decryption key of the iden-

### 14.4. THE CASH-HOFHEINZ-KILTZ HIERARCHICAL IDENTITY-BASED ENCRYPTION SCHEME

tity $i d$ is the signature $\sigma$ on the message $i d$. Notice that the decryption key of Dual corresponds to $\sigma$.

### 14.3.1 Description

Scheme 14.3.1 (GPV-IBE [GPV08]). We model $H:\{0,1\}^{*} \rightarrow \mathbb{Z}_{q}^{n \times l}$ as the random oracle.
$\operatorname{Setup}(n)$ : On input the security parameter $n$, invoke the trapdoor algorithm LPSF.TrapGen $\left(1^{n}\right)$ in Chapter 10 and obtain $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ and its basis $\boldsymbol{T} \in \mathbb{Z}^{m \times m}$ such that $\|\tilde{\boldsymbol{T}}\| \leq L$. Output param $=\boldsymbol{A}$ and $m s k=\boldsymbol{T}$.
$\operatorname{Extract}(p a r a m=\boldsymbol{A}, i d)$ : On input the identity id, compute $\left[\boldsymbol{u}_{i d, 1}, \ldots, \boldsymbol{u}_{i d, l}\right]=$ $\boldsymbol{U}_{i d} \leftarrow H(i d)$. Then, invoke the GPV sampling algorithm $\boldsymbol{e}_{i d, i} \leftarrow$ LPSF.SamplePre $\left(\boldsymbol{A}, \boldsymbol{T}, s, \boldsymbol{u}_{i d, i}\right)$. Output $d k_{i d}=\boldsymbol{E}_{i d}=\left[\boldsymbol{e}_{i d, 1}, \ldots, \boldsymbol{e}_{i d, l}\right]$ as user's decryption key.
Enc $(i d, m s g=\boldsymbol{b}):$ First generate $\boldsymbol{U}_{i d} \leftarrow H(i d)$. Then, generate $\boldsymbol{s} \leftarrow \mathbb{Z}_{q}^{n}$ and $\boldsymbol{x} \leftarrow \chi^{m}$. Compute $\boldsymbol{p}=\boldsymbol{A}^{T} \boldsymbol{s}+\boldsymbol{x} \in \mathbb{Z}_{q}^{m}$. For message $\boldsymbol{b} \in \mathbb{Z}_{p}^{l}$, compute $\boldsymbol{w}=\operatorname{encode}(\boldsymbol{b}) \in \mathbb{Z}_{q}^{l}$. Then, the ciphertext is $\left(\boldsymbol{p}, \boldsymbol{c}=\boldsymbol{U}^{T} \boldsymbol{s}+\boldsymbol{w}\right)$.
$\operatorname{Dec}\left(d k_{i d}=\boldsymbol{E}_{i d}, c t=(\boldsymbol{p}, \boldsymbol{c})\right)$. Compute $\boldsymbol{d}=\boldsymbol{c}-\boldsymbol{E}_{i d}^{T} \boldsymbol{p} \in \mathbb{Z}_{q}^{l}$. Output the plaintext $\boldsymbol{b} \in \mathbb{Z}_{p}^{l}$ by computing decode( $\left.\boldsymbol{d}\right)$.

Theorem 14.3.2 (Correctness, [GPV08]). Let $\chi=\bar{\Psi}_{\alpha}, s \geq L \cdot \omega(\sqrt{\log n}), q \geq$ $5(m+1)$ ps and $1 / \alpha \geq p s \sqrt{m+1} \cdot \omega(\sqrt{\log n})$. Then the scheme is correct.

The proof is obtained by an analogy of one of Theorem 12.9.2.

### 14.3.2 Security Proof

The security proof is obtained by combination of ones of Theorem 12.9.3 and Theorem 11.3.3. Hence, we omit the proof.
Theorem 14.3.3 (Security, GPV08]). Let $\chi=\bar{\Psi}_{\alpha}, m \geq 2(n+l) \log q$ and $s=\omega(\sqrt{\log m})$. The above IBE is IND-fID-CPA secure under the $\operatorname{dLWE}(q, \chi)$ assumption.

### 14.4 The Cash-Hofheinz-Kiltz Hierarchical IdentityBased Encryption Scheme

Very recently three papers, Agrawal and Boyen [AB09], Cash, Hofheinz, and Kiltz [CHK09], and Peikert [Pei09b], proposed identity-based encryption schemes without the random oracles. Here, we omit description of the Agrawal-Boyen IBE since it is included by the Cash-Hofheinz-Kiltz HIBE in the standard model by setting the depth $d=1$.

### 14.4. THE CASH-HOFHEINZ-KILTZ HIERARCHICAL IDENTITY-BASED ENCRYPTION SCHEME

Ideas for identity-based encryption: We first give the idea of the IBEs, which often appears in cryptography. Recall the Peikert KEM. In the scheme, the public key for $v k \in\{0,1\}^{l}$ is $\boldsymbol{A}_{v k}=\left[\boldsymbol{A}_{1}^{\left(v k_{1}\right)}|\ldots| \boldsymbol{A}_{v}^{\left(v k_{v}\right)}\right]$. We replace $v k$ with $i d \in\{0,1\}^{v}$ and the encryption is done as Dual.

Let $\left(\left\{\boldsymbol{A}_{i}^{(b)}\right\}, \boldsymbol{u}\right)$ be the public parameter (master's public key). The master has corresponding trapdoors $\left\{\boldsymbol{T}_{i}^{(b)}\right\}$. The extraction is done by as follows: (1) generate $\boldsymbol{A}_{i d}=\left[\boldsymbol{A}_{1}^{\left(i d_{1}\right)}|\ldots| \boldsymbol{A}_{v}^{\left(i d_{v}\right)}\right]$ and generate $\boldsymbol{T}_{i d}$ by "extending control" in Section 10.8 and (2) obtain $\boldsymbol{e}_{i d} \in \mathbb{Z}^{m l}$ such that $\boldsymbol{A}_{i d} \boldsymbol{e}_{i d} \equiv \boldsymbol{u}(\bmod q)$. The user secret key is $\boldsymbol{e}_{i d}$. Then, the encryption and decryption procedures are the same to the one of Dual.

To show the security in the standard model, the simulator must extract for any $i d \neq i d^{*}$. Thus, the simulator, given $i d^{*}$ from the adversary, implant the challenge into $\boldsymbol{A}_{i}^{\left(i d_{i}^{*}\right)}$ and generate trapdoors $\boldsymbol{T}_{i}^{\left(1-i d_{i}^{*}\right)}$. If $i d \neq i d^{*}$, there is some index $j \in[\lambda]$ such that $i d_{j} \neq i d_{j}^{*}$. Hence, using the trapdoor $\boldsymbol{T}_{j}^{\left(i d_{j}\right)}$, the simulator can generate $\boldsymbol{e}_{i d}$.

The extraction is simplified by adding $\boldsymbol{A}_{0}$ into the public parameter. The master generates $\left(\boldsymbol{A}_{0}, \boldsymbol{T}_{0}\right)$ and generates random matrices $\boldsymbol{A}_{i}^{(b)}$ for $i \in[\lambda]$ and $b \in\{0,1\}$. Then, the use public key is defined as $\boldsymbol{A}_{i d}=\left[\boldsymbol{A}_{0}\left|\boldsymbol{A}_{1}^{\left(i d_{1}\right)}\right| \ldots \mid \boldsymbol{A}_{\lambda}^{\left(i d_{\lambda}\right)}\right]$.

To expand the identity space $\{0,1\}^{\lambda}$ to $\{0,1\}^{*}$, we can use the collisionresistant hash function $H:\{0,1\}^{*} \rightarrow\{0,1\}^{\lambda}$. Let $t \leftarrow H(i d)$ and redefine $\boldsymbol{A}_{i d}=\left[\boldsymbol{A}_{0}\left|\boldsymbol{A}_{1}^{\left(t_{1}\right)}\right| \ldots \mid \boldsymbol{A}_{\lambda}^{\left(t_{\lambda}\right)}\right]$.

Ideas for hierarchical identity-based encryption: In order to delegate the power of the extraction, we can use "randomized control" in Section 10.8. The maximal depth is set to $d$. Consider id $=\left(i d_{1}, \ldots, i d_{k}\right) \in\left(\{0,1\}^{*}\right)^{k}$ for $k \in[d]$.

The master generates $\boldsymbol{A}_{0} \in \mathbb{Z}_{q}^{n \times m}$ and $\left.\boldsymbol{C}_{i, j}^{( } b\right) \in \mathbb{Z}_{q}^{n \times v}$ for $i \in[d], j \in[\lambda]$, and $b \in\{0,1\}$ and choose $H_{i}:\{0,1\}^{*} \rightarrow\{0,1\}^{\lambda}$ for $i \in[d]$.

The user encryption key is defined as follows: For $i d_{i}$, let us define $\boldsymbol{A}_{i, i d_{i}}=$ $\left[\boldsymbol{C}_{i, 1}^{\left(t_{1}\right)}|\ldots| \boldsymbol{C}_{i, \lambda}^{\left(t_{\lambda}\right)}\right]$, where $\left(t_{1}, \ldots, t_{\lambda}\right)=H_{i}\left(i d_{i}\right)$. For $\boldsymbol{i d}=\left(i d_{1}, \ldots, i d_{k}\right), \boldsymbol{A}_{\boldsymbol{i d}}=$ $\left[\boldsymbol{A}_{0}\left|\boldsymbol{A}_{1, i d_{1}}\right| \ldots \mid \boldsymbol{A}_{k, i d_{k}}\right]$.

This does not change the spirit of the user encryption key. The split enables us to delegate the basis. For any $\boldsymbol{i d}=\left(i d_{1}, \ldots, i d_{k}\right)$, define $\boldsymbol{i d} \mid k-1=\left(i d_{1}, \ldots, i d_{k-1}\right)$, the parent of $\boldsymbol{i d}$. Suppose that the parent $\boldsymbol{i d} \mid k-1$ has a basis $\boldsymbol{T}_{\boldsymbol{i d} \mid k-1}$ with quality $L(k-1)$ of a lattice $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{\boldsymbol{i d} \mid k-1}\right)$. Cash et al. [CHK09] and Peikert [Pei09b] proposed "delegation of the basis" (or "randomized control") which allows $i d \mid k-1$ to generate a basis $\boldsymbol{T}_{\boldsymbol{i d}}$ of a lattice $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{\boldsymbol{i d}}\right)$; Compute a basis $\boldsymbol{T}^{\prime}$ of the lattice $\Lambda_{i \boldsymbol{i d}}=\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{\boldsymbol{i d}}\right)$ and take samples from $D_{\Lambda_{i d}, s(k-1)}$, where $s(k-1)$ will be defined later. The obtained basis has a quality $L(k)=s(k-1) \cdot \sqrt{m(k-1)}$, where $m(k-1)=m+(k-1) \lambda v$.

We have introduced the parameters $m(k), L(k), s(k)$ for $k=0, \ldots, d$. They are defined inductively as follows:

$$
\begin{array}{lll}
m_{0}=m, & L_{0}=L, & s_{0}=L \cdot \omega(\sqrt{\log n}) \\
m_{k}=m+k \lambda v, & L_{k}=s_{k-1} \cdot \sqrt{m_{k-1}} \cdot \omega\left(\sqrt{\log m_{k-1}}\right), & s_{k}=L_{k} \cdot \omega(\sqrt{\log n}) .
\end{array}
$$

### 14.4. THE CASH-HOFHEINZ-KILTZ HIERARCHICAL IDENTITY-BASED ENCRYPTION SCHEME

For simplicity, we let $g(n)=\omega(\sqrt{\log n})$ and obtain

$$
\begin{aligned}
m_{d} & =m+d \lambda v \\
L_{d} & \leq L \cdot\left(m_{d}\right)^{d / 2} \cdot g^{d} \cdot \omega\left(\log ^{d / 2} m_{d}\right) \\
s_{d} & \leq L \cdot\left(m_{d}\right)^{d / 2} \cdot g^{d+1} \cdot \omega\left(\log ^{d / 2} m_{d}\right)
\end{aligned}
$$

### 14.4.1 Descriptions

Cash et al. defined $v=m$ and use the Alwen-Peikert constructions 1 and 2 (see Section 10.3.2 and Section 10.3.3).

Scheme 14.4.1 (CHK-HIBE [CHK09]). The maximal depth is $d$. We use $\mathcal{H}_{n}=$ $\left\{H:\{0,1\}^{*} \rightarrow\{0,1\}^{\lambda}\right\}$ a family of hash functions.
$\operatorname{Setup}(n)$ : On input the security parameter $n$, invoke the trapdoor algorithm LPSF.TrapGen $\left(1^{n}\right)$ in Chapter 10 and obtain $\boldsymbol{A}_{0} \in \mathbb{Z}_{q}^{n \times m}$ and its basis $\boldsymbol{T} \in$ $\mathbb{Z}^{m \times m}$ such that $\|\tilde{\boldsymbol{T}}\| \leq L$. Next, generate random matrices $\boldsymbol{C}_{i, j}^{(b)} \leftarrow \mathbb{Z}_{q}^{n \times m}$ for $i \in[d], j \in[\lambda]$ and $b \in\{0,1\}$. Additionally, choose $\boldsymbol{U}=\left[\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{l}\right] \leftarrow \mathbb{Z}_{q}^{n \times l}$ and $H_{i} \leftarrow \mathcal{H}_{n}$. Output param $=\left(\boldsymbol{A}_{0}, \boldsymbol{U},\left\{\boldsymbol{C}_{i, j}^{(b)}\right\},\left\{H_{i}\right\}\right)$ and $m s k=\boldsymbol{T}$.
$\operatorname{Ext}\left(\right.$ param $\left.=\boldsymbol{A}_{0}, m s k=\boldsymbol{T}, \boldsymbol{i d}\right):$ For an identity $\boldsymbol{i d}=\left(i d_{1}, \ldots, i d_{k}\right)$, define $\boldsymbol{A}_{\boldsymbol{i d}}=$ $\left[\boldsymbol{A}_{0}\left|\boldsymbol{A}_{1, i d_{1}}\right| \ldots \mid \boldsymbol{A}_{k, i d_{k}}\right] \in \mathbb{Z}_{q}^{n \times(\lambda k+1) m}$, where $\boldsymbol{A}_{i, i d_{i}} \leftarrow\left[\boldsymbol{C}_{i, 1}^{\left(t_{1}\right)}|\ldots| \boldsymbol{C}_{i, \lambda}^{\left(t_{\lambda}\right)}\right] \in \mathbb{Z}_{q}^{n \times \lambda m}$ for $\left(t_{1}, \ldots, t_{\lambda}\right) \leftarrow H_{i}\left(i d_{i}\right) \in\{0,1\}^{\lambda}$. Using a short basis $\boldsymbol{T}$ of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{0}\right)$, it samples a basis $\boldsymbol{T}_{\boldsymbol{i d}}$ of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{\boldsymbol{i d}}\right)$ and $\boldsymbol{E}_{\boldsymbol{i d}}=\left[\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{l}\right]$, where $\boldsymbol{e}_{i} \leftarrow$ LPSF.SamplePre $\left(\boldsymbol{A}_{\boldsymbol{i d}}, \boldsymbol{T}_{\boldsymbol{i d}}, s(k), \boldsymbol{u}_{i}\right)$. Output $d k_{\boldsymbol{i d}}=\left(\boldsymbol{T}_{\boldsymbol{i d}}, \boldsymbol{E}_{\boldsymbol{i d}}\right)$.
$\operatorname{Delg}\left(\right.$ param $=\boldsymbol{A}_{0}, u s k_{\boldsymbol{i d} \mid k-1}=\left(\boldsymbol{T}_{\boldsymbol{i d} \mid k-1}, \boldsymbol{E}_{\boldsymbol{i d} \mid k-1}\right)$, id $)$ : It will output usk $\boldsymbol{i d}_{\boldsymbol{i d}}=$ $\left(\boldsymbol{T}_{\boldsymbol{i} \boldsymbol{d}}, \boldsymbol{e}_{\boldsymbol{i d}}\right)$. Define $\boldsymbol{A}_{\boldsymbol{i d}}$ as in the above. Using a short basis $\boldsymbol{T}_{\boldsymbol{i d} \mid k-1}$ of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{\boldsymbol{i d} \mid k-1}\right)$, it construct a short basis $\boldsymbol{T}^{\prime}$ of the lattice $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{\boldsymbol{i d}}\right)$. Then, it samples a basis $\boldsymbol{T}_{\boldsymbol{i d}}$ of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{\boldsymbol{i d}}\right)$ and $\boldsymbol{E}_{\boldsymbol{i d}}=\left[\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{l}\right]$ where $\boldsymbol{e}_{i} \leftarrow$ SamplePre $\left(\boldsymbol{A}_{\boldsymbol{i d}}, \boldsymbol{T}^{\prime}, s(k), \boldsymbol{u}_{i}\right)$. Output $d k_{i \boldsymbol{d}}=\left(\boldsymbol{T}_{\boldsymbol{i d}}, \boldsymbol{E}_{\boldsymbol{i d}}\right)$.
Enc(param, id, $m s g=\boldsymbol{b} \in \mathbb{Z}_{p}^{l}$ ): First generate $\boldsymbol{A}_{\boldsymbol{i d}}$ as in the above. Then, generate $\boldsymbol{s} \leftarrow \mathbb{Z}_{q}^{n}$ and $\boldsymbol{x} \leftarrow \chi^{k m}$. Compute $\boldsymbol{p}=\boldsymbol{A}_{\boldsymbol{i d}}^{T} \boldsymbol{s}+\boldsymbol{x} \in \mathbb{Z}_{q}^{k m}$. Compute $\boldsymbol{c}=\boldsymbol{U}_{\boldsymbol{i d}}^{T} \boldsymbol{s}+\boldsymbol{x}^{\prime}+\operatorname{encode}(\boldsymbol{b})$, where $\boldsymbol{x}^{\prime} \leftarrow \chi^{l}$. Then, the ciphertext is $(\boldsymbol{p}, \boldsymbol{c})$.
$\operatorname{Dec}\left(u s k_{i d}=\left(\boldsymbol{T}_{i \boldsymbol{d}}, \boldsymbol{E}_{\boldsymbol{i d}}\right), c t=(\boldsymbol{p}, \boldsymbol{c})\right)$. Compute $\boldsymbol{d}=\boldsymbol{c}-\boldsymbol{E}_{\boldsymbol{i d}}^{T} \boldsymbol{p} \in \mathbb{Z}_{q}^{l}$. Output the plaintext $\boldsymbol{b} \in \mathbb{Z}_{p}^{l}$ by computing decode $(\boldsymbol{d})$.
They define admissible hash functions as a variant of the definition from [BB04]. For the details, see the original papers [BB04, CHK09]. Cash et al. showed the following security results.

Theorem 14.4.2 ([CHK09]). Let $q \geq 5 \cdot s_{d} \cdot(m+l)$, $\chi=\bar{\Psi}_{\alpha}, 1 / \alpha \geq s_{d}$. $\sqrt{(\lambda d+1) m+l} \cdot \omega(\sqrt{\log n})$. If $\mathcal{H}_{n}$ is collision resistant, then the above HIBE is ind-sID-cpa secure. If $\mathcal{H}_{n}$ is a family of admissible hash functions, then the above HIBE is ind-fID-cpa secure.

### 14.4.2 Another Scheme

Cash et al. [CHK09] also proposed the HIBE secure in the random oracle model. This scheme can be considered as the direct generalization of GPV-HIBE.
Scheme 14.4.3 (CHK-HIBEinROM [CHK09]). We model $G:\{0,1\}^{*} \rightarrow \mathbb{Z}_{q}^{n}$ and $H:\{0,1\}^{*} \rightarrow \mathbb{Z}_{q}^{n \times m}$ as the random oracles.
$\operatorname{Setup}(n)$ : On input the security parameter $n$, invoke the trapdoor algorithm LPSF.TrapGen $\left(1^{n}\right)$ in Chapter 10 and obtain $\boldsymbol{A}_{0} \in \mathbb{Z}_{q}^{n \times m}$ and its basis $\boldsymbol{T} \in$ $\mathbb{Z}^{m \times m}$ such that $\|\tilde{\boldsymbol{T}}\| \leq \tilde{L}$. Output param $=\boldsymbol{A}_{0}$ and $m s k=\boldsymbol{T}$.
$\operatorname{Ext}\left(\right.$ param $\left.=\boldsymbol{A}_{0}, m s k=\boldsymbol{T}, \boldsymbol{i d}\right):$ Define $\boldsymbol{A}_{\boldsymbol{i d}}=\left[\boldsymbol{A}_{0}\left|\boldsymbol{A}_{1}\right| \ldots \mid \boldsymbol{A}_{k}\right] \in \mathbb{Z}_{q}^{n \times(k+1) m}$, where $\boldsymbol{A}_{i} \leftarrow H(\boldsymbol{i d}, \boldsymbol{i}) \in \mathbb{Z}_{q}^{n \times m}$, and $\boldsymbol{u}_{\boldsymbol{i d}} \leftarrow G(\boldsymbol{i d}) \in \mathbb{Z}_{q}^{n}$. Using a short basis $\boldsymbol{T}$ of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{0}\right)$, it samples a basis $\boldsymbol{T}_{\boldsymbol{i d}}$ of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{\boldsymbol{i d}}\right)$ and $\boldsymbol{e}_{\boldsymbol{i d}} \leftarrow$ LPSF.SamplePre $\left(\boldsymbol{A}_{\boldsymbol{i d} \mid k-1}, \boldsymbol{T}_{\boldsymbol{i d} \mid k-1}, s(k), \boldsymbol{u}_{\boldsymbol{i d}}\right)$. Output $d k_{\boldsymbol{i d}}=\left(\boldsymbol{T}_{\boldsymbol{i d} \boldsymbol{d}}, \boldsymbol{e}_{\boldsymbol{i d} \boldsymbol{d}}\right)$.
$\operatorname{Delg}\left(\right.$ param $\left.=\boldsymbol{A}_{0}, u s k_{\boldsymbol{i d} \mid k-1}=\left(\boldsymbol{T}_{\boldsymbol{i d} \mid k-1}, \boldsymbol{e}_{\boldsymbol{i d} \mid k-1}\right), \boldsymbol{i d}\right): \operatorname{usk}_{\boldsymbol{i d}}=\left(\boldsymbol{T}_{\boldsymbol{i} \boldsymbol{d}}, \boldsymbol{e}_{\boldsymbol{i d}}\right)$. Define $\boldsymbol{A}_{\boldsymbol{i d}}$ and $\boldsymbol{u}_{\boldsymbol{i d}}$ as in the above. Using a short basis $\boldsymbol{T}_{\boldsymbol{i d} \mid k-1}$ of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{\boldsymbol{i} \boldsymbol{d} \mid k-1}\right)$, it samples a basis $\boldsymbol{T}_{\boldsymbol{i d}}$ of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{\boldsymbol{i d}}\right)$ and $\boldsymbol{e}_{\boldsymbol{i d}} \leftarrow$ LPSF.SamplePre $\left(\boldsymbol{A}_{\boldsymbol{i d} \mid k-1}, \boldsymbol{T}_{\boldsymbol{i} \boldsymbol{d} \mid k-1}, s(k), \boldsymbol{u}_{\boldsymbol{i d}}\right)$. Output $d k_{\boldsymbol{i d}}=\left(\boldsymbol{T}_{\boldsymbol{i d}}, \boldsymbol{e}_{\boldsymbol{i d}}\right)$.
Enc(param, id, $m s g=w \in \mathbb{Z}_{p}$ ): First generate $\boldsymbol{A}_{\boldsymbol{i d} \mid k-1}$ as in the above. Then, generate $\boldsymbol{s} \leftarrow \mathbb{Z}_{q}^{n}$ and $\boldsymbol{x} \leftarrow \chi^{k m}$. Compute $\boldsymbol{p}=\boldsymbol{A}_{\boldsymbol{i d} \mid k-1}^{T} \boldsymbol{s}+\boldsymbol{x} \in \mathbb{Z}_{q}^{k m}$. Compute $c=\boldsymbol{u}_{\boldsymbol{i d}}^{T} \boldsymbol{s}+x^{\prime}+\operatorname{encode}(w)$, where $\boldsymbol{x} \leftarrow \chi$. Then, the ciphertext is $(\boldsymbol{p}, c)$.
$\operatorname{Dec}\left(u s k_{i d}=\left(\boldsymbol{T}_{i \boldsymbol{d}}, \boldsymbol{e}_{\boldsymbol{i d}}\right), c t=(\boldsymbol{p}, c)\right)$. Compute $d=c-\boldsymbol{e}_{\boldsymbol{i d}}^{T} \boldsymbol{p} \in \mathbb{Z}_{q}$. Output the plaintext $w \in \mathbb{Z}_{p}$ by computing decode $(d)$.

### 14.5 Peikert's "Bonsai" Key-Encapsulation Mechanism

Peikert also proposed hierarchical identity-based encryption scheme. This scheme can be considered as optimized variant of the CHK-HIBE.

First, if each component $i d_{i}$ of $\boldsymbol{i d}$ is restricted to $\lambda$-bit, we have no need to introduce the hash function $H_{i}$ (because the identity map is collision resistant). Second, using LWE-KEM $=$ (K.Gen, K.Encaps, K.Decaps) Section 13.4), $\boldsymbol{e}_{\boldsymbol{i d}}$ is eliminated since the basis $\boldsymbol{T}_{\boldsymbol{i d}}$ suffices to decrypt. Third, he and Alwen improved the trapdoor generation (the third construction in Section 10.3.4).

### 14.5.1 Descriptions

Scheme 14.5.1 (Bonsai-HIBKEM [Pei09b]). Suppose that the maximal depth is $d$. Let $m=m_{1}+m_{2}$.
$\operatorname{Setup}(n)$ : On input the security parameter $n$, invoke the trapdoor algorithm LPSF.TrapGen $\left(1^{n}\right)$ in Chapter 10 and obtain $\boldsymbol{A}_{0} \in \mathbb{Z}_{q}^{n \times m}$ and its basis $\boldsymbol{T} \in$ $\mathbb{Z}^{m \times m}$ such that $\|\tilde{\boldsymbol{T}}\| \leq L$. Next, generate random matrices $\boldsymbol{C}_{i, j}^{(b)} \leftarrow \mathbb{Z}_{q}^{n \times m_{2}}$ for
$i \in[d], j \in[\lambda]$ and $b \in\{0,1\}$. Additionally, choose $\boldsymbol{U}=\left[\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{l}\right] \leftarrow \mathbb{Z}_{q}^{n \times l}$. Output param $=\left(\boldsymbol{A}_{0}, \boldsymbol{U},\left\{\boldsymbol{C}_{i, j}^{(b)}\right\},\left\{H_{i}\right\}\right)$ and $m s k=\boldsymbol{T}$.
Ext(param $\left.=\boldsymbol{A}_{0}, m s k=\boldsymbol{T}, \boldsymbol{i d}\right):$ For an identity $\boldsymbol{i d}=\left(i d_{1}, \ldots, i d_{k}\right)$, define $\boldsymbol{A}_{\boldsymbol{i} \boldsymbol{d}}=$ $\left[\boldsymbol{A}_{0}\left|\boldsymbol{A}_{1, i d_{1}}\right| \ldots \mid \boldsymbol{A}_{k, i d_{k}}\right]$ where $\boldsymbol{A}_{i, i d_{i}} \leftarrow\left[\boldsymbol{C}_{i, 1}^{\left(t_{1}\right)}|\ldots| \boldsymbol{C}_{i, \lambda}^{\left(t_{1}\right)}\right] \in \mathbb{Z}_{q}^{n \times \lambda m_{2}}$ for $t=i d_{i}$. Using a short basis $\boldsymbol{T}$ of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{0}\right)$, it samples a basis $\boldsymbol{T}_{\boldsymbol{i} \boldsymbol{d}}$ of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{\boldsymbol{i d}}\right)$. Output $d k_{i d}=\boldsymbol{T}_{i d}$.
Delg(param $\left.=\boldsymbol{A}_{0}, u s k_{\boldsymbol{i d} \mid k-1}=\boldsymbol{T}_{\boldsymbol{i d} \mid k-1}, \boldsymbol{i d}\right)$ : Define $\boldsymbol{A}_{\boldsymbol{i d}}$ as in the above. Using a short basis $\boldsymbol{T}_{\boldsymbol{i d} \mid k-1}$ of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{\boldsymbol{i d} \mid k-1}\right)$, it construct a short basis $\boldsymbol{T}^{\prime}$ of the lattice $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{\boldsymbol{i d}}\right)$. Then, it samples a basis $\boldsymbol{T}_{\boldsymbol{i} \boldsymbol{d}}$ of $\Lambda_{q}^{\perp}\left(\boldsymbol{A}_{\boldsymbol{i d}}\right)$. Output $d k_{i \boldsymbol{d}}=\boldsymbol{T}_{\boldsymbol{i d}}$.
$\operatorname{Enc}($ param, $\boldsymbol{i d})$ : It outputs $(\boldsymbol{k}, \sigma) \leftarrow \mathrm{K}$.Encaps $\left(\boldsymbol{A}_{\boldsymbol{i d}}\right)$.
$\operatorname{Dec}\left(\boldsymbol{T}_{i d}, \sigma\right)$ : It outputs $\boldsymbol{k} \leftarrow \mathrm{K}$. $\operatorname{Decaps}\left(\boldsymbol{T}_{\boldsymbol{i}}, \sigma\right)$.
Remark 14.5.2. Using the miniature "Bonsai" techniques, we can obtain the ideal-lattice-based IBE and HIBE as in [SSTX09].

## 15 <br> \section*{Proxy Re-Encryption}

Proxy re-encryption enables a proxy to convert a ciphertext for some user to a ciphertext for another user, but a proxy cannot learn information of messages. All of the proxy re-encryption and identity-based proxy re-encryption schemes are based on the number-theoretic assumptions. This paper proposed proxy re-encryption schemes based on the learning with errors problem. They are first schemes based on combinatorial problems.

Organization: Section 15.1 gives the brief introduction of proxy re-encryption, gives the idea from the ElGamal-based proxy re-encryption scheme. Section 15.2 defines model and the security notions on proxy re-encryption. Section 15.3 studies the Xagawa-Tanaka proxy re-encryption scheme, which adds feature to Regev's encryption scheme. Section 15.4 also studies the variant of the above scheme.

### 15.1 Introduction

Suppose that Alice wants to forward a received encrypted e-mail to Bob in the public channel. She decrypts it by her secret key, encrypts the message with Bob's public key, and sends it to him. However, decryption and encryption are costly for her mobile phone in general. Therefore, she wants a mail server to forward her mail to Bob automatically. In this case, she does not trust the server, hence, she does not want to give her secret key to the server. The one of solutions is proxy re-encryption BBS98].

In a proxy re-encryption (PRE) scheme, the server is given a re-encryption key $r k_{A \leftrightarrow B}$ between Alice and Bob. The server, given a ciphertext $c t_{A}$ for Alice, can convert it to a ciphertext $c t_{B}$ for Bob by using the re-encryption key $r k_{A \leftrightarrow B}$ and
without decrypting $c t_{A}$. In addition, proxy re-encryption ensures that even if the server knows $r k_{A \leftrightarrow B}$, it cannot learn the message of $c t_{A}$.

The study of proxy re-encryption is initiated by Blaze, Bleumer, and Strauss [BBS98]. They formalize a proxy re-encryption and gave an example based on the ElGamal encryption scheme. There are several proxy reencryption schemes [BBS98, AFGH06, CH07, LV08, DWLC08, ABH09, MNT10] and identity-based proxy re-encryption schemes Mat07, GA07, CT07] in the literature. However, their underlying problems are the decisional Diffie-Hellman problem or its variants.

In this paper, we propose proxy re-encryption schemes based on other problems, the learning with errors and lattice problems. Our constructions are obtained by extending Regev's encryption scheme [Reg09].

Ideas from the ElGamal-based PRE: We note that some lattice-based cryptosystems have similar structure on the DDH-based cryptosystems while inherent noises of lattice-based cryptosystems disturb the structure.

Consider the ElGamal encryption scheme over $\mathbb{G}=\langle g\rangle$ with order a large prime $q$. The key pair is $\left(x, y=g^{x}\right)$ for randomly chosen $x$. The ciphertext of $w \in \mathbb{G}$ under the encryption key $y$ is $\left(g^{k}, w \cdot y^{k}\right)$ for randomly chosen $k$. Let $\left(x_{A}, y_{A}=g^{x_{A}}\right)$ and $\left(x_{B}, y_{B}=g^{x_{B}}\right)$ denote Alice's and Bob's key pair, respectively. Assume that the proxy has the re-encryption key $r_{A \leftrightarrow B}=x_{A}-x_{B}$ and has the ciphertext $\left(c_{1}, c_{2}\right)$ to be converted. Then, the conversion is done by

$$
\begin{aligned}
\left(c_{1}^{\prime}, c_{2}^{\prime}\right) & =\left(c_{1}, c_{2} \cdot c_{1}^{-r_{A \leftrightarrow B}}\right) \\
& =\left(g^{k}, w \cdot g^{k x_{A}} \cdot g^{k\left(x_{B}-x_{A}\right)}\right)=\left(g^{k}, w \cdot y_{B}^{k}\right)
\end{aligned}
$$

It can be shown that this proxy re-encryption scheme is based on the hardness of the DDH problem. ${ }^{\square}$

We here recall Regev's encryption scheme. The key pair is computed by $\left(\boldsymbol{s},\left(\boldsymbol{A}, \boldsymbol{p}=\boldsymbol{s}^{T} \boldsymbol{A}+\boldsymbol{x}\right)\right.$ ), where $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}, \boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}, \boldsymbol{x} \in \mathbb{Z}_{q}^{1 \times m}$ and the magnitudes of the elements of $\boldsymbol{x}$ are relatively smaller than $q / 4 m$, say the $l_{1}$-norm of $\boldsymbol{x}$ is at most $q / 4$. The encryption of the message $w \in\{0,1\}$ under the encryption key $(\boldsymbol{A}, \boldsymbol{p})$ is $(\boldsymbol{u}, v)=(\boldsymbol{A} \boldsymbol{e}, \boldsymbol{p} \boldsymbol{e}+w\lfloor q / 2\rfloor)$, where $\boldsymbol{e} \leftarrow\{0,1\}^{m}$.

The decryption procedure is as follows: (1) compute $d=v-\boldsymbol{s}^{T} \boldsymbol{u}$ and (2) output 0 if the absolute value of $d$ is at most $q / 4$ and output 1 otherwise.

Let $\left(\boldsymbol{s}_{A},\left(A_{A}, \boldsymbol{p}_{A}=\boldsymbol{s}_{A}^{T} A_{A}+\boldsymbol{x}_{A}\right)\right)$, and $\left(\boldsymbol{s}_{B},\left(\boldsymbol{A}_{B}, \boldsymbol{p}_{B}=\boldsymbol{s}_{B}^{T} \boldsymbol{A}_{B}+\boldsymbol{x}_{B}\right)\right)$ denote Alice's and Bob's key pair, respectively. Let $\boldsymbol{r}_{A \leftrightarrow B}=s_{A}-s_{B}$. Then, the conversion from $\left(\boldsymbol{u}, v_{A}\right)$ to $\left(\boldsymbol{u}, v_{B}\right)$ is done by $\left(\boldsymbol{u}, v_{B}\right)=\left(\boldsymbol{u}, v_{A}-\boldsymbol{r}_{A \leftrightarrow B}^{T} \boldsymbol{u}\right)$, which is similar to that of the ElGamal-based proxy re-encryption scheme. The decryption by Bob works correctly since

$$
d_{B}=v_{B}-\boldsymbol{s}_{B}^{T} \boldsymbol{u}=v_{A}-\left(\boldsymbol{s}_{A}-\boldsymbol{s}_{B}\right)^{T} \boldsymbol{u}-\boldsymbol{s}_{B}^{T} \boldsymbol{u}=v_{A}-\boldsymbol{s}_{A}^{T} \boldsymbol{u}=d_{A} .
$$

[^7]The proof strategy for security is also similar to that of the ElGamal-based proxy re-encryption scheme.

The leftover hash lemma often appears in the context of lattice-based cryptography. We summarize the arguments which appeared in many papers on latticebased cryptography. See [Reg09] for the proof.

Lemma 15.1.1 (The uniformity lemma for lattice-based hash functions). Consider $\mathcal{H}=\left\{h_{\boldsymbol{A}}:\{0,1\}^{m} \rightarrow \mathbb{Z}_{q}^{n+l} \mid \boldsymbol{A} \in \mathbb{Z}_{q}^{(n+l) \times m}\right\}$, where $h_{\boldsymbol{A}}(\boldsymbol{e})=\boldsymbol{A} \boldsymbol{e}$. Let $H$ be the uniform distribution over $\mathcal{H}$, and $X$ and $U$ random variables distributed uniformly over $\{0,1\}^{m}$ and $\mathbb{Z}_{q}^{n+l}$, respectively. Applying the variant of the leftover hash lemma, we have

$$
\underset{H}{\operatorname{Pr}}\left[\Delta(H(X), U) \geq 2^{-\frac{1}{4}(m-(n+l) \log q)}\right] \leq 2^{-\frac{1}{4}(m-(n+l) \log q)} .
$$

In particular, if $m=((1+\delta) n+l) \log q$, then we have that

$$
\underset{H}{\operatorname{Pr}}\left[\Delta(H(X), U) \geq q^{-\delta n / 4}\right] \leq q^{-\delta n / 4} .
$$

### 15.2 Definitions

In this paper, we consider bidirectional and multi-hop proxy re-encryption. A PRE scheme is called bidirectional, if a proxy has a re-encryption key $r k_{i \leftrightarrow j}$, it can convert a ciphertext for the user $i$ to a ciphertext for the user $j$, vice versa. A PRE scheme is said to be multi-hop, a proxy can re-encrypt a ciphertext for the user $i$ into a ciphertext for the user $j$ and it can re-encrypt that into one for the user $k$ and so on.

### 15.2.1 Model of Proxy Re-Encryption Schemes

A PRE scheme PRE is a sextuplet of algorithms:
Setup $\left(1^{n}\right)$ : The setup algorithm, given the security parameter $n$, outputs parameters param.
Reg(param, $i$ ): The registration algorithm, given the parameters param and a user identity $i$, outputs the pair of an encryption key and a decryption key $\left(e k_{i}, d k_{i}\right)$.
ReKeyGen $\left(d k_{i}, d k_{j}\right)$ : The re-encryption key generation algorithm, given two decryption keys $d k_{i}$ and $d k_{j}$, outputs a re-encryption key $r k_{i, j}$.
Enc(param, $e k_{i}, m s g$ ): The encryption algorithm, given the parameters param, the encryption key $e k_{i}$ of the user $i$, and a message $m s g$, outputs a ciphertext $c t_{i}$.
$\operatorname{ReEnc}\left(r k_{i, j}, c t_{i}\right)$ : The re-encryption algorithm, given the re-encryption key $r k_{i, j}$ between the users $i$ and $j$, and a ciphertext $c t_{i}$ for the user $i$, it outputs a ciphertext $c t_{j}$ for the user $j$.
$\operatorname{Dec}(d k, c t)$ : The decryption algorithm, given the decryption key $d k$ and the ciphertext $c t$, outputs a plaintext $m s g$.
Our definition of correctness is slightly weaker than the standard one [CH07]. We say a PRE scheme PRE is correct if an underlying public-key encryption scheme PKE = (Setup, Reg, Enc, Dec) is correct. Formally, it holds that if for any valid $m s g$, there exists some negligible function negl $(n)$ such that for any $i$

Additionally, we say a PRE scheme PRE is multi-hop correct if for any valid msg and for any integer $k>1$, one can correctly decrypt the ciphertext of $m s g$ converted $k$ times into $m s g$, that is,

$$
\operatorname{Pr}\left[\begin{array}{ll}
\operatorname{param} \leftarrow \operatorname{Setup}\left(1^{n}\right) ; \\
\left(e k_{i}, d k_{i}\right) \leftarrow \operatorname{Reg}(\text { param, } i) ; \\
m s g \neq \widetilde{m s g}: & \begin{array}{l}
r k_{i \leftrightarrow i+1} \leftarrow \operatorname{ReKeyGen}\left(d k_{i}, d k_{i+1}\right) ; \\
c t_{1} \leftarrow \operatorname{Enc}\left(\text { param }, e k_{1}, m s g\right) ; \\
\\
c t_{i+1} \leftarrow \operatorname{ReEnc}\left(r k_{i \leftrightarrow i+1}, c t_{i}\right) ;
\end{array} \\
\overline{m s g \leftarrow \operatorname{Dec}\left(d k_{k}, c t_{k}\right) ;}
\end{array}\right] \leq n^{-\omega(1),}
$$

where $i$ runs from 1 to $k$.

### 15.2.2 Security Notions

We describe the formal definition of CPA security of proxy re-encryption, denoted by IND-PRE-CPA. Consider the following experiment $\operatorname{Exp}_{\text {PRE, } \mathcal{A}}^{\text {ind-cra }}(n)$ between the challenger $\mathcal{C}$ and the adversary $\mathcal{A}$.

Setup Phase: The challenger takes a security parameter $n$. It sets $H U, C U \leftarrow \emptyset$, runs the algorithm Setup with $1^{n}$, and obtains parameters param, where $H U$ and $C U$ denote the sets of honest users and corrupted users, respectively. It gives $\mathcal{A}$ the parameters param.

Challenge Phase: In this phase, the adversary issues queries to the following oracles in any order and many times except to the constraint in the oracle Challenge.

- The oracle Init receives an index $i$. If $i \in H U \cup C U$ then it returns $\perp$. Otherwise, it obtains $\left(e k_{i}, d k_{i}\right) \leftarrow \operatorname{Reg}($ param, $i)$, adds $i$ to $H U$, and provides $\mathcal{A}$ with $e k_{i}$.
- The oracle Corr receives an index $i$. If $i \in H U \cup C U$ then it returns $\perp$. Otherwise, it generates $\left(e k_{i}, d k_{k}\right) \leftarrow \operatorname{Reg}$ (param; $r_{i}$ ), adds $i$ to $C U$, and provides $\mathcal{A}$ with $\left(e k_{i}, d k_{i}\right)$ and $r_{i}$.
- The oracle ReKey receives two indices $i, j \in H U \cup C U$. If $i, j \in H U$ or $i, j \in C U$ returns $r k_{i \leftrightarrow j} \leftarrow \operatorname{ReKeyGen}\left(d k_{i}, d k_{j}\right)$. Otherwise, the oracle returns $\perp$.
- The oracle ReEnc receives two indices $i, j \in H U \cup C U$ and a ciphertext $c t$. If $i, j \in H U$ or $i, j \in C U$, then it obtains $r k_{i \leftrightarrow j} \leftarrow \operatorname{ReKey}\left(d k_{i}, d k_{j}\right)$, obtains $\widetilde{c t} \leftarrow \operatorname{ReEnc}\left(\right.$ param, $\left.r k_{i \hookleftarrow j}, c t\right)$, and provides $\mathcal{A}$ with the new ciphertext $\widetilde{c t}$. Otherwise, the oracle returns $\perp$.
- The oracle Challenge can be queried only once. This oracle receives two plaintexts $m s g_{0}, m s g_{1}$ and a target user $i^{*}$. If $i^{*}$ is not in $H U$ then it provides $\perp$ with the challenger and $C$ outputs 0 and halts. Otherwise, the oracle flips a coin $b \in\{0,1\}$, sets the target ciphertext to be $c t^{*} \leftarrow$ $\operatorname{Enc}\left(e k_{i^{*}}, m s g_{b}\right)$, and sends $c t^{*}$ to the adversary and $b$ to the challenger.
Guessing Phase: Finally, $\mathcal{A}$ outputs a guess $b^{\prime} \in\{0,1\}$. If $b^{\prime}=b$, the challenger outputs 1 , otherwise 0 .
Definition 15.2.1 (IND-PRE-CPA security). Let PRE be a PRE scheme, $\mathcal{A}$ an adversary, and $n$ a security parameter. We define the advantage of $\mathcal{A}$ as

$$
\operatorname{Adv}_{\mathrm{PRE}, \mathcal{A}}^{\text {ind--ppa }}(n)=\left|2 \operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{PRE}, \mathcal{A}}^{\text {ind-pre-cpa }}(n)=1\right]-1\right| .
$$

We say that PRE is IND-PRE-CPA secure if Adv $_{\text {PRE, } \mathcal{A}}^{\text {ind-cpa }}(\cdot)$ is negligible for every polynomial-time adversary $\mathcal{A}$.

Since we only consider IND-PRE-CPA security, we prohibit the adversary to re-encrypt ciphertexts from an honest user to a corrupted user. This is because that this access can simulates a decryption oracle of the honest user.

### 15.3 The Xagawa-Tanaka Proxy Re-Encryption Scheme

We employ the variant by Peikert, Vaikuntanathan, and Waters [PVW08] of Regev's public-key encryption scheme [Reg09]. The main algorithms are the same as those in the PVW scheme. We add to it a re-encryption key generation algorithm and a re-encryption algorithm appeared in Section 1.

### 15.3.1 Description

Our PRE scheme LWEPRE is defined as follows:
Setup $\left(1^{n}\right)$ : Given a security parameter $n$, it outputs $\perp$ as param.
$\operatorname{Reg}(\perp, i)$ : It generates $\boldsymbol{A}_{i} \leftarrow \mathbb{Z}_{q}^{n \times m}, \boldsymbol{S}_{i} \leftarrow \mathbb{Z}_{q}^{n \times l}$, and $\boldsymbol{X}_{i} \leftarrow \chi^{l \times m}$, and computes $\boldsymbol{P}_{i}=\boldsymbol{S}_{i}^{T} \boldsymbol{A}_{i}+\boldsymbol{X}_{i} \in \mathbb{Z}_{q}^{l \times m}$. It outputs $e k_{i}=\left(\boldsymbol{A}_{i}, \boldsymbol{P}_{i}\right)$ and $d k_{i}=\boldsymbol{S}_{i}$.
ReKeyGen $\left(d k_{i}=\boldsymbol{S}_{i}, d k_{j}=\boldsymbol{S}_{j}\right)$ : It outputs $\boldsymbol{R}_{i \leftrightarrow j}=\boldsymbol{S}_{i}-\boldsymbol{S}_{j} \in \mathbb{Z}_{q}^{n \times l}$.
$\operatorname{Enc}(e k=(\boldsymbol{A}, \boldsymbol{P}), \boldsymbol{w}):$ The message space is $\mathbb{Z}_{p}^{l}$. It, given $\boldsymbol{w}$, computes $\boldsymbol{t}=t(\boldsymbol{w}) \in$ $\mathbb{Z}_{q}^{l}$, where $t(w)=\lfloor w q / p\rceil \in \mathbb{Z}_{q}$ and chooses a vector $\boldsymbol{e} \leftarrow\{0,1\}^{m} \subset \mathbb{Z}_{q}^{m}$ uniformly at random. It outputs a pair $(\boldsymbol{u}, \boldsymbol{v})=(\boldsymbol{A e}, \boldsymbol{P e}+\boldsymbol{t}) \in \mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}^{l}$ as a ciphertext.
$\operatorname{ReEnc}\left(r k_{i \leftrightarrow j}=\boldsymbol{R}_{i \leftrightarrow j},\left(\boldsymbol{u}, \boldsymbol{v}_{i}\right)\right)$ : It computes $\boldsymbol{v}_{j}=\boldsymbol{v}_{i}-\boldsymbol{R}_{i \leftrightarrow j}^{T} \boldsymbol{u}$ and outputs $\left(\boldsymbol{u}, \boldsymbol{v}_{j}\right)$.
$\operatorname{Dec}(d k=\boldsymbol{S},(\boldsymbol{u}, \boldsymbol{v})):$ It computes $\boldsymbol{d}=\boldsymbol{v}-\boldsymbol{S}^{T} \boldsymbol{u} \in \mathbb{Z}_{q}^{l}$ and outputs the plaintext $\boldsymbol{w} \in \mathbb{Z}_{p}^{l}$ such that $\boldsymbol{d}-t(\boldsymbol{v}) \in \mathbb{Z}_{q}^{l}$ is closest to $\mathbf{0}$.
We add ReKeyGen and ReEnc to the variant of Regev's encryption scheme by Peikert, Vaikuntanathan, and Waters [PVW08]. The parameters setting for correctness appeared in [PVW08].
Theorem 15.3.1 (Correctness PVW08). Let $\chi=\bar{\Psi}_{\alpha}$. Let $q \geq 4 p m$, let $\alpha \leq$ $1 /(p \sqrt{m} \cdot g(n))$ for any $g(n)=\omega(\sqrt{\log n})$. Then, the above scheme is correct.

The multi-hop correctness is easily derived by the correctness.
Theorem 15.3.2 (Multi-hop correctness). Let $q, \alpha$, and $g$ be as in the above. Then, the above scheme is multi-hop correct.
Proof. Consider the users $1, \ldots, k$. Suppose that $\left(\boldsymbol{u}, \boldsymbol{v}_{1}\right)$ is the valid ciphertext under the encryption key $\left(\boldsymbol{A}_{1}, \boldsymbol{P}_{1}\right)$ of the user 1 and the re-encryption procedure is performed from 1 to $k$ through $2, \ldots, k-1$. By the re-encryption procedures, we have that

$$
\boldsymbol{v}_{k}=\boldsymbol{v}_{1}-\sum_{i=1}^{k-1} \boldsymbol{R}_{i \leftrightarrow i+1}^{T} \boldsymbol{u}=\boldsymbol{v}_{1}-\sum_{i=1}^{k-1}\left(\boldsymbol{S}_{i}-\boldsymbol{S}_{i+1}\right)^{T} \boldsymbol{u}=\boldsymbol{v}_{1}-\left(\boldsymbol{S}_{1}-\boldsymbol{S}_{k}\right)^{T} \boldsymbol{u}
$$

where $\boldsymbol{S}_{i}$ denotes the decryption key of the user $i$. In the decryption procedure by the user $k, \boldsymbol{d}_{k}$ is computed as follows:

$$
\boldsymbol{d}_{k}=\boldsymbol{v}_{k}-\boldsymbol{S}_{k}^{T} \boldsymbol{u}=\boldsymbol{v}_{1}-\left(\boldsymbol{S}_{1}-\boldsymbol{S}_{k}\right)^{T} \boldsymbol{u}-\boldsymbol{S}_{k}^{T} \boldsymbol{u}=\boldsymbol{v}_{1}-\boldsymbol{S}_{1}^{T} \boldsymbol{u}
$$

So, we have that $\boldsymbol{d}_{k}=\boldsymbol{d}_{1}$. Therefore, the multi-hop correctness follows from Theorem 15.3.1 straightforwardly.

### 15.3.2 Security Proofs

The security of the scheme is based on the dLWE assumption.
Theorem 15.3.3 (Security). Let $m \geq((1+\delta) n+l) \log q$ for $\delta>0$. The above scheme is IND-PRE-CPA secure if $\mathrm{dLWE}(q, \chi)$ is hard on average.

Proof. It follows by combining the claims below.

Sequence of games: We define the sequence of the games and bound the distance between the games.

Game $_{0}$ : The original IND-PRE-CPA game. First, the challenger feeds $\perp$ to the adversary. The challenger simulates the oracles in the challenge phase. If the oracle Challenge receives $\left(i^{*}, \boldsymbol{w}_{0}, \boldsymbol{w}_{1}\right)$, it flips a coin $b \in\{0,1\}$ and returns the target ciphertext $\left(\boldsymbol{u}^{*}, \boldsymbol{\nu}^{*}\right)=\left(\boldsymbol{A}_{i^{*}} \boldsymbol{e}^{*}, \boldsymbol{P}_{i^{*}} \boldsymbol{e}^{*}+t\left(\boldsymbol{w}_{b}\right)\right)$, where $\boldsymbol{e}^{*} \leftarrow\{0,1\}^{m}$. Finally, the adversary outputs a guess $b^{\prime}$. If $b=b^{\prime}$, then the challenger outputs 1 , otherwise 0 .
$G_{a m e}^{1}$ : We modify the above game, by changing the generation methods of keys. At the beginning of the challenge phase, the challenger first generates re-encryption keys $\boldsymbol{R}_{1 \leftrightarrow j} \leftarrow \mathbb{Z}_{q}^{n \times l}$ for $j=2, \ldots, Q$. The other re-encryption key $\boldsymbol{R}_{i \leftrightarrow j}$ is computed by $\boldsymbol{R}_{i \leftrightarrow j}=\boldsymbol{R}_{1 \leftrightarrow i}-\boldsymbol{R}_{1 \leftrightarrow i}$. Next it chooses $\boldsymbol{S}_{1} \leftarrow \mathbb{Z}_{q}^{n \times l}$, $\boldsymbol{A}_{1} \leftarrow \mathbb{Z}_{q}^{n \times m}$, and $\boldsymbol{X}_{1} \leftarrow \chi^{l \times m}$, and computes $\boldsymbol{P}_{1}=\boldsymbol{S}_{1}^{T} \boldsymbol{A}_{1}+\boldsymbol{X}_{1}$. If Intt is called with an input $i$, the challenger chooses $\boldsymbol{A}_{i} \leftarrow \mathbb{Z}_{q}^{n \times m}$, and $\boldsymbol{X}_{i} \leftarrow \chi^{l \times m}$, and computes $\boldsymbol{P}_{i}=\boldsymbol{S}_{1}^{T} \boldsymbol{A}_{i}-\boldsymbol{R}_{1 \leftrightarrow i}^{T} \boldsymbol{A}_{i}+\boldsymbol{X}_{i}$. If ReKey is called with $i, j \in H U$, then it returns $\boldsymbol{R}_{i \leftrightarrow j}$. If ReEnc is called with $i, j,(\boldsymbol{u}, c)$, then it uses the re-encryption key $\boldsymbol{R}_{i \leftrightarrow j}$ to re-encrypt the ciphertext. The other conditions are the same as in the original game, Game ${ }_{0}$.
Game $_{2}$ : We replace the generation method of keys. The challenger queries to the oracle $A_{\boldsymbol{S}, \chi}$ and obtains $Q m$ samples $(\overline{\boldsymbol{A}}, \overline{\boldsymbol{P}}) \in \mathbb{Z}_{q}^{n \times Q^{m}} \times \mathbb{Z}_{q}^{l \times Q m}$. Then, it chops into $\left(\overline{\boldsymbol{A}}_{i}, \overline{\boldsymbol{P}}_{i}\right) \in \mathbb{Z}_{q}^{n \times m} \times \mathbb{Z}_{q}^{l \times m}$ for $i=1, \ldots, Q$. It sets $\left(\boldsymbol{A}_{1}, \boldsymbol{P}_{1}\right)=\left(\overline{\boldsymbol{A}}_{1}, \overline{\boldsymbol{P}}_{1}\right)$ and $\left(\boldsymbol{A}_{i}, \boldsymbol{P}_{i}\right)=\left(\overline{\boldsymbol{A}}_{i}, \overline{\boldsymbol{P}}_{i}-\boldsymbol{R}_{1 \leftrightarrow i}^{T} \boldsymbol{A}_{i}\right)$. The other conditions are the same as in the previous game, Game ${ }_{1}$.
Game $_{3}$ : We replace the oracle $A_{S_{\mathcal{X}}}$ with $U\left(\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}^{l}\right)$. Hence, the challenger obtains $Q m$ samples $(\boldsymbol{A}, \boldsymbol{P})$ from $U\left(\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}^{l}\right)$ at first. Now, $\boldsymbol{P}$ is chosen uniformly at random.

Let $S_{i}$ denote the event that the adversary wins, i.e., $b^{\prime}=b$ in the game Game $_{i}$. We denote by $\operatorname{Adv}_{\text {LWEPRE, }, \mathcal{A}}^{\text {ind-pre-cp }}(n)$ the advantage of the adversary $\mathcal{A}$ in the IND-PRE-CPA game with the security parameter $n$. By definition, we have that $\operatorname{Adv}_{\text {LWEPRE, } \mathcal{A}}^{\text {ind-pre-cpa }}(n)=\left|2 \operatorname{Pr}\left[S_{0}\right]-1\right|=\left|\operatorname{Pr}\left[S_{0}\right]-\operatorname{Pr}\left[S_{1}\right]\right|$.

## Claim 15.3.4. Game ${ }_{0}$ and $\mathrm{Game}_{1}$ are identical.

Proof. Recall that $\boldsymbol{R}_{i \leftrightarrow j}=\boldsymbol{S}_{i}-\boldsymbol{S}_{j}$ by the definition. Hence, we have that $\boldsymbol{R}_{i \leftrightarrow j}=$ $\boldsymbol{R}_{1 \leftrightarrow j}-\boldsymbol{R}_{1 \leftrightarrow i}$ in Game $_{0}$. This calculation corresponds to the computation of $\boldsymbol{R}_{i \leftrightarrow j}$ in Game ${ }_{1}$.

Additionally, in Game ${ }_{1}$ we have $\boldsymbol{S}_{i}=\boldsymbol{S}_{1}-\boldsymbol{R}_{1 \leftrightarrow i}$ imaginary, since $\boldsymbol{P}_{i}=\left(\boldsymbol{S}_{1}-\right.$ $\left.\boldsymbol{R}_{1 \leftrightarrow i}\right)^{T} \boldsymbol{A}_{i}+\boldsymbol{X}_{i}$. Therefore, two games are identical.

Claim 15.3.5. Game ${ }_{1}$ and $\mathrm{Game}_{2}$ are identical.
Proof. In Game ${ }_{1}$, we have that $\boldsymbol{P}_{i}=\boldsymbol{S}_{i}^{T} \boldsymbol{A}_{i}+\boldsymbol{X}_{i}-\boldsymbol{R}_{1 \leftrightarrow i}^{T} \boldsymbol{A}_{i}$.
In Game ${ }_{2}$, we have that $\boldsymbol{P}_{i}=\overline{\boldsymbol{P}}_{i}-\boldsymbol{R}_{1 \leftrightarrow i}^{T} \boldsymbol{A}_{i}$. Since the samples from $A_{\boldsymbol{S}, \bar{\Psi}_{\alpha}}$ is $\left(\overline{\boldsymbol{A}}, \overline{\boldsymbol{P}}=\boldsymbol{S}^{T} \overline{\boldsymbol{A}}+\boldsymbol{X}\right)$, we conclude that two games are identical.

Claim 15.3.6. Game 2 and $\mathrm{Game}_{3}$ are computationally indistinguishable if $\mathrm{dLWE}(q, \chi)$ is hard on average.

Proof. Notice that in both games, the challenger does not know the secret keys of the honest users. Hence, if the adversary $\mathcal{A}$ acts differently in $\mathrm{Game}_{2}$ and $\mathrm{Game}_{3}$, one can distinguish $A_{\boldsymbol{S}, \chi}$ from $U\left(\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}^{l}\right)$ with $Q m$ samples. This concludes the proof.

Claim 15.3.7. In $\mathrm{Game}_{3}$, no adversary can obtain the information $b$ if $m \geq((1+$ $\delta) n+l) \log q$. Formally, we have that

$$
\left|\operatorname{Pr}\left[S_{3}\right]-\frac{1}{2}\right| \leq 2 q^{-\delta n / 4}=\operatorname{negl}(n)
$$

Proof. By the parameter setting, we can apply the leftover hash lemma to the target ciphertext and this concludes the proof.

### 15.4 Extension

We next consider a variant of LWEPRE, denoted by LWEPRE2. In this variant, users share $\boldsymbol{A}$ as the public parameter as users share the group $(\mathbb{G}, q, g)$ in the ElGamal encryption scheme.

Setup $(n)$ : Given input the security parameter $n$, it outputs a random matrix $\boldsymbol{A} \in$ $\mathbb{Z}_{q}^{n \times m}$ as param.
$\operatorname{Reg}(\boldsymbol{A}, i):$ It generates $\boldsymbol{S}_{i} \leftarrow \mathbb{Z}_{q}^{n \times l}$, and $\boldsymbol{X}_{i} \leftarrow \bar{\Psi}_{\alpha}^{l \times m}$, and computes $\boldsymbol{P}_{i}=\boldsymbol{S}_{i}^{T} \boldsymbol{A}+$ $\boldsymbol{X}_{i} \in \mathbb{Z}_{q}^{l \times m}$. It outputs $e k_{i}=\boldsymbol{P}_{i}$ and $d k_{i}=\boldsymbol{S}_{i}$.
ReKeyGen, Enc, ReEnc, Dec: They are the same as in LWEPRE.
The correctness and the multi-hop correctness of LWEPRE2 follow from these of LWEPRE. In order to show the security, we need a lemma on the Gaussian below.

Key Lemma: The following lemma states that the discretized folded Gaussian with variance $\alpha^{2} / 2 \pi$ statistically hides the discretized folded Gaussian with variance $\delta^{2} \alpha^{2} / 2 \pi$, when $\delta$ is negligible. The similar lemma appears in $\operatorname{Reg} 09$, GKPV10]. Additionally, the lemmas are used to construct a key-leakage resilient secret-key encryption scheme [GKPV10] and a key-dependent-message secure public-key encryption scheme [BGK09].

Binding two following claims, our lemma is obtained.
Lemma 15.4.1. Let $q=q(n)$ be super-polynomial integer function of $n$ and $\alpha=$ $\alpha(n)>0$ and $\delta \in(0,1)$ reals. If $\delta$ is $n^{-\omega(1)}$, then the statistical distance between $\bar{\Psi}_{\alpha}$ and $\bar{\Psi}_{\alpha}+\bar{\Psi}_{\delta \alpha}$ is at most $n^{-\omega(1)}$.

A similar claim already appeared in [Reg09, Claim 2.2], the statistical distance between $\Psi_{\alpha}$ and $\Psi_{(1+\delta) \alpha}=\Psi_{\alpha}+\Psi_{\delta \alpha}$ is at most $9 \delta$ for any $\delta \in[0,1)$, whose distributions are not discretized.
Proof. Let $\mu=\delta q \alpha t$ be a natural number. Then, from Claim 15.4.2, we have that $\operatorname{Pr}[|\bar{X}| \geq \mu]$ is at most $\frac{1}{\sqrt{2 \pi t}} \exp \left(-\pi t^{2}\right)$. For $\mu \leq \mu^{\prime}$, we have that the statistical distance between $\bar{\Psi}_{\alpha}$ and $\bar{\Psi}_{\alpha}+\mu^{\prime}$ is at most $(\mu+2) / q \alpha$. Hence, the statistical distance between $\bar{\Psi}_{\alpha}$ and $\bar{\Psi}_{\alpha}+\bar{\Psi}_{\delta \alpha}$ is at most $\frac{1}{\sqrt{2 \pi} t} \exp \left(-\pi t^{2}\right)+2 \delta t$. By setting $t=$ $\omega(\sqrt{\log n}) \in \operatorname{poly}(n)$ and $\delta t=n^{-\omega(1)}$, we have that the upperbound is $n^{-\omega(1)}$.

For example, we set $q(n)=n^{2 \log n}, \alpha=1 / n^{2}, \delta=n^{-\log n}, t=\log n$. Then, $q \cdot \delta \alpha=n^{\Theta(\log n)}$ is super-polynomial in $n$ and $\delta t=n^{-\Theta(\log n)}$ is negligible in $n$.
Claim 15.4.2. Let $\bar{X}$ be a random variable according to $\bar{\Psi}_{\delta \alpha}$. Then,

$$
\operatorname{Pr}[|\bar{X}| \leq \mu] \geq 1-B(q, \alpha, \delta, \mu)
$$

where

$$
B(q, \alpha, \delta, \mu)=\frac{\delta q \alpha}{(\mu+1 / 2) \sqrt{2 \pi}} \cdot \exp \left(-\frac{\pi(\mu+1 / 2)^{2}}{\delta^{2} q^{2} \alpha^{2}}\right)
$$

In particular, if $\mu=\delta q \alpha \cdot \omega(\sqrt{\log n}), \operatorname{Pr}[|\bar{X}| \geq \mu]$ is negligible in $n$.
Proof. Let $B_{\delta}=\frac{\delta q \alpha}{(\mu+1 / 2) \sqrt{2 \pi}} \exp \left(-\pi(\mu+1 / 2)^{2} / \delta^{2} q^{2} \alpha^{2}\right)$. In order to prove the claim, it is sufficient to show that, for $X \sim \Psi_{\delta \alpha}, \operatorname{Pr}[|X| \geq(\mu+1 / 2) / q] \leq B(q, \alpha, \delta, \mu)$. Hence, we show that, for $X \sim N\left(0,(\delta \alpha)^{2} / 2 \pi\right), \operatorname{Pr}[|X| \geq(\mu+1 / 2) / q] \leq B(q, \alpha, \delta, \mu)$.

Applying the tail bound for the Gaussian that $\operatorname{Pr}[|X| \geq t \sigma] \leq \frac{1}{t} \cdot \exp \left(-t^{2} / 2\right)$ for $X \sim N\left(0, \sigma^{2}\right)$, we have that

$$
\operatorname{Pr}[|X| \geq(\mu+1 / 2) / q] \leq \frac{\delta q \alpha}{(\mu+1 / 2) \sqrt{2 \pi}} \cdot \exp \left(-\frac{\pi(\mu+1 / 2)^{2}}{\delta^{2} q^{2} \alpha^{2}}\right)
$$

This completes the proof.
Claim 15.4.3. For any $\alpha>0$, any $q \in \mathbb{N}$, and any $\mu \in \mathbb{N}$, the statistical distance between $\bar{\Psi}_{\alpha}$ and $\bar{\Psi}_{\alpha}+\mu$ is at most $(\mu+2) / q \alpha$.
Proof. Let us consider a statistical distance $\Delta_{\mu}$ between $d N_{q}\left(\alpha^{2} / 2 \pi\right)$ and $d N_{q}\left(\alpha^{2} / 2 \pi\right)+\mu$, where $d N_{q}\left(\sigma^{2}\right)$ is the following distribution; samples $X$ from $N\left(0, \sigma^{2}\right)$ and returns $\lfloor q X\rceil$. Since $\Delta_{\mu} \geq \Delta\left(\bar{\Psi}_{\alpha}, \bar{\Psi}_{\alpha}+\mu\right)$, we bound this distance by $(\mu+2) / q \alpha$.

It is obvious that $\Delta_{\mu} \geq \Delta_{\mu^{\prime}}$ if $\mu \geq \mu^{\prime}$. Hence, we assume that $\mu$ is even and show that $\Delta_{\mu} \leq(\mu+1) / q \alpha$. Now, since $\mu$ is even, the probability that $\mu / 2$ is the sample from $d N_{q}\left(\alpha^{2} / 2 \pi\right)$ equals to the probability that from $d N_{q}\left(\alpha^{2} / 2 \pi\right)+\mu$. Therefore,
we have that

$$
\begin{aligned}
\Delta_{\mu} & \leq 2 \sum_{k<\mu / 2} \operatorname{Pr}_{X \sim d N_{q}\left(\alpha^{2} / 2 \pi\right)}[X=k]-\operatorname{Pr}_{X \sim d N_{q}\left(\alpha^{2} / 2 \pi\right)+\mu}[X=k] \\
& =2 \sum_{k<\mu / 2} \int_{k-1 / 2}^{k+1 / 2} \frac{1}{q \alpha} \rho_{q \alpha}(x) d x-\int_{k-1 / 2}^{k+1 / 2} \frac{1}{q \alpha} \rho_{q \alpha}(x-\mu) d x \\
& =2\left(\int_{-\infty}^{\mu / 2+1 / 2} \frac{1}{q \alpha} \rho_{q \alpha}(x) d x-\int_{-\infty}^{\mu / 2+1 / 2} \frac{1}{q \alpha} \rho_{q \alpha}(x-\mu) d x\right) \\
& =\operatorname{Pr}_{X \sim N\left(0, q^{2} \alpha^{2} / 2 \pi\right)}[X \leq \mu / 2+1 / 2] \\
& \quad \operatorname{Pr}_{X \sim N\left(0, q^{2} \alpha^{2} / 2 \pi\right)}[X \leq-\mu / 2+1 / 2] \\
& \leq \operatorname{Pr}_{X \sim N\left(0, q^{2} \alpha^{2} / 2 \pi\right)}[|X| \leq \mu / 2+1 / 2] \\
& =\int_{-(\mu+1) / 2}^{(\mu+1) / 2} \frac{1}{q \alpha} \exp \left(-\pi \frac{x^{2}}{q^{2} \alpha^{2}}\right) d x \\
\leq & \int_{-(\mu+1) / 2}^{(\mu+1) / 2} \frac{1}{q \alpha} d x=\frac{\mu+1}{q \alpha} .
\end{aligned}
$$

Proof of Security: We define the sequence of the games and bound the distance between the games.

Game $_{0}$ : The original IND-PRE-CPA game. First, the challenger feeds $\boldsymbol{A} \leftarrow$ $\mathbb{Z}_{q}^{n \times m}$ to the adversary $\mathcal{A}$. The challenger simulates the oracles in the challenge phase. If the oracle Challenge receives ( $i^{*}, \boldsymbol{w}_{0}, \boldsymbol{w}_{1}$ ), it flips a coin $b \in\{0,1\}$ and returns the target ciphertext $\left(\boldsymbol{u}^{*}, \boldsymbol{v}^{*}\right)=\left(\boldsymbol{A} \boldsymbol{e}^{*}, \boldsymbol{P}_{i^{*}} \boldsymbol{e}^{*}+t\left(\boldsymbol{w}_{b}\right)\right)$, where $\boldsymbol{e}^{*} \leftarrow\{0,1\}^{m}$. Finally, the adversary outputs a guess $b^{\prime}$. If $b=b^{\prime}$, then the challenger outputs 1 , otherwise 0 .

Game $_{1}$ : We modify the above game, by changing the generation methods of keys. At the beginning of the challenge phase, the challenger first generates re-encryption keys $\boldsymbol{R}_{1 \leftrightarrow j} \leftarrow \mathbb{Z}_{q}^{n \times l}$ for $j=2, \ldots, Q$. The other re-encryption key $\boldsymbol{R}_{i \leftrightarrow j}$ is computed by $\boldsymbol{R}_{i \leftrightarrow j}=\boldsymbol{R}_{1 \leftrightarrow j}-\boldsymbol{R}_{1 \leftrightarrow i}$. Next it chooses $\boldsymbol{S}_{1} \leftarrow \mathbb{Z}_{q}^{n \times l}$ and $\boldsymbol{X}_{1} \leftarrow \chi^{l \times m}$, and computes $\boldsymbol{P}_{1}=\boldsymbol{S}_{1}^{T} \boldsymbol{A}+\boldsymbol{X}_{1}$. If Intr is called with an input $i$, the challenger chooses and $\boldsymbol{X}_{i} \leftarrow \chi^{l \times m}$, and computes $\boldsymbol{P}_{i}=\boldsymbol{S}_{1}^{T} \boldsymbol{A}-\boldsymbol{R}_{1 \leftrightarrow i}^{T} \boldsymbol{A}+\boldsymbol{X}_{i}$. If ReKey is called with $i, j \in H U$, then it returns $\boldsymbol{R}_{i \leftrightarrow j}$. If ReEnc is called with $i, j,(\boldsymbol{u}, c)$, then it uses the re-encryption key $\boldsymbol{R}_{i \leftrightarrow j}$ to re-encrypt the ciphertext. The other conditions are the same as in the original game, Game ${ }_{0}$.

Game $_{1.5}$ : We change the generation method of the noises. We replace $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{Q} \leftarrow \bar{\Psi}_{\alpha}^{l \times m}$ with $\boldsymbol{X}+\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}+\boldsymbol{X}_{Q}$, where $\boldsymbol{X} \leftarrow \bar{\Psi}_{\delta \alpha}^{l \times m}$. Hence, the key of the user $i$ is $\boldsymbol{P}_{i}=\boldsymbol{S}_{1}^{T} \boldsymbol{A}-\boldsymbol{R}_{1 \leftrightarrow i}^{T} \boldsymbol{A}+\boldsymbol{X}+\boldsymbol{X}_{i}$.

Game $_{2}$ : We replace the key of the user 1 . The challenger queries to the oracle $A_{\boldsymbol{S}, \bar{\Psi}_{\delta \alpha}}$ and obtains $m$ samples $\left(\overline{\boldsymbol{A}}, \overline{\boldsymbol{P}}=\boldsymbol{S}^{T} \overline{\boldsymbol{A}}+\overline{\boldsymbol{X}}\right) \in \mathbb{Z}_{q}^{n \times m} \times \mathbb{Z}_{q}^{l \times m}$. It computes $\boldsymbol{P}_{i}=\overline{\boldsymbol{P}}-\boldsymbol{R}_{1 \leftrightarrow i}^{T} \overline{\boldsymbol{A}}+\boldsymbol{X}_{i}$, where $\boldsymbol{X}_{i} \leftarrow \bar{\Psi}_{\alpha}^{1 \times m}$ for $i=1, \ldots, k$. The other conditions are the same as in the previous game, Game ${ }_{1.5}$.
Game $_{3}$ : We replace the oracle $A_{S, \bar{\Psi}_{\delta \alpha}}$ with $U\left(\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}^{l}\right)$. Then, the challenger obtains $m$ samples $(\boldsymbol{A}, \boldsymbol{P})$ from $U\left(\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}^{l}\right)$.

The main strategy of the security proof is similar to that in the previous one. We note that $\mathrm{Game}_{1}$ and $\mathrm{Game}_{1.5}$ is statistically identical if the parameter settings satisfy the conditions in Lemma 5.8. The other games are statistically or computationally identical as in the previous proofs. We omit the details since they are very similar to the previous proof.

### 15.5 Concluding Remarks

We remark that anyone can obtain the re-encryption key by using the proxy; Let us order the proxy to convert the ciphertext $\left(\boldsymbol{i}_{k}, \mathbf{0}\right)$, where $k \in[n]$, for the user $i$ to the user $j$. Then the proxy returns $\left(i_{k},-\boldsymbol{R}_{i \leftrightarrow j}^{T} i_{k}\right)$. By repeating the conversion with $k=1, \ldots, n$, we obtain $-\boldsymbol{R}_{i \leftrightarrow j}^{T}$, that is, the re-encryption key between $i$ and $j$.

In the real world, this can be considered as an attack. However, the IND-PRECPA security does not capture this attacks. Hence, we should define the security on leaks of the re-encryption keys in the CPA settings. We finally note that the IND-PRE-CCA security captures this attacks, see [CH07, MNT10].
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[^0]:    ${ }^{1}$ We say that a ring $R$ is an integral domain if $a b \neq 0$ for any non-zero elements $a, b \in R$.

[^1]:    ${ }^{1}$ In passive attack, an adversary could only eavesdrop the transaction between the prover and the verifier. In active attack, an adversary could interact with the prover prior to impersonation. In concurrent attack, an adversary could interact with many different prover "clones" concurrently prior to impersonation. Each clone has the same secret key, but has independent random coins and maintains its own state. After interacting with many clones, the adversary tries impersonation. See the definition in Section 6.2

[^2]:    ${ }^{2}$ In [Lyu08a, Section 1.2], Lyubashevsky wrote " In this work [MV03], the authors [Micciancio and Vadhan] show an efficient-prover SZK proof system for certain lattice problems and mention that one convert the proof system into an identification scheme. The conversion is non-trivial (due to the problem of zero-knowledge not being closed under parallel-composition), and many details remain to be filled in." But, it is easy to verify that the conversion yields a concurrently secure ID scheme, as they and we discussed in (5) MV-ID ${ }_{\mathrm{GL}, \mathrm{p}}^{+}$. We note that the assumption is the worst-case hardness of $\operatorname{SIVP}_{\tilde{O}\left(n^{1.5}\right)}$ and it is weaker than that of $\operatorname{SIVP}_{\tilde{O}\left(n^{2}\right)}$ Lyubashevsky used in Lyu08a.

[^3]:    ${ }^{3}$ we change the verification procedure. In the original, the verifier checks $\|z\| \leq 5 m^{1.5}$ instead of $z \in G$.

[^4]:    ${ }^{1}$ Indeed, applying the Fiat-Shamir transform to their AID schemes, we can obtain ring signature schemes. See the original paper DKNS04]

[^5]:    ${ }^{1}$ Consider the following game; (1) the adversary $\mathcal{A}$ first output $m s g \in D_{n}$, (2) the challenger $C$ generates $a \leftarrow K_{n}$ and feeds it $\mathcal{A}$, (3) $\mathcal{A}$ outputs $\mathrm{msg}^{\prime} \in D_{n}$, (4) $C$ outputs 1 if $m s g \neq m s g^{\prime}$ and $h_{a}(m s g)=h_{a}\left(m s g^{\prime}\right)$ and 0 otherwise. The adversary wins if $C$ outputs 1 . We say $\mathcal{H}=\left\{\mathcal{H}_{n}\right\}_{n}$ (or corresponding Hash) is target collision resistance if no polynomial-time adversary wins the game with non-negligible probability.

[^6]:    ${ }^{2}$ Precisely, they defined two-tier signature and showed it includes one-time signature as a special version.

[^7]:    ${ }^{1}$ In the BBS scheme [BBS98], the re-encryption key is $r_{A \leftrightarrow B}=x_{A} / x_{B}$. The ciphertext of $w$ is $\left(c_{1}, c_{2}\right)=\left(w \cdot g^{k}, y_{A}^{k}\right)$. The conversion is done by $\left(c_{1}^{\prime}, c_{2}^{\prime}\right)=\left(c_{1}, c_{2}^{1 / r_{A \leftrightarrow B}}\right)=\left(w \cdot g^{k}, y_{B}^{k}\right)$.

