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Crystal growth within a phase change memory cell
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In spite of the prominent role played by phase change materials in information technology, a

detailed understanding of the central property of such materials, namely the phase change

mechanism, is still lacking mostly because of difficulties associated with experimental

measurements. Here, we measure the crystal growth velocity of a phase change material at

both the nanometre length and the nanosecond timescale using phase-change memory cells.

The material is studied in the technologically relevant melt-quenched phase and directly in

the environment in which the phase change material is going to be used in the application.

We present a consistent description of the temperature dependence of the crystal growth

velocity in the glass and the super-cooled liquid up to the melting temperature.
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C
halcogenide materials undergoing reversible crystal-to-
amorphous phase transition continue to play a key role in
information technology. In particular, phase change

memory (PCM) has recently emerged as the most promising
new nonvolatile solid-state memory technology1–3. Phase-change
materials are also being investigated as building blocks of
neuromorphic computing hardware4–6.

A key property that makes these materials attractive for
applications is the crystallization process that occurs at the
nanometre length scale7 and the nanosecond timescale8.
Moreover, in spite of this fast crystallization rate at elevated
temperatures, the melt-quenched amorphous state at lower
temperatures is stable for several years9. Investigations of this
unique crystallization process are being pursued using ab initio
molecular dynamics simulations by several groups10–12. However,
given the length and timescale associated with the crystallization
process, experimental measurements are extremely challenging.

At the technologically relevant nanometre length scale and
nanosecond timescale, nucleation is expected to become less
important and crystallization will be mostly governed by crystal
growth. This is particularly true in the melt-quenched amorphous
state, where already a large population of nuclei exists and a
crystal/amorphous interface is present13. Most experimental
investigations on the crystal growth velocity have been limited
to low temperatures, where the crystallization rate is small. A
recent effort to measure the growth rate is that by Orava et al.14,
who used ultrafast differential scanning calorimetry. These
measurements were conducted on as-deposited phase change
materials. A more recent effort used laser-based time-resolved
reflectivity measurements15. Despite pushing up the temperature
range over which the crystallization rate was measured, both
techniques were limited to temperatures below the temperature of
the maximum growth velocity and far below the melting
temperature.

A widely accepted model describing the temperature
dependence of crystal growth is15

vgðTÞ ¼
4ratom � kBT
3pl2Rhyd

� 1
ZðTÞ � 1� exp � DGðTÞ

kBT

� �� �
ð1Þ

where ratom is the atomic radius, l is the diffusional jump
distance, Rhyd is the hydrodynamic radius and kB denotes the
Boltzmann constant.

The term in the square brackets captures the thermally
activated atomic transfer across the solid–liquid interface.
DG(T) is the Gibbs energy difference between the liquid and
the crystalline phase and serves as the driving force for
crystallization. In general, DG(T) will be larger than 0 for
ToTmelt (that is, the crystalline phase is energetically more
favourable than the liquid phase), equal to 0 at T¼Tmelt, and
smaller than 0 for T4Tmelt (that is, the liquid phase is more
favourable than the crystalline phase). The expression for DG
commonly used for phase change materials is the Thompson–
Spaepen approximation16, which was also employed by Orava
et al.14 and Salinga et al.15:

DGðTÞ ¼ DHm�
Tmelt �T
Tmelt

� 2T
Tmelt þT

ð2Þ

where DHm is the heat of fusion.
In equation (1), Z(T) denotes the viscosity, the physical

quantity that limits the crystallization process counteracting the
driving force and that is coupled to the atomic diffusivity through
the Stokes–Einstein equation. As the molten phase change
material is being cooled below the melting temperature (in the
so-called super-cooled liquid state), the viscosity steadily
increases with cooling, and it becomes increasingly difficult to
sample all possible configurations for a given temperature.

Eventually, the liquid falls out of internal equilibrium and forms
a glass17. This process is expected to depend on the cooling rate:
at slower cooling rates, the system will remain longer in internal
equilibrium than for faster cooling18–20. Whether the material is
in the glass state or in the super-cooled liquid state will influence
the temperature dependence of the viscosity.

In this article, we exploit the nanoscale dimensions and the fast
thermal dynamics of a PCM cell to obtain the temperature
dependence of crystal growth in both the glass and super-cooled
liquid states. This also enables measurement on the
melt-quenched phase directly in the environment in which the
material is going to be used. Note that the interface and
stress conditions will be substantially different in this case,
and this could also influence the crystallization dynamics
significantly21–23. In a PCM cell, a layer of crystalline phase
change material is sandwiched between two electrodes. The
application of a voltage pulse will result in substantial Joule
heating within the PCM cell and can be used to reversibly change
the phase of a nanometric volume of the phase change material to
the less-ordered amorphous state and back to the more-ordered
crystalline state24. The ‘amorphization’ process requires that
the temperature within the cell be higher than the melting
temperature of the phase change material. As the molten phase
change material is quenched rapidly to a lower temperature, the
atomic configurations are frozen into the less-ordered amorphous
state24. The thermal dynamics of a PCM cell are fast enough to
enable quench rates on the order of 1011 Ks� 1. Our objective
is to measure the crystal growth of such an amorphous state.
The identification of vg(T) consists of four steps. In the first step,
we employ isothermal experiments to directly measure the
growth velocity at low temperatures. In the second step,
the melting temperature, where crystal growth is zero, is
estimated. In the third step, we estimate the temperature at
which the growth rate is maximum. And in the fourth and
final step, we obtain the overall temperature dependence of
crystal growth that describes the extent of crystal growth at the
amorphous–crystalline interface. For step four, the measurements
from steps one to three will also serve as constraints. The
experimental methodology heavily relies on the spatial and
temporal evolution of temperature within the PCM cell by the
application of suitable voltage signals.

Results
Measurement of growth velocity at low temperatures. First, we
investigate the growth velocity at low temperatures through
an isothermal technique. An amorphous region is created in
the PCM cell by applying a voltage pulse and thus heating a
substantial part of the cell above the melting temperature,
followed by quenching to the ambient temperature. The idea
is to monitor the subsequent reduction of the amorphous
thickness (ua) as a function of the ambient temperature. This
approach is comparable to that presented by Salinga et al.15, the
main differences being the manner in which the amorphous
region is created and the way in which the crystal growth rate is
quantified.

As shown in Fig. 1a, after an amorphous region has been
created, ua reduces during the time tgrowth until the proportion-
ality between the electronic threshold switching voltage Vth

and ua is used to quantify the reduction (see Methods and
Supplementary Note 1 for more details). As the melt-quenched
amorphous state is in an unstable state, we need to consider the
implications of structural relaxation while monitoring the
reduction of ua. Because of structural relaxation, the
viscosity increases with time, which according to equation (1)
will cause a reduction in the growth velocity over time that
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has to be accounted for. The increase of viscosity with time is well
captured by25

ZðT; tÞ ¼ Z0ðTÞ 1þ n0k0exp � Q
kBT

� �
t

� �
; ð3Þ

and from equation (1), vg(t) is assumed to be inversely
proportional to Z(t), leading to

vgðtÞ ¼
vg0ðTÞ

1þ n0k0exp � Q
kBT

� �
t

ð4Þ

where vg0ðTÞ is a constant and denotes the growth velocity at
t¼ 0. Then, the evolution of the amorphous thickness ua can be
expressed as

uaðtÞ ¼ ua0 �
Ztgrowth

0

vgðtÞdt ð5Þ

where ua0 denotes the initial amorphous thickness.
Experimentally, the PCM cell was set to an elevated ambient

temperature using a heating stage. Thereafter, amorphous regions
were created in the PCM cell with an estimated ua0 of 46 nm by
applying voltage pulses. The quench time is B10 ns. The
subsequent evolution of ua as a function of time is measured.
The experiment is repeated for ambient temperatures ranging
from 353 to 543K. The results are shown in Fig. 1b together with
the fitted time evolution from equations (4) and (5). From the fits,
vg0ðTÞ is obtained and shown in Fig. 1c. It can be seen that it
follows a straight Arrhenius behaviour over the full range of
temperatures, with an activation energy of 3.01 eV.

This is suggestive of the fact that over this temperature range
the amorphous region created is in the glass state. Besides the
Arrhenius behaviour, another good indicator of the glassy nature
is the structural relaxation that manifests as the temporal
evolution of viscosity as well as the electronic threshold switching
field. There is no indication of any saturation of this temporal
evolution before crystallization as would be expected if the system
approached equilibrium (super-cooled liquid). Remarkably, the
Arrhenius behaviour spans eight orders of magnitude, extending
all the way to B540K, far above typical, experimentally observed
glass-transition temperatures in as-deposited amorphous phase
change materials26. This transition from super-cooled liquid to
the glass state occurring at very high temperatures could be due to
the very fast quench rates in our experiment. Other aspects, such
as being in a confined cell and the subsequent impact of stress,
and other interfacial effects could also influence this
behaviour21,23.

Measurement of Tmelt. Next, we present the measurement of the
melting temperature Tmelt at which the crystallization rate
becomes zero. An experiment is performed to detect the
dissipated electrical power within the PCM cell during the
application of voltage pulses needed to initiate melting. This
measurement is repeated over a wide range of ambient
temperatures, and the power needed to initiate melting is
obtained as a function of the ambient temperature. The essential
idea is that from this data one can predict the ambient
temperature that corresponds to the limiting case of zero
dissipated power, which would correspond to the melting
temperature of the phase change material.

In the mushroom-type PCM cell (as depicted in Fig. 2a), finite-
element simulations indicate that the maximum temperature is
reached very close to the bottom electrode27–29. This is due to the
significant asymmetry between the dimensions of the top and
bottom electrodes. The substantially smaller bottom electrode and
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Figure 1 | Isothermal measurement of growth velocity. (a) Transmission

electron micrograph of a ‘mushroom’ cell showing a semi-spherical

amorphous dome over a heater electrode. The top electrode and bottom

electrode are denoted by ‘TE’ and ‘BE’, respectively and are made of

titanium nitride. Scale bar, 50 nm. The sketch of the experimental

conditions shows how the amorphous dome shrinks over time until it is

measured using an electrical pulse that determines the amorphous

thickness via the threshold switching voltage, Vth. (b) Measured amorphous

thickness as a function of time over the temperature range of 160–270 �C in

steps of 10 �C. The initial amorphous thickness reduces increasingly

faster for higher temperatures. Fits to the data are shown as black dashed

lines. (c) The growth velocity for different temperatures determined

via fitting the data displayed in (b) exhibits an Arrhenius behaviour with

an activation energy of 3.01 eV. The temperatures have been corrected

for the difference in temperature between the heating stage and the

PCM chip.
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hence higher current density ensure that most of the electric
power is dissipated within the phase change material close to the
bottom electrode. This causes a rise in temperature, which will be
balanced by the heat transport away from the cell. By averaging
over all possible heat pathways through materials with very
different thermal conductivities and geometric contributions, an
average thermal resistance Rth for the heat transported away can
be defined.

If Ths is the temperature corresponding to the region just above
the bottom electrode in the cell, as also shown by Boniardi et al.30,
it is possible to write

Ths ¼ RthPinp þTamb ð6Þ
where Pinp is the input power associated with the voltage pulse
and Tamb the ambient temperature. The low-field resistance
measurement as a function of the input power provides an
estimate of how the amorphous thickness evolves as a function of
the dissipated power31.

One particularly interesting point in such a map of resistance
versus input power is the one that corresponds to the onset of
‘plugging’ of the bottom electrode with amorphous phase change
material. At this point, the first measurable increase in the
resistance of the cell will occur, and Ths will be approximately
equal to the melting temperature of the phase change material.
Then in steady state, the following equation holds:

Tmelt ¼ RthPmelt þTamb ð7Þ
where Pmelt is the power required to reach the melting
temperature at the onset of plugging. Assuming that Tmelt and
Rth remain constant, only Pmelt will vary with the ambient
temperature. The melting temperature can therefore be obtained
by extrapolation of the Pmelt versus Tamb data.

Voltage pulses of varying amplitude with a duration of 1,000 ns
were applied to the cell to ensure steady-state melting, with sharp
edges to prevent unwanted re-crystallization. The current that
flows through the PCM cell was measured and the dissipated
power calculated. The low-field electrical resistance was measured
at the end of the application of each pulse, and the map between
the cell resistance and the input power was obtained. The
experiment was repeated at different ambient temperatures from
100 to 400K in steps of 50 K. The map between the cell resistance
and the input cell power is shown in Fig. 2b.

The low-field resistance reduces with increasing Tamb in both
phases due to an increase in the thermally activated carriers. The
‘jump’ in resistance in each curve corresponding to Pmelt

decreases with Tamb. This experiment was repeated 10 times;
the resulting experimentally measured Pmelt as a function of Tamb

is shown in Fig. 2c. The fit with equation (7) allows an estimate of
the melting temperature and the effective thermal resistance from
the y intercept and slope, respectively. The melting temperature
was estimated to be 877K. Moreover, the thermal resistance value
of B1.6 KmW� 1 is a good measure of the thermal efficiency of
the PCM cell. Interestingly, the Tmelt corresponding to the melt-
quenched phase was found to be comparable to the Tmelt of the
as-deposited phase of the same material measured using time-
resolved X-ray diffraction (see Supplementary Note 2).

Measurement of Tcryst. From equation (1), it is expected that a
certain temperature value exists at which the crystallization rate is
maximum, denoted by Tcryst. The determination of this peak
temperature will be discussed next. The experimental methodol-
ogy consists of creating an amorphous region with a certain
thickness within a PCM cell. Subsequently, we measure the power
dissipated within the cell that results in the largest reduction of
the initial amorphous thickness. This experiment is repeated over
a wide range of ambient temperatures. From those data, the
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Figure 2 | Measurement of the melting temperature. (a) Finite-element

simulation indicating the temperature distribution in a mushroom-type

PCM cell upon application of a voltage pulse with power, Pinp. The

temperature close to the bottom electrode is referred to as the hotspot

temperature, Ths. The heat loss (indicated in green) can be modelled with

an equivalent thermal resistance Rth that captures the thermal resistance of

all possible heat pathways. The PCM cell is operated within an ambient

temperature, Tamb. (b) After the application of the voltage pulse, the

electrical resistance is measured. The resistance as a function of Pinp
obtained at different ambient temperatures Tamb is shown. At a certain Pinp,

denoted by Pmelt, melting will be initiated within the PCM cell (Ths equals

Tmelt) and this results in the plugging of the bottom electrode by the

amorphous phase. This plugging results in a sharp increase in the resistance

from the value corresponding to the fully crystalline PCM cell. Pmelt

increases with decreasing Tamb because of the higher temperature

difference between Tamb and Tmelt (equation (7)). (c) Pmelt as a function of

Tamb obtained by repeating the experiments 10 times is shown with the

error bar indicating the standard deviation. Using equation (7), Tmelt and Rth
are obtained from ordinate intercept and slope, respectively.
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temperature that corresponds to the highest rate of crystallization
can be obtained by extrapolating to the limiting case of zero
crystallizing power, analogous to the determination of the melting
temperature in the preceding section.

A two-stepped voltage pulse is applied to a PCM cell, as
shown in the first panel of Fig. 3b, such that the amplitude
of the first part of the pulse induces substantial, steady-state
melting within the PCM cell and the second part of the
pulse induces re-crystallization of the amorphous region
created by the application of the first part of the pulse. The
crystal growth rate will mostly be determined by the
interfacial temperature Tint between the crystalline and
amorphous phases. The rate of change of amorphous thickness
can be written as

dua
dt

¼ � vg Tintð Þ ð8Þ

A schematic illustration of the re-crystallization process during
application of the two-stepped pulse is shown in Fig. 3a. The
thermal model corresponding to the application of the crystal-
lizing part of the pulse can be written as

TintðuaÞ ¼ RthðuaÞPstep þTamb ð9Þ
where Tint(ua) is the temperature at the interface between the
amorphous and crystalline regions and Pstep denotes the power
dissipated during application of the crystallizing part of the pulse.
Rth(ua) is the effective thermal resistance that corresponds to the
ua reached during the melting part of the pulse. Varying the
amplitude of the crystallizing part of a two-stepped pulse results
in different temperature distributions in the cell, as shown in the
second panel of Fig. 3b. As the crystal growth rate is strongly
temperature-dependent, the rate of re-crystallization will change
significantly based on the temperature reached at the interface.
This is depicted in Fig. 3b, which shows three different pulses that
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application of a two-stepped pulse. The melting part of the pulse creates an amorphous region of thickness, ua, indicated by the black dashed line. During

the application of crystallizing part of the pulse with power, Pstep, the amorphous–crystalline interface temperature reaches Tint, which allows some

re-crystallization to the final amorphous region shown in white. (b) Schematic illustration of three different voltage pulses applied to the PCM cell with

different amplitudes in the crystallizing part. The melting part creates an amorphous region of thickness 55 nm. The different Pstep associated with the

crystallizing part results in three different temperature profiles and correspondingly three different Tint. In the case shown here, the green pulse results in

achieving the Tint that corresponds to the maximum crystal growth whereas the red and blue pulses result in higher and lower Tint, respectively

and this leads to lesser growth. (c) The electrical resistance as a function of Pstep is obtained at different ambient temperatures. The averaged minima of the

fits denote the power at which the maximum growth velocity is reached at the interface denoted by Pcryst. Pcryst increases with reducing ambient
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result in interfacial temperatures with different growth rates
(marked as vertical lines in the third panel of Fig. 3b). If the
duration of the second part of the pulse is chosen to be small, we
can ensure a small change in the amorphous thickness, making
linear analysis applicable. Moreover, the maximum reduction of
the amorphous thickness will be achieved when Tint¼Tcryst. If we
measure the power that corresponds to this scenario, denoted by
Pcryst, then equation (9) becomes

Tcryst ¼ RthðuaÞPcryst þTamb: ð10Þ

By measuring the cell resistance after application of the two-
stepped pulse, we can obtain a map between the cell resistance
and the cell input power during the crystallizing part of the pulse.
The input power at which the resistance value is the smallest will
correspond to Pcryst. If this experiment is repeated at varying
ambient temperatures, one can obtain Pcryst as a function of Tamb.
Pcryst will reduce as Tamb increases, and from equation (10), we
can obtain Tcryst by extrapolation.

Two-stepped voltage pulses with sharp transitions of 10 ns
were repeatedly applied to the PCM cell while varying the
amplitude of the second step. The voltage corresponding to the
melting part of the pulse (first step) was chosen to obtain a given
hot-spot temperature using equation (6). In this way, we can
ensure that the size of the amorphous region initially created is
almost identical at all ambient temperatures (Supplementary
Note 3). The voltage corresponding to the crystallizing part of the
pulse (second step) was chosen to vary such that it spans a
relevant power range for the measurement of the crystallization
rate. The melting part of the pulse had a duration of 1,000 ns,
whereas the crystallizing part of the pulse was chosen to be
o100 ns in duration. This ensures that the reduction in
amorphous thickness due to recrystallization is small enough
even if the growth velocity is maximum. After application of a
pulse, the electrical resistance was measured. This experiment was
then repeated 10 times at ambient temperatures ranging from 150
to 400K in steps of 50K for two values of the programmed hot-
spot temperature, Ths corresponding to two different sizes of the
amorphous region: Ths¼ 1,400 and 1,800K.

The cell resistance curves measured as a function of Pstep for a
programmed hot-spot temperature of 1,800K are shown in
Fig. 3c for three different ambient temperatures. The power at
which the resistance is minimum, which corresponds to the Pcryst
at which the growth rate is maximum, was obtained using a
fitting procedure, the details of which are presented in the
Methods section. The values of Pcryst extracted for the different
ambient temperatures are presented in Fig. 3d. From this, an
estimate of Tcryst and an estimate of the equivalent thermal
resistance corresponding to the initial amorphous thickness are
obtained. There is remarkable agreement between the values for
Tcryst obtained in both cases, with the mean value being 750K.
It can also be seen that the effective thermal resistance reduces
with increasing melting power and corresponding increase of the
amorphous thickness, as expected from the temperature distribu-
tion within the mushroom-type PCM cell.

Estimation of vg(T). Having measured the crystal growth rate at
low temperatures as well as having estimated Tmelt and Tcryst, the
final objective is to obtain the overall temperature dependence of
the growth velocity. For this, we expand on the idea behind the
experiments presented in the section ‘Measurement of Tcryst’. We
use the overall variation of ua as a function of the crystallizing
power and not just the power that corresponds to the maximum
reduction in ua. The objective is to find the vg(T) that describes
the variation of ua as a function of the crystallizing power at all

ambient temperatures under the constraints set by the preceding
experiments.

First of all, we need an accurate estimate of ua. This was
obtained by measuring the current–voltage characteristic, in
addition to the resistance measurements, after application of each
two-stepped pulse. ua is calculated using the electrical transport
model proposed by Ielmini and Zhang32 (see Methods). For the
programmed hot-spot temperature of 1,800 K, we obtained a ua
estimate of B55 nm for all ambient temperatures when the
crystallizing step power is zero. The estimated ua as a function of
Pstep for four different values of Tamb is shown in Fig. 4a.

Next, the differential equation (8) in combination with
equation (9) was numerically solved for the time interval tstep,
denoting the width of the crystallizing part of the two-stepped
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Figure 4 | Estimation of the overall temperature dependence of growth

velocity. (a) Estimated amorphous thickness, ua, as a function of the

crystallizing power corresponding to the two-stepped pulse (Pstep) obtained

at different ambient temperatures. The curves are shifted vertically for

clarity. Also shown is the comparison with the ua versus Pstep relationship

obtained by solving equations (8) and (9) using the estimated temperature

dependence of growth velocity, vg(T). (b) The estimated vg(T) plotted in log

and linear scales along with the results from the preceding sections. In the

log plot, the estimated vg(T) is depicted by solid lines (black and green).

The black solid line captures the growth rate in the super-cooled liquid

state, where the growth velocity is described by equation (1) and the

viscosity is given by equation (11). At a temperature of 534K, vg(T) deviates

from the super-cooled liquid behaviour and follows an Arrhenius

behaviour characteristic of the glass state as described by equation (13)

(denoted by the green solid curve). The black dashed line indicates the

extrapolation of the super-cooled liquid behaviour to lower temperatures,

and the green dashed line shows the extrapolation of the Arrhenius

behaviour to higher temperatures.
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pulse. The thermal resistance of the cell as a function of the
amorphous thickness, Rth(ua), is needed for this; it was extracted
from finite-element modelling in combination with experimental
measurements (see Methods and Supplementary Note 4).

To estimate vg(T), a parametric model is needed. At high
temperatures, vg(T) is assumed to follow the growth rate
description associated with the super-cooled liquid state given
by equation (1), where the viscosity is provided by one of the
most recent and most accurate models to describe its temperature
dependence33, namely,

log10ZðTÞ ¼ log10Z1 þ ð12� log10Z1ÞTg

T

� exp
m

12� log10Z1
� 1

� �
Tg

T
� 1

� �� � ð11Þ

where ZN is the extrapolated infinite temperature viscosity. Tg is
the temperature defined to be the temperature at which viscosity
equals 1012 Pa s and m denotes the fragility given by

m ¼ @log10ZðTÞ
@ðTg=TÞ

����
T¼Tg

: ð12Þ

However, below a certain transition temperature, Tglass, the
growth rate has to deviate from that of the super-cooled liquid
state to match the measured values from the isothermal
experiment presented earlier. Based on these measurements, the
growth velocity is captured by an Arrhenius behaviour char-
acteristic of the glass state given by

vgðTÞ ¼ vg1exp
� Ea
kBT

� �
ð13Þ

where the activation energy Ea is 3.01 eV and
vg

N
¼ 2.4� 1024ms� 1.

Hence, vg(T) is constituted by two segments, one that
corresponds to the super-cooled liquid state and the other that
corresponds to the glass state. By iterating over the parameters,
Tg, m, ZN and Tglass, the best estimate of vg(T) that fits the ua
versus Pstep data for all four ambient temperatures was obtained.
The melting temperature, Tmelt, entering into vg(T) via
equation (2), was set to the measured value of 877K DHm was
set to 152.4meV per atom, which is a value from literature for as-
deposited Ge2Sb2Te5 (ref. 34). Moreover, vg(T) was constrained to
have a maximum value at Tcryst based on the results from
the preceding section. The parameters l and ratom in equation (1)
were chosen to be 0.299 and 0.1365 nm, respectively, and Rhyd¼
ratom. The fit parameters Tg, m, ZN and Tglass were obtained to be
472K, 140, 0.012 Pa s and 534K, respectively.

The fits to the experimental data are shown in Fig. 4a. The fits
are particularly good at crystallization powers above Pcryst. In
this regime, the crystallization process is self-limiting. The
temperature at the interface is higher than Tcryst and a shrinkage
in amorphous thickness leads to decreasing values of vg (Fig. 3b).
For crystallization powers below Pcryst, the simulation exhibits a
sharp drop in the amorphous thickness because the re-crystal-
lization is self-accelerating once the interface temperature falls
below Tcryst and a reduction in ua will lead to even higher
re-crystallization speed. In the experiment, this is less
pronounced, possibly because of the averaging over the interface
temperatures. In addition, the self-acceleration could amplify the
small variations in the programmed ua, thus making the data
more noisy.

The estimated vg(T) along with the results from the preceding
sections are shown in Fig. 4b. The blue solid line shows vg(T) in
the linear scale, whereas the black and green solid lines describe
vg(T) in the log scale. The black line (solid and dashed)
corresponds to the super-cooled liquid state, where the growth

velocity is described by equation (1) and the viscosity is given by
equation (11). The fragility, m, which was one of the fit
parameters and found to have a high value of 140, corresponds
to the super-cooled liquid state. However, even at a rather high
temperature of 534K, the glass state is formed, possibly owing to
the ultra-fast quench rates. Below this temperature, the growth
velocity deviates from that of the super-cooled liquid state and
follows an Arrhenius behaviour as described by equation (13)
(denoted by the green solid line). The green dashed line depicts
the extrapolation of the Arrhenius behaviour to higher tempera-
tures, and the black dashed line shows the extrapolation of the
super-cooled liquid behaviour to lower temperatures. It can be
seen that the crystallization rate is significantly higher for the
glass state than for the corresponding super-cooled liquid state.
However, as pointed out earlier, there is also a temporal
component to the crystallization rate of the unstable glass state,
whereby the growth velocity decreases with increasing time and
thus possibly approaches the growth rate corresponding to the
super-cooled liquid state over time.

Discussion
Using the isothermal method, we were able to measure the
growth velocity of the melt-quenched phase change material up
to B 540K, which is about as high as the highest reported
temperature to which a phase change material has been measured
so far15. In doped Ge2Sb2Te5, we observed an Arrhenius
behaviour over eight orders of magnitude in growth velocity.
This remarkable result confirms the wide range of singly activated
behaviour previously observed in a very different phase
change material, namely, Ag- and In-doped Sb2Te (ref. 15).
As DGo0.18 eV is much lower than EaE3 eV in the glass
state below 534K, the observed Arrhenius behaviour shows
that also in the melt-quenched state in memory cells the
activation energy for diffusion controls the temperature
dependence of the growth velocity34,35. It is also worth noting
that we do not find sufficient evidence of a breakdown of the
Stokes–Einstein relation between diffusivity and viscosity, which
would introduce an exponent xo1 for the viscosity term Z in
equation (1)36 (Supplementary Note 5).

The high activation energy for crystallization in the glass state
explains the ability of these materials to crystallize on the
nanosecond timescale at elevated temperatures while being able
to retain the amorphous state for several years at room
temperature. As can be seen in Fig. 4b, the high activation
energy together with the ultra-fast quench rate leads to a smooth
glass transition at very high temperatures, which might be the
reason why so far no clear discontinuity in activation energy has
been observed in the literature, in contrast to other fragile glasses
such as polymers. The analysis of the isothermal measurement
also nicely demonstrates the complexity of the behaviour of the
glass state, and that it is crucial to consider relaxation during
long-term experiments as it influences both viscosity and
electrical transport. The ultra-fast quench rates mean that the
glass state formed in a PCM cell is far from thermal equilibrium.
This is unlike samples produced by sputter deposition. Hence,
one of the biggest blessings (the fast speed of the materials) also
leads to the biggest curse of the technology, namely, the structural
relaxation towards the equilibrium that is observed in our work
and in literature as drift in growth rate, threshold voltage and
resistance37. In particular, the last is a significant challenge in
realizing multi-level storage31,38. Another consequence of this
finding is that the simple extrapolation typically done for
evaluating the retention time of stored information39,40 needs
to be corrected for the temporal slow-down of crystal growth
upon drift.
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Despite the tremendous increase of the temperature range over
which recent studies have investigated the crystal growth velocity,
still only the left side of Tcryst had been probed14,15. Going beyond
those studies, we also probed the dynamic behaviour of the melt-
quenched material around and above the maximum of the growth
velocity all the way up to the melting temperature. From a
technological standpoint, the information about the melting
temperature and the temperature of highest growth velocity is
very important for the performance evaluation of a material
directly measured within a cell. Apart from the cell design, the
melting temperature is ultimately the limiting factor for the
energy efficiency, and the temperature of maximum growth
influences the data retention and the vulnerability to thermal
disturbance. As those decisive material properties are measured
directly in a memory cell, it is also possible to measure those
quantities as a function of cycling and drift. Especially the change
of those performance factors with cycling is critical because it has
been shown that the material composition within a cell may
change during the lifetime of operation, for example, because of
electromigration41,42.

To summarize, we have obtained, for the first time, a
comprehensive picture of the temperature dependence of the
crystal growth of melt-quenched phase change materials. It is
expected that these results and methodology will have a
significant impact on fundamental research on the phase change
mechanism as well as super-cooled liquids and glasses in general.
The technological relevance stems from the central role played by
crystal growth in phase change-based electronic devices, influen-
cing properties such as the speed of operation, energy consump-
tion and retention of a certain phase configuration. Moreover, the
fact that the measurements can be performed within the confines
of nanoscale devices in which the material is going to be used
opens up several new avenues for future work.

Methods
PCM cells. The mushroom-type PCM cells used in the experiments were fabri-
cated in the 90-nm technology node with the bottom electrode created via sub-
lithographic key-hole process43. The phase change material is doped Ge2Sb2Te5.
The dopant is primarily intended to enhance the endurance of the PCM cell44.
All experiments were conducted on PCM cells that had been heavily cycled. The
bottom electrode has a radius of B20 nm and a length of B65 nm. The phase
change material has a thickness of 100 nm and extends to the top electrode, whose
radius is B100 nm.

Experimental setup. Most of the measurements were done on a JANIS ST-500-2-
UHT cryogenic probing station that operates from 77 to 400K and offers a tem-
perature stability of o50mK. The cryostat is cooled by using liquid nitrogen as a
cryogen. Two heaters with powers of 50 and 25W and at different positions in the
chamber allow temperature control. The temperature is measured at four points
inside the chamber by calibrated Lakeshore Si DT-670B-CU-HT diodes with an
accuracy of o0.5 K. Temperature was regulated using a Lakeshore 336 Automatic
Temperature Controller.

To thermally isolate the sample, a radiation shield is fixed above the sample
mount and thermally connected to the nitrogen out flux. To avoid heat exchange
via convection and water condensation at low temperatures, the experiments were
done under vacuum (average pressure of 10� 5mBar).

The chamber has six ports. Only one of them was used to connect a high-
frequency Cascade Microtech Dual-Z probe. The high-frequency probe is
connected with cooling braids to the Cu chuck to guarantee that the sample and the
probe are at the same temperature. The sample is fixed on the Cu sample mount
inside the vacuum chamber by a metal clip.

A Keithley 2400 SMU was used for DC voltage or current outputs and the
measurement of the corresponding current or voltage at the sample. An Agilent
81150A Pulse Function Arbitrary Generator was used for AC voltage outputs (cell
switching) and a Tektronix TDS3054B oscilloscope for AC voltage and current
measurements. Mechanical relays were used to switch between AC and DC
measurements. The cell resistance was measured at a constant read voltage of 0.2 V
and the current–voltage (I–V) characteristics were measured using the current
output mode of the SMU from 1 nA to 1 mA.

For the isothermal measurements, identical probe-head and electronics were
used. However, to achieve higher temperatures, the sample was mounted on an
invar block with two embedded Tungsten heaters. The temperature was measured

using a thermocouple inserted into the invar block and controlled via a Eurotherm
temperature controller. The temperature on top of the PCM chip was further
calibrated using an Omega silicon diode sensor. The threshold switching voltage
was determined by applying a triangular voltage signal of 4-ms duration.

Finite-element simulations. Simulations using the finite-element method have
been performed using Comsol 4.3b in 2D-axial symmetry using the built-in Joule
heating model. The mushroom-type geometry of the device extracted from scan-
ning electron microscope images was rebuilt. The thermal conductivity of the
electrode material (TiN), the insulator (SiO2) and the phase change material was
chosen to be 12Wm� 1 K� 1, 1.4Wm� 1 K� 1 and 0.5Wm� 1 K� 1, respectively.
The electrical conductivity of TiN was chosen to be 3.8� 105 Sm� 1 and SiO2 was
assumed to be a perfect insulator. The electrical conductivity of the phase change
material was determined from the I–V measurements to be described as a function
of the electric field. The conductivity rises roughly exponentially from 104 Sm� 1 at
low fields to 5� 105 Sm� 1 at 55V mm� 1 (Supplementary Note 4). The boundaries
of the model in the SiO2 domains were chosen to be thermally and electrically
insulating. The boundaries for the top and bottom electrodes were set to be at
constant temperature, and a voltage potential was applied. At the interface between
TiN and the phase change material, a thermal boundary resistance of
20m2KGW� 1 was implemented.

Estimation of ua from Vth. A fast estimate of the amorphous thickness can be
obtained as follows. The threshold switching voltage is linked to the amorphous
thickness by22

VthðtÞ ¼ EthðtÞ�uaðtÞ: ð14Þ
Eth denotes the threshold switching field at which the electronic threshold

switching takes place. At this critical field, the resistance of the PCM cell drops to a
substantially lower value, resulting in a sharp increase in the current45,46. However,
Eth(t) itself undergoes an evolution with time owing to the structural relaxation of
the amorphous phase. A good empirical model describing such a temporal
evolution is given by47

EthðtÞ ¼ E0
th þ nE log

t
t0

� �
; ð15Þ

where nE is the drift coefficient of the threshold field and E0
th is the threshold field at

t¼ t0. A fixed value of nE was assumed for all temperatures and can be estimated
from experiments conducted at low ambient temperatures at which the crystal
growth rate is negligible. The threshold switching voltage data Vth(t) (shown in
Supplementary Note 1) was then fitted to equation (14) in conjunction with
equations (15) and (5) with vg0 ðTÞ, E0

th and Q as fitting parameters. The resulting
ua(t) and vg0 ðTÞ are shown in Fig. 1b,c, respectively.

Fitting procedure for resistance versus Pstep curves. To obtain the power at
which the resistance is minimum in the resistance versus Pstep data, the experi-
mental data was fitted to a parametric R(Pstep) curve. This is done to minimize the
impact of noise. The parametric R(Pstep) curve was in turn based on a characteristic
ua(Pstep) curve obtained using the simulations described in Section Estimation of
vg(T) and is given by

RðPstepÞ ¼ ys�ua xs � Pstep þ xo
	 


þ yo ð16Þ
where xs, xo, ys and yo were the fitting parameters. The scaling and offsetting using
these parameters is necessary because the exact relationship between the resistance
and ua in a mushroom cell geometry is not exactly linear especially at higher ua
values, owing to resistance spreading in the mushroom geometry31. However, this
does not pose a significant problem as we are only interested in obtaining the Pstep
value at which the minimum resistance value is measured.

Estimate of ua from sub-threshold I–V measurements. To estimate the amor-
phous thickness, I–V measurements were made. The low-field region of the I–V
curve before threshold switching is fitted with the model for sub-threshold elec-
trical transport by Ielmini and Zhang32

IðVÞ ¼ 2q
pr2E
t0

2
Dz2

e
� ea

kBT

� �
sinh

qDzV
2kBTua

� �
; ð17Þ

where q denotes the elementary charge. The fitted parameters were rE, an effective
bottom electrode radius introduced to accurately model the resistance spreading in
the mushroom cell design, and the effective amorphous thickness ua (refs 31,48).
The other parameters were left constant; t0¼ 10� 14s, Dz¼ 6.9 nm, ea¼ 0.34 eV
and T¼Tamb.

Estimation of Rth(ua). Finite-element modelling in combination with experi-
mental techniques can be used to estimate Rth(ua). The two-stepped pulse approach
employed to measure Tcryst can also be used to obtain Rth(ua). At a fixed ambient
temperature, two-stepped pulses are applied and Pcryst is measured. These
experiments are repeated by varying the amplitude of the melting part of the pulse
across a wide range, thus changing the size of the initial amorphous region created
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within the PCM cell. From the resulting relationship between the initial amorphous
thickness and the corresponding Pcryst measurements, one can estimate Rth(ua)
using equation (10) and the estimated Tcryst¼ 750K. There is remarkable agree-
ment between this estimate and that obtained from FEM (Supplementary Note 4).
Given the uncertainties associated with the effective thermal resistance surrounding
the memory cell, the Rth(ua) obtained through FEM is scaled down by a factor of
1.15 to match the experimental measurements more accurately. This is equivalent
to introducing a constant heat flux boundary condition in the FEM simulation.
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10. Hegedüs, J. & Elliott, S. R. Microscopic origin of the fast crystallization ability of
Ge-Sb-Te phase-change memory materials. Nat. Mater. 7, 399–405 (2008).

11. Kolobov, A., Krbal, M., Fons, P., Tominaga, J. & Uruga, T. Distortion-triggered
loss of long-range order in solids with bonding energy hierarchy. Nat. Chem. 3,
311–316 (2011).

12. Matsunaga, T. et al. From local structure to nanosecond recrystallization
dynamics in AgInSbTe phase-change materials. Nat. Mater. 10, 129–134
(2011).

13. Lee, B.-S. et al. Distribution of nanoscale nuclei in the amorphous dome of a
phase change random access memory. Appl. Phys. Lett. 104, 071907 (2014).

14. Orava, J., Greer, A. L., Gholipour, B., Hewak, D. W. & Smith, C. E.
Characterization of supercooled liquid Ge2Sb2Te5 and its crystallization by
ultrafast-heating calorimetry. Nat. Mater. 11, 279–283 (2012).

15. Salinga, M. et al. Measurement of crystal growth velocity in a melt-quenched
phase-change material. Nat. Commun. 4, 2371 (2013).

16. Thompson, C. V. & Spaepen, F. On the approximation of the free energy
change on crystallization. Acta Metall. 27, 1855–1859 (1979).

17. Debenedetti, P. G. & Stillinger, F. H. Supercooled liquids and the glass
transition. Nature 410, 259–267 (2001).

18. Baschnagel, J., Binder, K. & Wittmann, H. P. The influence of the cooling rate
on the glass transition and the glassy state in three-dimensional dense polymer
melts: a Monte Carlo study. J. Phys. Condens. Matter 5, 1597 (1993).

19. Buchholz, J., Paul, W., Varnik, F. & Binder, K. Cooling rate dependence of
the glass transition temperature of polymer melts: molecular dynamics study.
J. Chem. Phys. 117, 7364–7372 (2002).

20. Le Roux, S. & Jund, P. Influence of the cooling rate on the glass transition
temperature and the structural properties of glassy GeS2: an ab initio molecular
dynamics study. J. Phys. Condens. Matter 19, 196102 (2007).

21. Njoroge, W. K., Dieker, H. & Wuttig, M. Influence of dielectric capping
layers on the crystallization kinetics of Ag5In6Sb59Te30 films. J. Appl. Phys. 96,
2624–2627 (2004).

22. Krebs, D. et al. Threshold field of phase change memory materials measured
using phase change bridge devices. Appl. Phys. Lett. 95, 082101 (2009).

23. Orava, J., Greer, A. L., Gholipour, B., Hewak, D. W. & Smith, C. E. Ultra-fast
calorimetry study of Ge2Sb2Te5 crystallization between dielectric layers. Appl.
Phys. Lett. 101, 091906 (2012).

24. Lencer, D., Salinga, M. & Wuttig, M. Design rules for phase-change materials in
data storage applications. Adv. Mater. 23, 2030–2058 (2011).

25. Kalb, J., Spaepen, F., Pedersen, T. P. L. & Wuttig, M. Viscosity and elastic
constants of thin films of amorphous Te alloys used for optical data storage.
J. Appl. Phys. 94, 4908–4912 (2003).

26. Burr, G. W. et al. Observation and modelling of polycrystalline grain formation
in Ge2Sb2Te5. J. Appl. Phys. 111, 104308 (2012).

27. Redaelli, A., Pirovano, A., Benvenuti, A. & Lacaita, A. L. Threshold switching
and phase transition numerical models for phase change memory simulations.
J. Appl. Phys. 103, 111101 (2008).

28. Reifenberg, J. P., Kencke, D. L. & Goodson, K. E. The impact of thermal
boundary resistance in phase-change memory devices. IEEE Electron Device
Lett. 29, 1112–1114 (2008).

29. Diosdado, J. A. V., Ashwin, P., Kohary, K. I. & Wright, C. D. Threshold
switching via electric field induced crystallization in phase-change memory
devices. Appl. Phys. Lett. 100, 253105 (2012).

30. Boniardi, M., Redaelli, A., Tortorelli, I., Pellizzer, F. & Pirovano, A. Internal
temperature extraction in phase-change memory cells during the reset
operation. IEEE Electron Device Lett. 33, 594–596 (2012).

31. Sebastian, A., Papandreou, N., Pantazi, A., Pozidis, H. & Eleftheriou, E.
Non-resistance-based cell-state metric for phase-change memory. J. Appl. Phys.
110, 084505 (2011).

32. Ielmini, D. & Zhang, Y. Analytical model for subthreshold conduction and
threshold switching in chalcogenide-based memory devices. J. Appl. Phys. 102,
054517 (2007).

33. Mauro, J. C., Yue, Y., Ellison, A. J., Gupta, P. K. & Allan, D. C. Viscosity of
glass-forming liquids. Proc. Natl Acad. Sci. 106, 19780–19784 (2009).

34. Kalb, J. A. Crystallization Kinetics in Antimony and Tellurium Alloys Used for
Phase Change Recording. PhD thesis, RWTH Aachen (2006).

35. Kalb, J., Spaepen, F. & Wuttig, M. Atomic force microscopy measurements of
crystal nucleation and growth rates in thin films of amorphous te alloys. Appl.
Phys. Lett. 84, 5240–5242 (2004).

36. Ediger, M., Harrowell, P. & Yu, L. Crystal growth kinetics exhibit a fragility-
dependent decoupling from viscosity. J. Chem. Phys. 128, 034709 (2008).

37. Ielmini, D., Lacaita, A. L. & Mantegazza, D. Recovery and drift dynamics of
resistance and threshold voltages in phase-change memories. IEEE Trans.
Electron Devices 54, 308–315 (2007).

38. Papandreou, N. et al. in Drift-resilient cell-state metric for multilevel phase-
change memory. Proc. IEEE Int. Electron Devices Meeting 3–5 (IEEE, 2011).

39. Pirovano, A. et al. Reliability study of phase-change nonvolatile memories.
IEEE Trans. Device Mater. Reliability 4, 422–427 (2004).

40. Russo, U., Ielmini, D. & Lacaita, A. L. Analytical modelling of chalcogenide
crystallization for PCM data-retention extrapolation. IEEE Trans. Electron
Devices 54, 2769–2777 (2007).

41. Oosthoek, J. L. M. et al. Evolution of cell resistance, threshold voltage and
crystallization temperature during cycling of line-cell phase-change random
access memory. J. Appl. Phys. 110, 024505 (2011).

42. Padilla, A. et al. Voltage polarity effects in Ge2Sb2Te5-based phase change
memory devices. J. Appl. Phys. 110, 054501 (2011).

43. Breitwisch, M. et al. in Proc. IEEE Symp. VLSI Technol. 100–101 (IEEE, 2007).
44. Chen, C.-F. et al. in Proc. IEEE Int. Memory Workshop 1–2 (IEEE, 2009).
45. Adler, D., Shur, M. S., Silver, M. & Ovshinsky, S. R. Threshold switching in

chalcogenide-glass thin-films. J. Appl. Phys. 51, 3289–3309 (1980).
46. Pirovano, A., Lacaita, A. L., Benvenuti, A., Pellizzer, F. & Bez, R. Electronic

switching in phase-change memories. IEEE Trans. Electron Devices 51, 452–459
(2004).

47. Ciocchini, N., Cassinerio, M., Fugazza, D. & Ielmini, D. Modelling of threshold-
voltage drift in phase-change memory (PCM) devices. IEEE Trans. Electron
Devices 59, 3084–3090 (2012).

48. Papandreou, N. et al. Estimation of amorphous fraction in multilevel phase-
change memory cells. Solid State Electron. 54, 991–996 (2010).

Acknowledgements
We would like to thank the PCM team at IBM Research–Zurich in particular H. Pozidis
and E. Eleftheriou, for their support of this work, U. Egger and W. Häberle for technical
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