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Breast diseases are a group of diseases that appear in different forms. An entire group of these diseases is breast cancer.+is disease
is one of the most important and common diseases in women. A machine learning system has been trained to identify specific
patterns using an algorithm in a machine learning system to diagnose breast cancer. +erefore, designing a feature extraction
method is essential to decrease the computation time. In this article, a two-dimensional contourlet is utilized as the input image
based on the Breast Cancer Ultrasound Dataset. +e sub-banded contourlet coefficients are modeled using the time-dependent
model. +e features of the time-dependent model are considered the leading property vector. +e extracted features are applied
separately to determine breast cancer classes based on classification methods. +e classification is performed for the diagnosis of
tumor types. We used the time-dependent approach to feature contourlet sub-bands from three groups of benign, malignant, and
health control test samples. +e final feature of 1200 ultrasound images used in three categories is trained based on k-nearest
neighbor, support vector machine, decision tree, random forest, and linear discrimination analysis approaches, and the results are
recorded. +e decision tree results show that the method’s sensitivity is 87.8%, 92.0%, and 87.0% for normal, benign, and
malignant, respectively. +e presented feature extraction method is compatible with the decision tree approach for this problem.
Based on the results, the decision tree architecture with the highest accuracy is the more accurate and compatible method for
diagnosing breast cancer using ultrasound images.

1. Introduction

Breast cancer is becoming one of the most severe diseases
that affect people worldwide [1]. +is condition primarily
affects women, although it can also impact men. It is healed
by recognizing illnesses early on and curing them. Cancer-
related deaths are also on the rise in this area [2].

Consequently, early detection of breast anomalies can lower
the mortality rate [3]. In traditional deep learning algo-
rithms, the complicated environment of the feature ex-
traction stage impairs the state’s precision and effectiveness
[4]. A clinical examination usually carried out by a physician
effectively detects a wide range of breast cancer kinds. +e
doctors first cut segment biopsy samples and then analyze
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them with hematoxylin and eosin staining in the first phase
of this procedure. Eosin attaches to proteins and emphasizes
other components, whereas hematoxylin binds to DNA and
accentuates nuclei [5]. Moreover, pathologists examine
tissue samples using microscopes to visualize highlighted
locations in digital pictures. +e assessment of tissue bi-
opsies permits early clues of tissue biopsies to be identified.
Experienced pathologists, on the other hand, devote a sig-
nificant amount of time and effort to this endeavor. A breast
cancer diagnosis is a time-consuming and costly procedure.
It is highly dependent on the pathologist’s past knowledge
and the accuracy of histopathology [6]. Examination,
mammogram, ultrasonography, magnetic resonance imag-
ing, and positron emission tomography/computed tomog-
raphy have all been studied for their diagnostic value. +ere
are presently no established diagnostic parameters or ref-
erence methodologies for assessing efficacy. Furthermore, a
few exploratory investigations utilizing enhanced contrast
magnetic resonance imaging, dispersion magnetic reso-
nance, or positron emission high-resolution computed to-
mography have shown encouraging findings, indicating the
need for more study. +e ultrasound would have the edge
over other scanning technologies in anticipating early tumor
responses and developing chemo-switch tactics since it is
noninvasive and widely available [7]. Previous research has
focused on the association between diagnostic characteris-
tics and molecular subtypes and distinguishing benign and
malignant breast cancers using ultrasound pictures. Breast
tumors of the triple-negative type had a higher chance of
having constricted margins. +ey had a lower risk of cal-
cifications [7]. +e necessity for an adjuvant screening tool
has been recognized because of the reduced sensitivity of
screening mammography in thick breasts, and ultrasonog-
raphy has been proposed as a viable supplementary
screening modality [7]. Even though ultrasonography is
frequently used as a supportive screening technique in Asia
[8, 9], there has been little research on the survival ad-
vantages of screening ultrasound for breast cancer.

A two-dimensional contourlet is used as the input picture
in this work. +e time-dependent model is used to represent
the sub-banded contourlet coefficients. +e primary property
vector is made up of the characteristics of the time-dependent
model.+e collected characteristics are used independently to
define breast cancer classifications based on classification
algorithms. +e categorization is used to determine the kind
of tumor. We employed the time-dependent method to
highlight contourlet sub-bands from three sets of test samples:
benign, malignant, and health control. +e outcomes of three
modes of classic classification methods, including k-nearest
neighbor(KNN), support vector machine(SVM), decision
tree(DT), random forest (RF), and linear discrimination
analysis (LDA) approaches, are documented, as well as the
final feature employed in each.

2. Literature Review

Automated breast cancer diagnosis in mammogram images
using moth flame optimization based on the extreme
learning machine approach was described by Muduli et al.

[10]. +e breast cancer pictures used in this study were
acquired from the MIAS collection. +e image was then
preprocessed to eliminate any noise. +e lifting wavelet
decomposition was then used to retrieve the features. An
extreme learning machine classification was used to classify
the images. +e moth flame optimization technique opti-
mized the extreme learning machine variables. Breast can-
cers were categorized as normal or abnormal, benign, or
malignant, with 94.76 percent (regular vs. dysfunction) and
97.80 percent (benign vs. malignant) accuracy (benign vs.
malignant). +e number of features available with this
technique is limited. Melekoodappattu and Subbian [11]
used a hybrid extreme learning network with the fruit fly
optimization classifier algorithm to diagnose breast cancer
automatically. Mammography breast cancer images were
obtained here to identify breast cancer. +e images were
then preprocessed to eliminate any noise. +e gray level co-
occurrence matrix approach was used to feature extraction.
+e retrieved traits were then used to categorize the pictures
as normal, benign, or malignant. +e extreme learning
machine algorithm was used to classify the images. +e fruit
fly optimal solution was used to optimize the weight pa-
rameters of extreme learning machines. +e accuracy of the
experimental results is 97.5 percent. +e error rate rose as
the number of characteristics retrieved grew due to the
method’s shortcoming.

Sasikala et al. [12] developed a hybrid technique based on
the binary firefly method with optimum-path forest clas-
sification for detecting breast cancer by merging cranio-
caudal and mediolateral oblique views. +e GLOBOCAN
database was used to provide the initial breast cancer pic-
tures. +e images were then preprocessed to eliminate any
noise. A local binary pattern was used to extract the picture
characteristics. Mediolateral oblique and craniocaudal as-
pect mammography were among the characteristics re-
trieved. Using a hybrid technique based on binary
algorithms and an optimum-path forest classifier, these
characteristics were combined. +e reliability of the ap-
proach described is 98.56 percent. Because of the feature
fusion procedure, the failure rate rose. Integrating an op-
timum wavelet statistics structure with the recurrent neural
network for tumor identification and tracking was presented
by Begum and Lakshmi [13]. +eMIAS dataset provided the
input mammography images. To eliminate the sounds, the
images were preprocessed. +e textural characteristics were
then extracted. A recurrent neural network classifier was also
used to classify the retrieved characteristics. +e opposing
gravitational search technique improved the existing neural
network parameters. +e aberrant image was identified and
then segmented. +e region of interest area was separated
using a modified region expanding method. +e accuracy of
this strategy is 96.43 percent. +e given approach includes a
false alarm restriction. Fei et al. [14] introduced a doubly
supervised factor transference classification to handle
transfer learning between unbalanced modalities using la-
beled data as directed. +e suggested method has two al-
gorithms: paired bimodal ultrasound images with shared
tags and unpaired pictures with separate labels. +ose above
used the gradient descent in the support vector machine
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plus’s specifically designed transfer learning paradigm. In
contrast, the latter used the Hilbert–Schmidt autonomy set
of criteria for transferring knowledge between the unpaired
image data, consisting of single-modal BUS images and EUS
images from paired bimodal data. As a result, parameter
transfer was used to construct doubly supervised knowledge
transfer in a unified optimization problem. +e suggested
method for the ultrasound-based detection of breast ma-
lignancies was tested in two tests. +e proposed approach
outperformed all comparable algorithms in the experiments,
indicating a broad spectrum of uses. Yan et al. [15] devel-
oped a peptide MG that targets the tumor-driving protein,
MDMX, and causes its destruction. Xu et al. [16] proposed
an MTL method for segmenting and categorizing images of
the tongue. Our combined strategy is more accurate than the
current tongue characterization methods, as demonstrated
in the experimental results. A novel feature selection algo-
rithm was used by Tang et al. [17] to identify tissue-specific
DNAm at CpG sites. Using a random forest algorithm, we
constructed classifiers capable of identifying the origin of
tumors with high specificity based on the DNAm profiles of
the malignancies.

Zeebaree et al. [18] proposed a features-based fusing
approach based on uniform-local binary pattern improve-
ment and filtering noise removal. To overcome the re-
strictions above and fulfill the study’s goal, a new classifier
was presented that enriches the local binary pattern char-
acteristics depending on the new threshold. +is article
introduced a two-stage multilevel fusion technique for the
auto-classification of stationary ultrasounds of breast cancer.
Using the preprocessing procedure, many pictures were first
created from a single image. +e median and Wiener filters
were used to reduce speckle noise and improve ultrasound
visual smoothness. By minimizing the overlap between the
benign and malignant picture classes. Second, the fusion
technique enabled the creation of various characteristics
from diverse filtered pictures. +e viability of categorizing
ultrasound pictures using the LBP-based structuring ele-
ment was proven. +e suggested approach produced high
accuracy (98%), recall (98%), and specificity (98%). Con-
sequently, the fusion procedure, which may assist in gen-
erating a robust judgment based on distinct characteristics
obtained from different filtered pictures, enhanced the ac-
curacy, sensitivity, and specificity of the new classifier of LBP
features. +e study by Briganti et al. [19] examined the
network structure of alexithymia components and compared
the results with relevant prior studies. Rezaei et al. [20]
focused on the use of remote sensing methods to generate a
geological map of the Sangan area using ASTER satellite
imagery. Zhang et al. [21] suggested a privacy-preserving
optimization of the clinical pathway query scheme (PPO-
CPQ) in order to attain a safe clinical pathway inquiry in e-
healthcare. Liu et al. [22] propose a novel perceptual con-
sistency ultrasound image super-resolution (SR) method,
which takes only the linear-resolved ultrasound data and
guarantees that the generated SR image is consistent with the
original LR image, and vice versa. Eslami et al. [23] de-
veloped a multi-scale attention-based convolutional neural
network for multi-class categorization of road pictures.

Sadeghipour et al. [24] developed a hybrid approach using
both a firefly algorithm and an intelligent system to detect
breast cancer. Rezaei et al. [25] proposed a data-driven
approach to segmenting hand parts on depth maps without
the need for extra labeling. Ahmadi et al. [26] proposed a
classifier used for diagnosing brain tumors. Based on the
results of the ROC curve, the given layer may segregate the
brain tumor with a high true-positive rate. Zhang et al. [27]
assembled train, test, and exterior test sets using breast
ultrasound pictures from two clinics. +e training data were
used to create an optimal deep learning model. Both the test
set and the exterior test set were used to test the validity.
Medical experts used the BI-RADS classification to evaluate
the clinical outcomes. +ey classified breast cancer into
molecular subgroups based on the expression of the hor-
mone receptor and the female epidermal growth factor
receptor.

+e deep learning model’s capability to identify mo-
lecular subtypes was verified in the testing set. In one in-
vestigation, the deep learning model was highly influential in
detecting breast cancers from ultrasound pictures. As a
result, the deep learning model can drastically minimize the
number of needless biopsies, particularly in individuals with
BI-RADS 4A. Furthermore, this model’s prediction capacity
for molecular subtypes was good, with therapeutic impli-
cations. Table 1 shows the summary of research relate to
breast cancer diagnosis and feature extraction methods.
Based on the literature review, it can be concluded that some
of the feature extractionmethods are based on direct analysis
of the mammographic or ultrasound image. Moreover, the
number of feature extraction method is limited. +erefore,
because of the complexity of analyzing ultrasound images,
proving a novel method is challenging.

3. Methods and Material

3.1. Contourlet Transformation (CT). It is critical in machine
learning to show a picture to extract vital and desirable
properties such as the outer boundary. Contourlet trans-
formation is a comparatively recent transformation created
to enhance wavelet picture representation. A contourlet filter
may be used withmany angles at different resolutions, unlike
the discrete wavelet processing, which employs just three
vertical, horizontal, and diameter filters to extract the ap-
propriate picture components. As a result, the borders of
things are retrieved at various angles, referred to as contours.
+is transformation can give more precise borders than
previous edge editing techniques and capabilities like dis-
playing borders at various angles, densities, and ultimate
tensile[8].+is transition has two primary steps, as indicated
in Figure 1. +e Laplacian pyramid is used to scale and find
edges and interruptions in the first stage. +e directional
filter bank is used in the second stage to connect inconsistent
locations and form linear structures. +e Laplacian pyramid
is given to the picture of the low-pass filter first and then
eliminated from the main image, leaving the differential
image with details and high-frequency elements. After that,
factor (2, 2) is used to sample the downstream substrate, and
the process is repeated numerous times. +e high-frequency
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differential image of the directional bank filter is used at each
analysis stage to correlate the values on a single scale and
separate the overhead sub-band.

+is modification yields a set of low-frequency variables
that include the highest-level estimation components (lower
spatial resolution) as well as a set of high-frequency coef-
ficients that include sensitive components and sharp edges at
different scales [33].

3.2. Time-Dependent Feature Extraction Methods. +e dis-
crete Fourier transform is supposed to explain the signals
trace as a function of frequency X[k] as a product of the
sampled depiction of the signal as x[j] with j � 1, 2, . . . N,
length N, and sampling rate fsHz. Assume we use Parseval’s
theorem, which states that the whole square of a function is
the entire square of its transformation. In that instance, we
begin the feature extraction procedure [33]:

􏽘
N−1

j�0
|x[j]|

2
�

1
N

􏽘

N−1

k�0
X[k]X

∗
[k]

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 � 􏽘

N−1

k�0
P[k]. (1)

Let P[k] be the phase-excluded power spectrum, per the
preceding formula. It implies that multiplying X[k] by the
X∗[k] conjugate divided by N yields the frequency index.
+e whole definition of frequency given by the Fourier
transform is commonly understood to be symmetrical
concerning zero frequency; that is, it contains equal portions
extending to both positive and negative frequencies. +is
symmetry does not exist throughout the spectrum, including
positive and negative frequencies. We cannot use spectral
power from the time domain since we have complete access.
All irregular moments are also zero by the statistical method
of the frequency distribution, according to the idea of a one-
minute m of the order n P[k] of the power spectral density
[33].

Table 1: Summary of research work about breast cancer diagnosis using machine learning methods.

Author Year Dataset Image type Feature extraction Classification Accuracy

Patil & Biradar [28] 2021 MIAS Mammography Gray level co-
occurrence matrix

Convolutional neural network,
recurrent neural network 98.3%

Masud et al. [29] 2021 Rodrigues Ultrasound Image Convolutional neural networks —
Chung et al. [30] 2021 EHR Ultrasound — Statistical method —

Fei et al. [14] 2021 Nanjing drum
tower hospital

B-mode and
elastography
ultrasound

Gray level co-
occurrence matrix

Doubly supervised parameter
transfer classifier 86.73%

Muduli et al. [10] 2020 MIAS Mammography Lifting wavelet
transform Extreme learning machine 94.76%

Melekoodappattu
et al. [11] 2020 MIAS Mammography Gray level co-

occurrence matrix

Fruit fly optimization
algorithm and extreme

learning machine
97.5%

Sasikala et al. [12] 2020 DDSM and
INbreast Mammography Local binary

pattern
Binary firefly approach with
optimum-path forest classifier 98.56%

Begum et al. [13] 2020 MIAS Mammography Image
Optimal wavelet statistical
texture and recurrent neural

network
96.43%

Khandezamin et al.
[31] 2020 WBCD, WDBC,

WPBC
Digitized image of a
fine needle aspirate Logistic regression Group method data handling

neural network 99.4%

Vo et al. [32] 2019 Bioimaging 2015,
BreaKHis Histopathology Image Incremental boosting

convolution networks 96.45%

image
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Figure 1: +e framework of contourlet transformation.
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mn � 􏽘
N−1

k�0
k

n
P[k]. (2)

Let n � 0 be employed, the Parseval theorem may be
applied, and the Fourier transform time-differentiation fea-
ture can be used for nonzero amounts of n. For various time
signals, such a characteristic explicitly shows that the n′-th
equals multiplying the k by the spectrum to the n′-th power,
the derivative of a time-domain function referred to as Δn:

F Δn
x[j]􏼂 􏼃 � k

n
X[k]. (3)

+e root squared zero-order moment is a function that
depicts the frequency domain’s total power. By separating all
channels into zero-order moments, all channels can stan-
dardize their corresponding zero-order moments. Also, the
root squared second and fourth-order moments are utilized
as power, but the frequency functions are referred to by a
spectrum shifted k2P[k]. Because including the second and
fourth signals reduces the overall energy of the signal, we use
a power transformation to normalize the domain of m0, m2,
and m4 to reduce the noise effect on all moment-based
characteristics. +e experimental value of λ is set to 0. As a
result of these settings, the top three characteristics retrieved
are listed in Table 2 [33].

Table 3 shows the signal’s time-dependent characteris-
tics. Sparseness is a metric that estimates the amount of
vector energy in only a few additional components based on
these equations. Due to differentiation and logm0/m0 � 0, a
feature indicates a vector with all elements comparable to a
zero-sparseness index, that is, m2, and, m4 � 0, when it
should need a value larger than zero for all other sparseness
levels. +e irregularity factor expresses the ratio of peak
numbers divided by zero crossings up. +eir spectral ex-
amples can only define the amount of upward zero crossings
and the number of peaks in a random signal [33].+e Teager
energy operator depicts the size of the signal amplitude and
instantaneous changes that are exceptionally responsive to
slight changes, and covariance is the ratio of the standard
deviation on arithmetic averages. Teager energy operator
was first introduced for nonlinear voice signal modeling, but
it was later used for signal processing.

3.3. Proposed Feature ExtractionMethods. +is article wants
to employ machine learning algorithms to identify breast
cancer. First, we employed contourlet transformation to
decompose input images into contourlet sub-bands in this
manner. +e contourlet pictures obtained are utilized to
derive classification features.+en, with the help of nine sub-
bands, the time-dependent model is employed to extract
features. +e principal component analysis (PCA) approach
reduces the number of features. +en the extracted feature is
utilized to classify breast cancer using multiple machine
learning algorithms. Figure 2 shows the block diagram of the
proposed method. +e following is the pseudocode for the
provided method:

3.4. Machine Learning Classification Methods. Machine
learning studies automated systems that learn via reasoning
and patterning without being explicitly programmed using
algorithms models [34]. Over time, machine learning al-
gorithms learn and develop on their own. A support vector
machine is a supervised machine learning model for two-
group classification issues that employs classification tech-
niques. Support vector machine is a rapid and trustworthy
classification technique that works well with small data [35].
SVMs are a collection of supervised learning algorithms for
classification and regression issues. A decision tree method
divides data into subgroups in a machine learning model.
+e goal of a decision tree is to condense the training data
into the most miniature feasible tree. +e decision tree is a
supervised linear classifier that performs a split test in its
core node and anticipates a target class example in its leaf
node [36]. KNN is a feature similarity-based, nonparametric,
slow learning method. It is a pattern recognition algorithm
that works well. It is a straightforward classifier that cate-
gorizes datasets based on the category of their nearest
neighbors. KNN is likely to be an excellent choice for a
classifying investigation that involves large databases.
Healthcare databases include many data; hence, KNN can
successfully predict a new sample point class. According to
studies, the new dimensionality-decreased KNN classifica-
tion method surpasses the previous probabilistic neural
network scheme in terms of average accuracy, sensitivity,

Table 2: +e equations of root squared moment.

Root squared zero-order moment Root squared second-order moments Root squared fourth-order moments

m0 �
���������
􏽐

N−1
j�0 x[j]2

􏽱
s m2 �

����������

􏽐
N−1
k�0 k2P[k]

􏽱

��
������������
􏽐

N−1
j�0 (Δx[j])2

􏽱
m4 �

����������

􏽐
N−1
k�0 k4P[k]

􏽱

�
�������������
􏽐

N−1
j�0 (Δ2x[j])2

􏽱

m0 � m0
λ/λ m2 � m2

λ/λ m4 � m4
λ/λ

Table 3: Time-dependent features of the signal.

Logarithmic features
f1 � log(m0) f2 � log(m0 − m2) f3 � log(m0 − m4)

Sparseness Irregularity factor (IF) Covariance (COV)
f4 � log(m0/

�������
m0 − m2

√ �������
m0 − m4

√
) f5 �

������
m2/m0

􏽰
/

������
m4/m2

􏽰
f6 � log(1/x

��������������
􏽐

N−1
j�0 (x − x)2/n

􏽱
)

Teager energy operator (TEO):
f7 � log(􏽐

N−1
j�0 x2[j] − x[j − 1]x[j + 1])
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specificity, precision, recall, and decreased data dimen-
sionality and computing complexity [37].

Artificial neural networks and convolutional neural
networks (CNN) are similar. +ey are composed of neurons
with trainable connection weights. Each neuron takes some
inputs, does a dot product, and then executes a nonlinearity
if desired [38]. +ere is still a single variational scoring
system from the raw picture pixels to class scores at the other
end of the network. Furthermore, they still contain a loss
function on the last (fully connected) layer (e.g., softmax).
All of the learning strategies we devised for ordinary neural
networks are still applicable. CNNs are valid for recognizing
objects, people, and sceneries by looking for patterns in
pictures. +ey can also categorize nonimage data, including
audio, time series, and signaling data pretty well [39]. +e
confusion matrix is an accurately named instrument that
best describes the classifier’s performance. Knowing the
confusion matrix necessitates learning a few definitions [40].

However, before we get into the concepts, let us look at a
fundamental confusion matrix for binary or binomial
identification with two categories (say, Y or N). Sensitivity
refers to a classifier’s capacity to choose all of the examples
that must be selected. A perfect classifier will choose all true
Ys and would not leave any true Ys out. To put it another
way, there will be no false negatives. Any classification will
miss many true Ys, resulting in false negatives. +e capacity
of the predictor to pick all instances that need to be chosen
and refuse all cases that need to be denied is described as
accurate [41].

4. Results

4.1. Data Collection. Breast ultrasound scans of women
between 25 and 75 were first obtained. +is information was
compiled in 2018. +ere are 400 women among the sick.
+ere are 780 images in the data collection, with an average

Input Image Contoutlet 
Transformation

Reshape sub-bands 
to vector

Feature extraction 
with time 

dependent model 

Feature Reduction 
with PCA

Classification with 
Machine learning

Performace 
Analysis

Figure 2: +e block diagram of the proposed method.

Normal Benign Malignant

Figure 3: Example of ultrasound breast cancer images from the dataset.
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Figure 5: Reshaped sub-bands of contourlet transformation as feature signals.

Input: Im×m � m × m{ } ∈ R2

Output: Labels (Normal, Benign, Malignant)
Filter�pkva,
Number of levels� [2 × 2]

Smooth function�Raised cosine
Contourlet Decomposition:
[a1, . . . , a9] � Contourlet(I, Filter,Number of levels, Smooth unction )

Reshape sub-bands:
For i = 1:9
Sub_band_vectori � Reshape(ai)

End For
Feature Extraction:
For j = 1:9
For k = 1:7
f

(j)

k � TD(Sub_band_vectorj)

End For
End For
F63×1 � f

(j)

k , j � 1, 2, . . . , 9; k � 1, 2, . . . , 7
Feature reduction:
F′ � PCA(F)

Classification:
Train (KNN (F′), Labels)
Train (SVM (F′), Labels)
Train (LDA (F′), Labels)
Train (DT (F′), Labels)
Train (CNN (F′), Labels)
Performance Analysis:
Plot (Confusion Matrix);
Plot (Performance Plot)
Plot (ROC)

ALGORITHM 1: Presented Algorithm 1.
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500 by 500 pixels size. +e images are saved as PNG files.
Normal, benign, and malignant images are divided into
three categories. To decrease the processing complexity in
this study, the picture size was reduced to 256 by 256 pixels
for image classification and segmentation. Figure 3 shows an
illustration of the images. Furthermore, the image’s contour
is shown to further demonstrate the data values in each class.
+e database is available online on [42].

4.2. Results of Contourlet Transformation. +is study de-
veloped a unique feature extraction approach based on a
contourlet transformation and time-dependent model
combination. Each pyramid level has two directional filters
in this decomposition contourlet transformation vector of
numbers of directional filter bank decomposition levels at
each pyramidal level. In addition, the number of tiers is
regarded to be two. Figure 4 depicts the sub-bands of the
proposed technique. One of the original images of the be-
nign breast tumor is shown in Figure 4 (left). +e images are
displayed with contour to show the image and each sub-
band. In each level, the transformation is carried out for two
pyramid layers. At the first level of decomposition, the low-
pass sub-band is not downsampled by the decomposition
modes. +e raised cosine function is the function handle for
generating the pyramid decomposition filter:

θ � 0.5 (1 − cos(πx)) ,

s.t.
θ(x ≤ 0) � 0

θ(x ≥ 1) � 1
.􏼨

(4)

Moreover, the filter for the directional decomposition step
is PKVA filtration. +e resulted sub-bands were then used in
the time-dependent model. Based on the results, the low-pass
sub-band shows the tumor place. However, other sub-bands
shows hidden parameter of the images. Evaluating the

correlation between each sub-bands and tumor type will be
illustrated in the following sections. Regarding Figures 4 and 3,
in the normal condition, there is no circular dark area to show
the tumor place; however, in the benign image, the tumor place
is the darkest circle of the image. On the other hand, a tumor in
a malignant place is shown as a separate area. +e contourlet
transformation can illustrate the tumor with sub-bands to
better diagnose the tumor.

4.3. Feature Extraction and Reduction. In this section, the
results of the feature extraction are explained. +e outcome
of the contourlet transformation is nine sub-bands based on
Figure 4. In the next step, after the decomposition of each
image to sub-bands, the output matrices reshape to vector
form. +erefore, each sub-bands shown participate in the
feature extraction as a vector or pseudo-time series or
signals. +e reshaped signal of an image is depicted in
Figure 5. Except for the low-pass signal, other vectors are
oscillating over zero. Based on Table 3 and Algorithm 1, each
sub-band extract seven features.+erefore, each input image
creates 7× 9� 63 features.

Moreover, to reduce the computation time of classi-
fication, the feature vector dimension is reduced using
PCA. +is section used the normalized cumulative sum of
eigenvalues (NCSE) to show new features’ eigenvalue. +e
first ten features can satisfy the classification results based
on the results. +e feature reduction plots in Figure 6 are
used to determine the best number of groups. We utilized
the contourlet transformation system and time-depen-
dent models in this diagram. +e findings of the PCA
approach indicate that we can identify images using ten
features. +e number of features was reduced from 63 to
10 by using PCA. Using the sub-bands of a contourlet
transformation system for classification with fewer fea-
tures can accelerate the classification method and improve
accuracy.
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Figure 6: Scree plot and the (a) normalized cumulative; (b) summation of the eigenvalue (NCSE).
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To verify the features of contourlet transformation for
classification, we studied the relationship between fea-
tures. Figure 7(a) shows the scatter plot of benign and
malignant features versus normal feature. Based on this
plot, there is no direct relationship between the feature of
each class. In other words, feature value in each class has
no relationship, and each class’s behavior is different. On
the other hand, in Figures 7(b)–7(d), the normal, ma-
lignant, and benign class are illustrated. Based on this
figure, there is a relationship between each sub-bands of
CT features. It means a direct relationship between each
sub-bands in all the normal or (benign/malignant). +ese
facts verify that the utilized features can classify each class
in a meaningful manner.

4.4. ClassificationResults. In this section, the classification is
made using different machine learning methods. +e input
layer of the classification methods is ten reduced features of
the images, and the output layer is the three-class label of
normal, benign, and malignant. Total 1200 ultrasound im-
ages are used for the classification of breast cancer. +e
confusion matrices of the presented methods are illustrated
in Figure 8. +e blue balls show the true values, and the red
balls are the false value of the classification. Moreover, labels
1, 2, and 3 show the normal, benign, and malignant, re-
spectively. Regarding the results of the KNN method, from
400 input normal, benign, and malignant images, 307, 317,
and 234 are detected correctly. Based on the results, the
sensitivity of the KNN for diagnosing breast cancer for
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Figure 7: A scatter plot of breast cancer features according to their classes and the relationship between features, (a) Scatter, (b) normal, (c)
malignant, and (d) benign.
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Confusion Matrix Performance Plot
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Figure 8: Confusion matrices and performance plot of the classification methods.
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normal and benign is acceptable. Based on the results, the
SVM and LDA approach reached the weak result for breast
cancer diagnosis. However, the results of DT show that the
sensitivity of the method is 87.8%, 92.0%, and 87.0%, re-
spectively. +e presented feature extraction method is
compatible with the DTapproach for this problem. In other
words, 351, 368, and 348 ultrasound images from normal,
benign, and malignant are detected, respectively. Moreover,
the method’s precision is 88.9%, 88.7%, and 89.2% for
normal, benign, and malignant. Moreover, the RF results are
also acceptable for diagnosing benign tumors with 90.3%
sensitivity.

5. Discussion

To compare the presented machine learning method for
diagnosing breast cancer, the ROC is depicted in Figure 9.
Based on the ROC curve, the horizontal axis is the rate of the
false-positive index based on the normal class. +e vertical
axis represents the true positive rate. +e best classifier
shows the highest true positive and lowest false-positive
rates. +e DT method shows the best classifier for the
presented features based on the results. +e accuracy of the
machine learning classifiers is presented in Figure 10. Based
on the results, SVM, LDA, KNN, DT, and RF accuracy is
65%, 62.3%, 71.5%, 88.90%, and 74.90%, respectively. Based
on this chart, the DT architecture with the highest accuracy
is the more accurate and compatible method for diagnosing
breast cancer using the presented hybrid approach. Based on
the literature review, the high diagnosis volume was per-
formed using mammographic images with high accuracy.
However, ultrasound image is more complex than mam-
mography images, and designing a proper feature extraction
method is essential. +erefore, this article presented a novel
hybrid approach for extracting meaningful features to di-
agnose breast cancer. Based on the results, the presented
method is acceptable for the classification of breast cancer
with ultrasound images.

6. Conclusion

+is study developed a unique feature extraction approach
based on a contourlet transformation and time-dependent
model combination. Each pyramid level has two directional
filters in this decomposition contourlet transformation
vector of numbers of directional filter bank decomposition
levels at each pyramidal level. +e sub-bands that emerged
were then employed in the time-dependent model. +e
low-pass sub-band displays the tumor location; however,
additional sub-bands reveal hidden visual parameters.
After decomposing each picture into sub-bands, the re-
sultant matrices are reshaped into vector form in the next
phase. As a result, each sub-band displayed feature ex-
traction as a vector, pseudo-time series, or signal. Each sub-
band retrieved seven characteristics based on the results. As
a result, each input image generates 63 distinct charac-
teristics. Furthermore, the feature vector dimension is
lowered using PCA to minimize classification calculation
time. We examined the link between characteristics to
validate the contourlet transformation features for cate-
gorization. According to the data, there is no direct as-
sociation between the features of any class. To put it another
way, the feature value of each class has no connection, and
each class behaves differently. On the other hand, there is a
link between the characteristics of each contourlet trans-
formation sub-band. It indicates that in all normal or
(benign/malignant) sub-bands, there is a direct link be-
tween them. +ese facts demonstrate that the traits used to
classify each class are accurate. Different machine learning
approaches are used to classify the data in this article.
Breast cancer is classified using a total of 1200 ultrasound
images.+e DT findings reveal that the method’s sensitivity
is 87.8%, 92.0 percent, and 87.0 percent, respectively. It
indicates that the feature extraction method is compatible
with the DT approach to this problem. In other words,
normal, benign, and malignant ultrasound pictures are
discovered at 351, 368, and 348, respectively. Furthermore,
the accuracy of the approach is 88.9%, 88.7%, and 89.2% for
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Figure 10: Accuracy value of the ML classifiers.
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normal, benign, and malignant, respectively. Based on the
results, SVM, LDA, KNN, DT, and RF accuracy are 65
percent, 62.3 percent, 71.5 percent, 88.90 percent, and 74.90
percent, respectively. Using the provided hybrid method-
ology, the DT architecture with the highest accuracy is the
most accurate and suitable way for diagnosing breast
cancer.
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