Cubature Kalman Filters
Ienkaran Arasaratnam, and Simon Haykin, Fellow, IEEE

Abstract—In this paper, we present a new nonlinear filter for high-dimensional state estimation, which we have named the cubature Kalman filter (CKF). The heart of the CKF is a spherical-radial cubature rule, which makes it possible to numerically compute multivariate moment integrals encountered in the nonlinear Bayesian filter. Specifically, we derive a third-degree spherical-radial cubature rule that provides a set of cubature points scaling linearly with the state-vector dimension. The CKF may therefore provide a systematic solution for high-dimensional nonlinear filtering problems. The paper also includes the derivation of a square-root version of the CKF for improved numerical stability. The CKF is tested experimentally in two nonlinear state estimation problems. In the first problem, the proposed cubature rule is used to compute the second-order statistics of a nonlinearity transformed Gaussian random variable. The second problem addresses the use of the CKF for tracking a maneuvering aircraft. The results of both experiments demonstrate the improved performance of the CKF over conventional nonlinear filters.
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I. INTRODUCTION

In this paper, we consider the filtering problem of a nonlinear dynamic system with additive noise, whose state-space model is defined by the pair of difference equations in discrete-time [1]:

Process equation: \( x_k = f(x_{k-1}, u_{k-1}) + v_{k-1} \)  
Measurement equation: \( z_k = h(x_k, u_k) + w_k \),

where \( x_k \in \mathbb{R}^{n_x} \) is the state of the dynamic system at discrete time \( k \); \( f: \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \to \mathbb{R}^{n_x} \) and \( h: \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \to \mathbb{R}^{n_z} \) are some known functions; \( u_k \in \mathbb{R}^{n_u} \) is the known control input, which may be derived from a compensator as in Fig. 1; \( z_k \in \mathbb{R}^{n_z} \) is the measurement; \( \{v_{k-1}\} \) and \( \{w_k\} \) are independent process and measurement Gaussian noise sequences with zero means and covariances \( Q_{k-1} \) and \( R_k \), respectively.

In the Bayesian filtering paradigm, the posterior density of the state provides a complete statistical description of the state at that time. On the receipt of a new measurement at time \( k \), we update the old posterior density of the state at time \( (k-1) \) in two basic steps:

• **Time update**, which involves computing the predictive density

\[
p(x_k|D_{k-1}) = \int_{\mathbb{R}^{n_x}} p(x_k, x_{k-1}|D_{k-1})dx_{k-1}
\]

\[
= \int_{\mathbb{R}^{n_x}} p(x_{k-1}|D_{k-1}) \times p(x_k|x_{k-1}, u_{k-1})dx_{k-1},
\]

where \( D_{k-1} = \{ u_i, z_i \}_{i=1}^{(k-1)} \) denotes the history of input-measurement pairs up to time \( (k-1) \);

\[
p(x_{k-1}|D_{k-1}) \quad \text{is the old posterior density at time } (k-1) \quad \text{and the state transition density } p(x_k|x_{k-1}, u_{k-1}) \quad \text{is obtained from (1)}.
\]

• **Measurement update**, which involves computing the posterior density of the current state:

\[
p(x_k|D_k) = p(x_k|D_{k-1}, u_k, z_k).
\]

Using the state-space model (1)-(2) and Bayes’ rule we have

\[
p(x_k|D_k) = \frac{1}{c_k} p(x_k|D_{k-1}, u_k) p(z_k|x_k, u_k),
\]

where the normalizing constant \( c_k \) is given by

\[
c_k = \int_{\mathbb{R}^{n_x}} p(x_k|D_{k-1}, u_k) p(z_k|x_k, u_k)dx_k.
\]

To develop a recursive relationship between predictive and posterior densities in (4), the inputs have to satisfy the relationship

\[
p(u_k|D_{k-1}, x_k) = p(u_k|D_{k-1}),
\]

which is also called the natural condition of control [2]. This condition therefore suggests that \( D_{k-1} \) has sufficient information to generate the input \( u_k \). To be specific, the input \( u_k \) can be generated using \( x_{k-1} \). Under this condition, we may equivalently write

\[
p(x_k|D_{k-1}, u_k) = p(x_k|D_{k-1}).
\]

Hence, substituting (5) into (4) yields

\[
p(x_k|D_k) = \frac{1}{c_k} p(x_k|D_{k-1}) p(z_k|x_k, u_k),
\]

as desired, where

\[
c_k = \int_{\mathbb{R}^{n_x}} p(x_k|D_{k-1}) p(z_k|x_k, u_k)dx_k.
\]

and the measurement likelihood function \( p(z_k|x_k, u_k) \) is obtained from (2).

The Bayesian filter solution given by (3), and (6)-(7)
provides a unified recursive approach for nonlinear filtering problems, at least conceptually. From a practical perspective, however, we find that the multi-dimensional integrals involved in (3) and (7) are typically intractable. Notable exceptions arise in the following restricted cases:

1) A linear-Gaussian dynamic system, the optimal solution for which is given by the celebrated Kalman filter [3].
2) A discrete-valued state-space with a fixed number of states, the optimal solution for which is given by the grid filter (Hidden-Markov model filter) [4].
3) A ‘Benes type’ of nonlinearity, the optimal solution for which is also tractable [5].

In general, when we are confronted with a nonlinear filtering problem, we have to abandon the idea of seeking an optimal or analytical solution and be content with a suboptimal solution to the Bayesian filter [6]. In computational terms, suboptimal solutions to the posterior density can be obtained using one of two approximative approaches:

1) **Local approach.** Here, we derive nonlinear filters by fixing the posterior density to take a priori form. For example, we may assume it to be Gaussian; the nonlinear filters, namely, the extended Kalman filter (EKF) [7], the central-difference Kalman filter (CDKF) [8], [9], the unscented Kalman filter (UKF) [10], and the quadrature Kalman filter (QKF) [11], [12], fall under this first category. The emphasis on locality makes the design of the filter simple and fast to execute.

2) **Global approach.** Here, we do not make any explicit assumption about the posterior density form. For example, the point-mass filter using adaptive grids [13], the Gaussian mixture filter [14], and particle filters using Monte Carlo integrations with the importance sampling [15], [16] fall under this second category. Typically, the global methods suffer from enormous computational demands.

Unfortunately, the presently known nonlinear filters mentioned above suffer from the **curse of dimensionality** [17] or divergence or both. The effect of curse of dimensionality may often become detrimental in high-dimensional state-space models with state-vectors of size 20 or more. The divergence may occur for several reasons including (i) inaccurate or incomplete model of the underlying physical system, (ii) information loss in capturing the true evolving posterior density completely, e.g., a nonlinear filter designed under the Gaussian assumption may fail to capture key features of a multi-modal posterior density, (iii) high degree of nonlinearities in the equations that describe the state-space model, and (iv) numerical errors. Indeed, each of the above-mentioned filters has its own domain of applicability and it is doubtful that a single filter exists that would be considered effective for a complete range of applications. For example, the EKF, which has been the method of choice for nonlinear filtering problems in many practical applications for the last four decades, works well only in a ‘mild’ nonlinear environment owing to the first-order Taylor series approximation for nonlinear functions.

The motivation for this paper has been to derive a more accurate nonlinear filter that could be applied to solve a wide range (from low to high dimensions) of nonlinear filtering problems. Here, we take the local approach to build a new filter, which we have named the **cubature Kalman filter** (CKF). It is known that the Bayesian filter is rendered tractable when all conditional densities are assumed to be Gaussian. In this case, the Bayesian filter solution reduces to computing multi-dimensional integrals, whose integrands are all of the form **nonlinear function × Gaussian**. The CKF exploits the properties of highly efficient numerical integration methods known as cubature rules for those multi-dimensional integrals [18]. With the cubature rules at our disposal, we may describe the underlying philosophy behind the derivation of the new filter as **nonlinear filtering through linear estimation theory**, hence the name ‘cubature Kalman filter’. The CKF is numerically accurate and easily extendable to high-dimensional problems.

The rest of the paper is organized as follows: Section II derives the Bayesian filter theory in the Gaussian domain. Section III describes numerical methods available for moment integrals encountered in the Bayesian filter. The cubature Kalman filter, using a third-degree spherical-radial cubature rule, is derived in Section IV. Our argument for choosing a third-degree rule is articulated in Section V. We go on to derive
a square-root version of the CKF for improved numerical stability in Section VI. The existing sigma-point approach is compared with the cubature method in Section VII. We apply the CKF in two nonlinear state estimation problems in Section VIII. Section IX concludes the paper with a possible extension of the CKF algorithm for a more general setting.

II. BAYESIAN FILTER THEORY IN THE GAUSSIAN DOMAIN

The key approximation taken to develop the Bayesian filter theory under the Gaussian domain is that the predictive density \( p(x_k|D_{k-1}) \) and the filter likelihood density \( p(z_k|D_k) \) are both Gaussian, which eventually leads to a Gaussian posterior density \( p(x_k|D_k) \). The Gaussian is the most convenient and widely used density function for the following reasons:

- It has many distinctive mathematical properties.
- The Gaussian family is closed under linear transformation and conditioning.
- Uncorrelated jointly Gaussian random variables are independent.
- It approximates many physical random phenomena by virtue of the central limit theorem of probability theory (see Sections 5.7 and 6.7 in [19] for more details).

Under the Gaussian approximation, the functional recursion of the Bayesian filter reduces to an algebraic recursion operating only on means and covariances of various conditional densities encountered in the time and the measurement updates.

A. Time Update

In the time update, the Bayesian filter computes the mean \( \hat{x}_{k|k-1} \) and the associated covariance \( P_{k|k-1} \) of the Gaussian predictive density as follows:

\[
\hat{x}_{k|k-1} = \mathbb{E}(x_k|D_{k-1}),
\]

where \( \mathbb{E} \) is the statistical expectation operator. Substituting (1) into (8) yields

\[
\hat{x}_{k|k-1} = \mathbb{E}[f(x_{k-1}, u_{k-1}) + v_{k-1}|D_{k-1}],
\]

Because \( v_{k-1} \) is assumed to be zero-mean and uncorrelated with the past measurements, we get

\[
\hat{x}_{k|k-1} = \mathbb{E}[f(x_{k-1}, u_{k-1})|D_{k-1}]
\]

where \( \mathbb{E}[\cdot|\cdot] \) is the conditional expectation for a Gaussian density. Similarly, we obtain the error covariance

\[
P_{k|k-1} = \mathbb{E}[(x_k - \hat{x}_{k|k-1})(x_k - \hat{x}_{k|k-1})^T|z_{k|k-1}]
\]

where \( \mathcal{N}(\cdot|\cdot) \) is the conventional symbol for a Gaussian density. Finally, we obtain the measurement update

\[
\hat{z}_{k|k-1} = \int_{\mathbb{R}^n} h(x_k, u_k)\mathcal{N}(x_k; \hat{x}_{k|k-1}, P_{k|k-1})dx_k,
\]

and the associated covariance

\[
P_{zz,k|k-1} = \int_{\mathbb{R}^n} h(x_k, u_k)^T h(x_k, u_k)\mathcal{N}(x_k; \hat{x}_{k|k-1}, P_{k|k-1})dx_k
\]

B. Measurement Update

It is well known that the errors in the predicted measurements are zero-mean white sequences [2], [20]. Under the assumption that these errors can be well approximated by the Gaussian, we write the filter likelihood density

\[
p(z_k|D_{k-1}) = \mathcal{N}(z_k; \hat{z}_{k|k-1}, P_{zz,k|k-1}),
\]

where the predicted measurement

\[
\hat{z}_{k|k-1} = \int_{\mathbb{R}^n} h(x_k, u_k)\mathcal{N}(x_k; \hat{x}_{k|k-1}, P_{k|k-1})dx_k,
\]

and the associated covariance

\[
P_{zz,k|k-1} = \int_{\mathbb{R}^n} h(x_k, u_k)^T h(x_k, u_k)\mathcal{N}(x_k; \hat{x}_{k|k-1}, P_{k|k-1})dx_k
\]

Hence, we write the conditional Gaussian density of the joint state and the measurement

\[
p\left(\begin{array}{c}
x_k^T \\
z_k^T
\end{array}\right)|D_{k-1} = \mathcal{N}\left(\begin{array}{c}
\hat{x}_{k|k-1} \\
\hat{z}_{k|k-1}
\end{array}\right),
\]

where the cross-covariance

\[
P_{xz,k|k-1} = \int_{\mathbb{R}^n} x_k h^T(x_k, u_k)\mathcal{N}(x_k; \hat{x}_{k|k-1}, P_{k|k-1})dx_k
\]

The signal-flow diagram in Fig. 2 summarizes the steps involved in the recursion cycle of the Bayesian filter. The heart of the Bayesian filter is therefore how to compute Gaussian weighted integrals whose integrands are all of the
form nonlinear function \times Gaussian density that are present in (10)-(11), (13)-(14) and (16). The next section describes numerical integration methods to compute multi-dimensional weighted integrals.

III. A REVIEW ON NUMERICAL METHODS FOR MOMENT INTEGRALS

Consider a multi-dimensional weighted integral of the form

\[ I(f) = \int_{\mathcal{D}} f(\mathbf{x}) w(\mathbf{x}) d\mathbf{x}, \quad (21) \]

where \( f(.) \) is some arbitrary function, \( \mathcal{D} \subseteq \mathbb{R}^n \) is the region of integration, and the known weighting function \( w(\mathbf{x}) \geq 0 \) for all \( \mathbf{x} \in \mathcal{D} \). In a Gaussian-weighted integral, for example, \( w(\mathbf{x}) \) is a Gaussian density and satisfies the nonnegativity condition in the entire region. If the solution to the above integral (21) is difficult to obtain, we may seek numerical integration methods to compute it. The basic task of numerically computing the integral (21) is to find a set of points \( \mathbf{x}_i \) and weights \( \omega_i \) that approximates the integral \( I(f) \) by a weighted sum of function evaluations:

\[ I(f) \approx \sum_{i=1}^{m} \omega_i f(\mathbf{x}_i). \quad (22) \]

The methods used to find \( \{\mathbf{x}_i, \omega_i\} \) can be divided into product rules and non-product rules, as described next.

A. Product Rules

For the simplest one-dimensional case (that is, \( n = 1 \)), we may apply the quadrature rule to compute the integral (21) numerically [21], [22]. In the context of the Bayesian filter, we mention the Gauss-Hermite quadrature rule; when the weighting function \( w(x) \) is in the form of a Gaussian density and the integrand \( f(x) \) is well approximated by a polynomial in \( x \), the Gauss-Hermite quadrature rule is used to compute the Gaussian-weighted integral efficiently [12].

The quadrature rule may be extended to compute multi-dimensional integrals by successively applying it in a tensor-product of one-dimensional integrals. Consider an \( m \)-point per dimension quadrature rule that is exact for polynomials of degree up to \( d \). We set up a grid of \( m^n \) points for functional evaluations and numerically compute an \( n \)-dimensional integral while retaining the accuracy for polynomials of degree up to \( d \). Hence, the computational complexity of the product quadrature rule increases exponentially with \( n \), and therefore suffers from the curse of dimensionality. Typically for \( n > 5 \), the product Gauss-Hermite quadrature rule is not a reasonable choice to approximate a recursive optimal Bayesian filter.

B. Non-Product Rules

To mitigate the curse of dimensionality issue in the product rules, we may seek non-product rules for integrals of arbitrary dimensions by choosing points directly from the domain of integration [18], [23]. Some of the well-known non-product rules include randomized Monte Carlo methods [4], quasi-Monte Carlo methods [24], [25], lattice rules [26] and sparse grids [27]–[29]. The randomized Monte Carlo methods evaluate the integration using a set of equally-weighted sample points drawn randomly, whereas in quasi-Monte Carlo methods and lattice rules the points are generated from a unit hypercube region using deterministically defined mechanisms. On the other hand, the sparse grids based on Smolyak formula in principle, combine a quadrature (univariate) routine for high-dimensional integrals more sophisticatedly; they detect

Fig. 2. Signal-flow diagram of the recursive Bayesian filter under the Gaussian assumption, where ‘G-’ stands for ‘Gaussian’.

\[
\begin{align*}
\text{Time Update} & \quad \text{StateTransition} \\
& \quad p(x_k|x_{k-1}, u_{k-1}) \\
& \quad \text{Old G-Posterior} \\
& \quad p(x_{k-1}|D_{k-1}) \\
& \quad \text{G-Predictive} \\
& \quad p(x_k|D_{k-1}) \\
& \quad \text{Conditioning} \\
& \quad p(z_k|z_k^T x_k^T D_{k-1}) \\
& \quad \text{G-Joint State-Meas.} \\
& \quad p(x_k|D_{k-1}) \\
& \quad \text{G-Filter Likelihood} \\
& \quad p(z_k|D_{k-1}) \\
& \quad \text{New Measurement} \\
& \quad \text{New G-Posterior} \\
& \quad p(x_k|D_k) \\
& \quad \text{Old Measurement} \\
& \quad z_{k-1} \\
& \quad \text{Measurement Update}
\end{align*}
\]
important dimensions automatically and place more grid points there. Although the non-product methods mentioned here are powerful numerical integration tools to compute a given integral with a prescribed accuracy, they do suffer from the curse of dimensionality to certain extent [30].

C. The proposed method

In the recursive Bayesian estimation paradigm, we are interested in non-product rules that (i) yield reasonable accuracy, (ii) require small number of function evaluations and (iii) are easily extendable to arbitrarily high dimensions. In this paper we derive an efficient non-product cubature rule for Gaussian-weighted integrals. Specifically, we obtain a third-degree fully-symmetric cubature rule, whose complexity in terms of function evaluations increases linearly with the dimension $n$. Typically, a set of cubature points and weights are chosen so that the cubature rule is exact for a set of monomials of degree $d$ or less, as shown by

$$
\int_D \mathcal{P}(x) w(x) dx = \sum_{i=1}^{m} \omega_i \mathcal{P}(x_i),
$$

where $\mathcal{P}(x) = x_1^{d_1}x_2^{d_2} \ldots x_n^{d_n}$; $d_i$ are non-negative integers and $\sum_{i=1}^{n} d_i \leq d$. Here, an important quality criterion of a cubature rule is its degree; the higher the degree of the cubature rule is, the more accurate solution it yields. To find the unknowns $\{x_i, \omega_i\}$ of the cubature rule of degree $d$, we solve a set of moment equations. However, solving the system of moment equations may be more tedious with increasing polynomial degree and/or dimension of the integration domain.

For example, an $m$-point cubature rule entails $m(n+1)$ unknown parameters from its points and weights. In general, we may form a system of $\frac{(n+d)!}{n!d!}$ equations with respect to unknowns from distinct monomials of degree up to $d$. For the nonlinear system to have at least one solution (in this case, the system is said to be consistent), we use at least as many unknowns as equations [31]. That is, we choose $m$ to be $m \geq \frac{(n+d)!}{(n+1)!d!}$. Suppose we obtain a cubature rule of degree three for $n = 20$. In this case, we solve $\frac{(20+3)!}{20!3!} = 1771$ nonlinear moment equations; the resulting rule may consist of more than 85 ($> \frac{(20+3)!}{20!3!}$) weighted cubature points.

To reduce the size of the system of algebraically independent equations or equivalently the number of cubature points markedly, Sobolev proposed the invariant theory in 1962 [32] (see also [31] and the references therein for a recent account of the invariant theory). The invariant theory, in principle, discusses how to restrict the structure of a cubature rule by exploiting symmetries of the region of integration and the weighting function. For example, integration regions such as the unit hypercube, the unit hypersphere, and the unit simplex exhibit symmetry. Hence, it is reasonable to look for cubature rules sharing the same symmetry. For the case considered above ($n = 20$ and $d = 3$), using the invariant theory, we may construct a cubature rule consisting of $2n(= 40)$ cubature points by solving only a pair of moment equations (see Section IV).

Note that the points and weights of the cubature rule are independent of the integrand $f(x)$. Hence, they can be computed off-line and stored in advance to speed up the filter execution.

IV. THE CUBATURE KALMAN FILTER

As described in Section II, nonlinear filtering in the Gaussian domain reduces to a problem of how to compute integrals, whose integrands are all of the form $\text{nonlinear function} \times \text{Gaussian density}$. Specifically, we consider an integral of the form

$$
I(f) = \int_{\mathbb{R}^n} f(x) \exp(-x^T x) dx
$$

defined in the Cartesian coordinate system. To compute the above integral numerically we take the following two steps:

(i) We transform it into a more familiar spherical-radial integration form (ii) Subsequently, we propose a third-degree spherical-radial rule.

A. Transformation

In the spherical-radial transformation, the key step is a change of variable from the Cartesian vector $x \in \mathbb{R}^n$ to a radius $r$ and direction vector $y$ as follows: Let $x = ry$ with $y^T y = 1$, so that $x^T x = r^2$ for $r \in [0, \infty)$. Then the integral (24) can be rewritten in a spherical-radial coordinate system as

$$
I(f) = \int_0^\infty \int_{U_n} f(ry) r^{n-1} \exp(-r^2) d\sigma(y) dr,
$$

where $U_n$ is the surface of the sphere defined by $U_n = \{y \in \mathbb{R}^n | y^T y = 1\}$ and $\sigma(\cdot)$ is the spherical surface measure or the area element on $U_n$. We may thus write the radial integral

$$
I = \int_0^\infty S(r) r^{n-1} \exp(-r^2) dr,
$$

where $S(r)$ is defined by the spherical integral with the unit weighting function $w(y) = 1$:

$$
S(r) = \int_{U_n} f(ry) d\sigma(y).
$$

The spherical and the radial integrals are numerically computed by the cubature spherical-radial rule (Subsection B below) and the Gaussian quadrature rule (Subsection C below), respectively. Before proceeding further, we introduce a number of notations and definitions when constructing such rules as follows:

- A cubature rule is said to be fully symmetric if the following two conditions hold:
  1. $x \in \mathcal{D}$ implies $y \in \mathcal{D}$, where $y$ is any point obtainable from $x$ by permutations and/or sign changes of the coordinates of $x$.
  2. $w(x) = w(y)$ on the region $\mathcal{D}$. That is, all points in the fully symmetric set yield the same weight value.

For example, in the one-dimensional space, a point $x \in \mathbb{R}$ in the fully symmetric set implies that $(-x) \in \mathbb{R}$ and $w(x) = w(-x)$.

- In a fully symmetric region, we call a point $u$ as a generator if $u = (u_1, u_2, \ldots, u_r, 0, \ldots 0) \in \mathbb{R}^n$, where
\( u_i \geq u_{i+1} > 0, \ i = 1, 2, \ldots (r - 1). \) The new \( \mathbf{u} \) should not be confused with the control input \( \mathbf{u}. \)

- For brevity, we suppress \((n - r)\) zero coordinates and use the notation \([u_1, u_2, \ldots, u_r]\) to represent a complete fully symmetric set of points that can be obtained by permuting and changing the sign of the generator \( \mathbf{u} \) in all possible ways. Of course, the complete set entails \( 2^n \) points when \( \{u_i\} \) are all distinct. For example, \([1] \in \mathbb{R}^2 \) represents the following set of points:

\[
\begin{bmatrix}
1 \\
0 \\
-1 \\
0
\end{bmatrix}
\]

Here, the generator is \( \begin{bmatrix} 1 \\ 0 \end{bmatrix} \).

- We use \([u_1, u_2, \ldots, u_r]_i\) to denote the \( i \)-th point from the set \([u_1, u_2, \ldots, u_r]\).

**B. Spherical Cubature Rule**

We first propose a third-degree spherical cubature rule that takes the simplest structure due to the invariant theory:

\[
\int_{U_n} f(y) d\sigma(y) \approx \omega \sum_{i=1}^{2n} f[u_i]. \quad (28)
\]

The point set due to \([u]\) is invariant under permutations and sign changes. For the above choice of the rule \((28)\), the monomials \( \{y_1^d y_2^e \ldots y_n^f\} \) with \( \sum_{i=1}^{n} d_i \) being an odd integer, are integrated exactly. In order that this rule be exact for all monomials of degree up to three, it remains to require that the rule be exact for all monomials for which \( \sum_{i=1}^{n} d_i = 0, 2 \). Equivalently, to find the unknown parameters \( \omega \) and \( \mathbf{u} \), it suffices to consider monomials \( f(y) = 1 \), and \( f(y) = y_1^2 \) due to the fully symmetric cubature rule:

\[
f(y) = 1 : \quad 2n\omega = \int_{U_n} d\sigma(y) = A_n \quad (29)
\]

\[
f(y) = y_1^2 : \quad 2\omega u_1^2 = \int_{U_n} y_1^2 d\sigma(y) = A_n \quad (30)
\]

where the surface area of the unit sphere \( A_n = \frac{2\sqrt{n\pi}}{\Gamma(n/2)} \) with \( \Gamma(n) = \int_0^\infty x^{n-1} e^{-x} dx \). Solving \((29)-(30)\) yields \( \omega = \frac{4\sqrt{\pi}}{2n} \), and \( u_1^2 = 1 \). Hence, the cubature points are located at the intersection of the unit sphere and its axes.

**C. Radial Rule**

We next propose a Gaussian quadrature for the radial integration. The Gaussian quadrature is known to be the most efficient numerical method to compute a one-dimensional integration \([21],[22]\). An \( m \)-point Gaussian quadrature is exact up to polynomials of degree \((2m - 1)\) and constructed as follows:

\[
\int_a^b f(x)w(x) dx \approx \sum_{i=1}^{m} \omega_i f(x_i), \quad (31)
\]

where \( w(x) \) is a known weighting function and non-negative on the interval \([a, b]\); the points \( \{x_i\} \) and the associated weights \( \{\omega_i\} \) are unknowns to be determined uniquely. In our case, a comparison of \((26)\) and \((31)\) yields the weighting function and the interval to be \( w(x) = x^{n-1} e^{-x^2} \) and \([0, \infty)\), respectively. To transform this integral into an integral for which the solution is familiar, we make another change of variable via \( t = x^2 \) yielding

\[
\int_0^\infty f(x)x^{n-1} e^{-x^2} dx = \frac{1}{2} \int_0^\infty \tilde{f}(t) t^{(n/2) - 1} \exp(-t) dt, \quad (32)
\]

where \( \tilde{f}(t) = f(\sqrt{t}) \). The integral on the right-hand side of \((32)\) is now in the form of the well-known generalized Gauss-Laguerre formula. The points and weights for the generalized Gauss-Laguerre quadrature are readily obtained as discussed elsewhere \([21]\). A first-degree Gauss-Laguerre rule is exact for \( \tilde{f}(t) = 1, t \). Equivalently, the rule is exact for \( f(x) = 1, x^2 \); it is not exact for odd degree polynomials such as \( f(x) = x, x^3 \). Fortunately, when the radial-rule is combined with the spherical rule to compute the integral \((24)\), the (combined) spherical-radial rule vanishes for all odd-degree polynomials; the reason is that the spherical rule vanishes by symmetry for any odd-degree polynomial (see \((25)\)). Hence, the spherical-radial rule for \((24)\) is exact for all odd degrees. Following this argument, for a spherical-radial rule to be exact for all third-degree polynomials in \( x \in \mathbb{R}^n \), it suffices to consider the first-degree generalized Gauss-Laguerre rule entailing a single point and weight. We may thus write

\[
\int_0^\infty f(x)x^{n-1} e^{-x^2} dx \approx \omega_1 f(x_1), \quad (33)
\]

where the point \( x_1 \) is chosen to be the square-root of the root of the first-order generalized Laguerre polynomial, which is orthogonal with respect to the modified weighting function \( x^{(n/2) - 1} e^{-x} \); subsequently, we find \( \omega_1 \) by solving the zeroth-order moment equation appropriately. In this case, we have \( \omega_1 = \frac{\Gamma(n/2)}{n!} \), and \( x_1 = \sqrt{\frac{n}{2}} \). A detailed account of computing the points and weights of a Gaussian quadrature with the classical and nonclassical weighting function is presented in \([33]\).

**D. Spherical-Radial Rule**

In this subsection, we describe two useful results that are used to (i) combine the spherical and radial rule obtained separately, and (ii) extend the spherical-radial rule for a Gaussian weighted integral. The respective results are presented as two theorems:

**Theorem 4.1:** Let the radial integral be computed numerically by the \( m_r \)-point Gaussian quadrature rule

\[
\int_0^\infty f(r)r^{n-1} e^{-r^2} dr = \sum_{i=1}^{m_r} a_i f(r_i).
\]

Let the spherical integral be computed numerically by the \( m_s \)-point spherical rule

\[
\int_{U_n} f(r) d\sigma(s) = \sum_{j=1}^{m_s} b_j f(rs_j).
\]
Then, an \((m_s \times m_r)\)-point spherical-radial cubature rule is given by
\[
\int_{\mathbb{R}^n} f(x) \exp(-x^T \mathbf{x}) \, dx \approx \sum_{j=1}^{m_s} \sum_{i=1}^{m_r} a_i b_j f(r_i s_j). \quad (34)
\]

**Proof:** Because cubature rules are devised to be exact for a subspace of monomials of some degree, we consider an integrand of the form
\[
f(x) = x_1^{d_1} x_2^{d_2} \ldots x_n^{d_n},
\]
where \(\{d_i\}\) are some positive integers. Hence, we write the integral of interest
\[
I(f) = \int_{\mathbb{R}^n} x_1^{d_1} x_2^{d_2} \ldots x_n^{d_n} \exp(-x^T \mathbf{x}) \, dx.
\]
For the moment, we assume the above integrand to be a monomial of degree \(d\) exactly; that is, \(\sum_{i=1}^{n} d_i = d\). Making the change of variable as described in Subsection A, we get
\[
I(f) = \int_{0}^{\infty} \int_{U_n} (r_1 y_1)^{d_1} (r_2 y_2)^{d_2} \ldots (r_n y_n)^{d_n} r^{n-1} \exp(-r^2) d\sigma(y) \, dr.
\]
Decomposing the above integration into the radial and spherical integrals yields
\[
I(f) = \int_{0}^{\infty} r^{n+d-1} \exp(-r^2) \, dr \int_{U_n} y_1^{d_1} y_2^{d_2} \ldots y_n^{d_n} d\sigma(y).
\]
Applying the numerical rules appropriately, we have
\[
I(f) \approx \left( \sum_{i=1}^{m_r} a_i \right) \left( \sum_{j=1}^{m_s} b_j s_1^{d_1} s_2^{d_2} \ldots s_n^{d_n} \right)
= \sum_{i=1}^{m_r} \sum_{j=1}^{m_s} a_i b_j (r_i s_1)^{d_1} (r_i s_2)^{d_2} \ldots (r_i s_n)^{d_n},
\]
as desired. As we may extend the above results for monomials of degree less than \(d\), the theorem holds for any arbitrary integrand that can be written as a linear combination of monomials of degree up to \(d\) (see also Section 2.8 in [18]). \(\square\)

**Theorem 4.2:** Let the weighting functions \(w_1(x)\) and \(w_2(x)\) be \(w_1(x) = \exp(-x^T x)\) and \(w_2(x) = \mathcal{N}(x; \mu, \Sigma)\). Then for every square matrix \(\mathbf{\Sigma}\) such that \(\sqrt{\mathbf{\Sigma}} \sqrt{\mathbf{\Sigma}}^T = \mathbf{\Sigma}\), we have
\[
\int_{\mathbb{R}^n} f(x) w_2(x) \, dx = \frac{1}{\sqrt{\pi^n}} \int_{\mathbb{R}^n} f(\sqrt{2\mathbf{\Sigma}}x + \mu) \times w_1(x) \, dx. \quad (35)
\]

**Proof:** Consider the left-hand side of (35). Because \(\mathbf{\Sigma}\) is a positive definite matrix, we factorize \(\mathbf{\Sigma}\) to be \(\mathbf{\Sigma} = \sqrt{\mathbf{\Sigma}} \sqrt{\mathbf{\Sigma}}^T\).

Making a change of variable via \(x = \sqrt{2\mathbf{\Sigma}}y + \mu\), we get
\[
\int_{\mathbb{R}^n} f(x) \mathcal{N}(x; \mu, \Sigma) \, dx = \int_{\mathbb{R}^n} f(\sqrt{2\mathbf{\Sigma}}y + \mu) \frac{1}{\sqrt{|2\pi\mathbf{\Sigma}|}} \times \exp\left(-\frac{1}{2}(y^T \mathbf{\Sigma} y)\right) \, dy
= \frac{1}{\sqrt{\pi^n}} \int_{\mathbb{R}^n} f(\sqrt{2\mathbf{\Sigma}}y + \mu) w_1(y) \, dy
= \frac{1}{\sqrt{\pi^n}} \int_{\mathbb{R}^n} f(\sqrt{2\mathbf{\Sigma}}x + \mu) w_1(x) \, dx
\]
which proves the theorem. \(\square\)

For the third-degree spherical-radial rule, \(m_r = 1\) and \(m_s = 2n\). Hence, it entails a total of \(2n\) cubature points. Using the above theorems, we extend this third-degree spherical-radial rule to compute a standard Gaussian weighted integral as follows:
\[
I_N(f) = \int_{\mathbb{R}^n} f(x) \mathcal{N}(x; \mathbf{0}, \mathbf{I}) \, dx \approx \sum_{i=1}^{m} \omega_i f(\xi_i),
\]
where
\[
\xi_i = \sqrt{\frac{m}{2}} [1]^i, \quad \omega_i = \frac{1}{m}, \quad i = 1, 2, \ldots, m = 2n.
\]
We use the cubature-point set \(\{\xi_i, \omega_i\}\) to numerically compute integrals (10)-(11), and (13)-(16) and obtain the CKF algorithm, details of which are presented in Appendix A. Note that the above cubature-point set is now defined in the Cartesian coordinate system.

V. IS THERE A NEED FOR HIGHER-DEGREE CUBATURE RULES?

In this section, we emphasize the importance of third-degree cubature rules over higher-degree rules (degree more than three), when they are embedded into the cubature Kalman filtering framework for the following reasons:

- **Sufficient approximation.** The CKF recursively propagates the first two-order moments, namely, the mean and covariance of the state variable. A third-degree cubature rule is also constructed using up to the second-order moment.

  Moreover, a natural assumption for a nonlinearly transformed variable to be closed in the Gaussian domain is that the nonlinear function involved is reasonably smooth. In this case, it may be reasonable to assume that the given nonlinear function can be well-approximated by a quadratic function near the prior mean. Because the third-degree rule is exact up to third-degree polynomials, it computes the posterior mean accurately in this case. However, it computes the error covariance approximately; for the covariance estimate to be more accurate, a cubature rule is required to be exact at least up to a fourth-degree polynomial. Nevertheless, a higher-degree rule will translate to higher accuracy only if the integrand is well-behaved in the sense of being approximated by a higher-degree polynomial, and the weighting function is known to be a Gaussian density exactly. In practice, these two requirements are hardly met. *However, considering in...*
the cubature Kalman filtering framework, our experience with higher-degree rules has indicated that they yield no improvement or make the performance worse.

- Efficient and robust computation. The theoretical lower bound for the number of cubature points of a third-degree centrally symmetric cubature rule is given by twice the dimension of an integration region [34]. Hence, the proposed spherical-radial cubature rule is considered to be the most efficient third-degree cubature rule. Because the number of points or function evaluations in the proposed cubature rules scales linearly with the dimension, it may be considered as a practical step for easing the curse of dimensionality.

According to [35] and Section 1.5 in [18], a ‘good’ cubature rule has the following two properties: (i) all the cubature points lie inside the region of integration, and (ii) all the cubature weights are positive. The proposed rule entails 2n equal, positive weights for an n-dimensional unbounded region and hence belongs to a good cubature family. Of course, we hardly find higher-degree cubature rules belonging to a good cubature family especially for high-dimensional integrations.

In the final analysis, the use of higher-degree cubature rules in the design of the CKF may often sabotage its performance.

VI. THE SQUARE-ROOT CUBATURE KALMAN FILTER

This section addresses (i) the rationale for why we need a square-root extension of the standard CKF and (ii) how the square-root solution can be developed systematically. The two basic properties of an error covariance matrix are (i) symmetry and (ii) positive definiteness. It is important that we preserve these two properties in each update cycle. The reason is that the use of a forced symmetry on the solution of the matrix Ricatti equation improves the numerical stability of the Kalman filter [36], whereas the underlying meaning of the covariance is embedded in the positive definiteness. In practice, due to errors introduced by arithmetic operations performed on finite word-length digital computers, these two properties are often lost. Specifically, the loss of the positive definiteness may probably be more hazardous as it stops the CKF to run continuously. In each update cycle of the CKF, we mention the following numerically sensitive operations that may catalyze to destroy the properties of the covariance:

- Matrix square-rooting (see (38) and (43)).
- Matrix inversion (see (49)).
- Matrix squared-form amplifying roundoff errors (see (42), (47) and (48)).
- Subtraction of the two positive definite matrices present in the covariant update (see (51)).

Moreover, some nonlinear filtering problems may be numerically ill. For example, the covariance is likely to turn out to be non-positive definite when (i) very accurate measurements are processed, or (ii) a linear combination of state vector components is known with greater accuracy while other combinations are essentially unobservable [37].

As a systematic solution to mitigate ill effects that may eventually lead to an unstable or even divergent behavior, the logical procedure is to go for a square-root version of the CKF, hereafter called square-root cubature Kalman filter (SCKF). The SCKF essentially propagates square-root factors of the predictive and posterior error covariances. Hence, we avoid matrix square-rooting operations. In addition, the SCKF offers the following benefits [38]:

- Preservation of symmetry and positive (semi)definiteness of the covariance.
- Improved numerical accuracy owing to the fact that $\kappa(S) = \sqrt{\kappa(S^T S)}$, where the symbol $\kappa$ denotes the condition number.
- Doubled-order precision.

To develop the SCKF, we use (i) the least-squares method for the Kalman gain and (ii) matrix triangular factorizations or triangularizations (e.g., the QR decomposition) for covariance updates. The least-squares method avoids to compute a matrix inversion explicitly, whereas the triangulation essentially computes a triangular square-root factor of the covariance without square-rooting a squared-matrix form of the covariance. Appendix B presents the SCKF algorithm, where all of the steps can be deduced directly from the CKF except for the update of the posterior error covariance; hence we derive it in a squared-equivalent form of the covariance in the appendix.

The computational complexity of the SCKF in terms of flops, grows as the cube of the state dimension, hence it is comparable to that of the CKF or the EKF. We may reduce the complexity significantly by (i) manipulating sparsity of the square-root covariance carefully and (ii) coding trianguralization algorithms for distributed processor-memory architectures.

VII. A COMPARISON OF UKF WITH CKF

Similarly to the CKF, the unscented Kalman filter (UKF) is another approximate Bayesian filter built in the Gaussian domain, but uses a completely different set of deterministic weighted points [10], [39]. To elaborate the approach taken in the UKF, consider an n-dimensional random variable x having a symmetric prior density $\Pi(x)$ with mean $\mu$ and covariance $\Sigma$, within which the Gaussian is a special case. Then a set of $(2n + 1)$ sample points and weights, $\{X_i, \omega_i\}^{2n}_{i=0}$ are chosen to satisfy the following moment-matching conditions:

$$\sum_{i=0}^{2n} \omega_i X_i = \mu$$
$$\sum_{i=0}^{2n} \omega_i (X_i - \mu_x)(X_i - \mu_x)^T = \Sigma.$$ 

Among many candidate sets, one symmetrically distributed sample point set, hereafter called the sigma-point set, is picked up as follows:

$$X_0 = \mu, \quad \omega_0 = \frac{\kappa}{n + \kappa}$$
$$X_i = \mu + (\sqrt{(n + \kappa)\Sigma})^T, \quad \omega_i = \frac{1}{2(n + \kappa)}$$
$$X_{n+i} = \mu - (\sqrt{(n + \kappa)\Sigma})^T, \quad \omega_{n+i} = \frac{1}{2(n + \kappa)}.$$
where $i = 1, 2, \ldots, n$ and the $i$-th column of a matrix $A$ is denoted by $(A)_i$; the parameter $\kappa$ is used to scale the spread of sigma points from the prior mean $\mu$, hence the name “scaling parameter”. Due to its symmetry, the sigma-point set matches the skewness. Moreover, to capture the kurtosis of the prior density closely, it is suggested that we choose $\kappa$ to be $\kappa = (3 - n)$ (Appendix I of [10], [39]). This choice preserves moments up to the fifth order exactly in the simple one-dimensional Gaussian case.

In summary, the sigma-point set is chosen to capture a number of low-order moments of the prior density $p(x)$ as correctly as possible.

Then the unscented transformation is introduced as a method of computing posterior statistics of $y \in \mathbb{R}^m$ that are related to $x$ by a nonlinear transformation $y = f(x)$. It approximates the mean and the covariance of $y$ by a weighted sum of projected sigma points in the $\mathbb{R}^m$ space, as shown by

\[
E[y] = \int_{\mathbb{R}^n} f(x) \Pi(x) dx \\
\approx \sum_{i=0}^{2n} \omega_i \hat{y}_i \tag{36}
\]

\[
cov[y] = \int_{\mathbb{R}^n} (f(x) - E[y])(f(x) - E[y])^T \Pi(x) dx \\
\approx \sum_{i=0}^{2n} \omega_i (\hat{y}_i - E[y])(\hat{y}_i - E[y])^T, \tag{37}
\]

where $\hat{y}_i = f(x_i)$, $i = 0, 1, \ldots, 2n$. The unscented transformation approximating the mean and the covariance, in particular, is correct up to a $p$-th order nonlinearity when the sigma-point set correctly captures the first $p$ order prior moments. This can be proved by comparing the Taylor expansion of the nonlinear function $f(x)$ up to $p$-order terms and the statistics computed by the unscented transformation; here, $f(x)$ is expanded about the true (prior) mean $\mu$, which is related to $x$ via $x = \mu + e$ with the perturbation error $e \sim \mathcal{N}(0, \Sigma)$ [10].

The UKF and the CKF share a common property- they use a weighted set of symmetric points. Fig. 3, shows the spread of the weighted sigma-point set and the proposed cubature-point set, respectively in the two-dimensional space; the points and their weights are denoted by the location and the height of the stems, respectively. However, as shown in Fig. 3, they are fundamentally different. To elaborate further, we derive the cubature-point set built into the new CKF with totally different philosophy in mind:

- We assume the prior statistics of $x$ to be Gaussian instead of a more general symmetric density.
- Subsequently, we focus on how to compute the posterior statistics of $y$ accurately. To be more specific, we need to compute the first two-order moments of $y$ exactly because we embed them in a linear update rule.

In this line of thinking, the solution to the problem at hand boils down to the efficient third-order cubature rule. As in the sigma-point approach, we do not treat the derivation of a point set for the prior density and the computation of posterior statistics as two disjoint problems.

Moreover, suppose a given function $f(.)$ is a linear combination of a monomial of degree at most three and some other higher odd-degree monomials. Then we may readily guarantee that the error, incurred in computing the integral of $f(.)$ with respect to a Gaussian weight function, vanishes. As in the sigma-point approach, the function $f(.)$ does not need to be well approximated by the Taylor polynomial about a prior mean.

Finally, we mention the following limitations of the sigma-point set built into the UKF, which are not present in the cubature-point set built into the CKF:

- **Numerical inaccuracy**: Traditionally, there has been more emphasis on cubature rules having desirable numerical quality criterion than on the efficiency. It is proven that the cubature rule implemented in a finite-precision arithmetic machine introduces a large amount of roundoff errors when the stability factor defined by $\sum_{i=0}^{2n} |\omega_i|$, is larger than unity [18], [28]. We look at formulas (36)-(37) in the unscented transformation from the numerical integration perspective. In this case, when $n$ goes beyond three, $\sum_{i=0}^{2n} |\omega_i| = (\frac{2n}{3} - 1)$ and $\sum_{i=0}^{2n} \omega_i = 1$. Hence, the stability factor scales linearly with $n$, thereby inducing significant perturbations in numerical estimates for
moment integrals.

- **Unavailability of a square-root solution.** We perform the square-rooting operation (or the Cholesky factorization) on the error covariance matrix as the first step of both the time and measurement updates in each cycle of both the UKF and the CKF. From the implementation point of view, the square-rooting is one of the most numerically sensitive operations. To avoid this operation in a systematic manner, we may seek to develop a square-root version of the UKF. Unfortunately, it may be impossible for us to formulate the square-root UKF that enjoys numerical advantages similar to the SCKF. The reason is that when a negatively weighted sigma point is used for its associated inter-

- **Filter instability.** Given no computational errors due to an arithmetic imprecision, the presence of the negative weight may still prohibit us from writing a covariance matrix \( P \) in a squared form such that \( P = SS^T \). To state it in another way, the UKF-computed covariance matrix is not always guaranteed to be positive definite. Hence, the unavailability of the square-root covariance causes the UKF to halt its operation. This could be disastrous in practical terms. To improve stability, heuristic solutions such as fudging the covariance matrix artificially (Appendix III of [10]) and the scaled unscented transformation [41] are proposed.

Note that the parameter \( \kappa \) of the sigma-point set may be forced to be zero to match the cubature-point set. Unfortunately, in the past there has been no mathematical justification or motivation for choosing \( \kappa = 0 \) for its associated interpretabilities. Instead, more secondary scaling parameters (apart from \( \kappa \)) were introduced in an attempt to incorporate knowledge about the prior statistics in the unscented transformation [41].

To sum up, we claim that the cubature approach is more accurate and more principled in mathematical terms than the sigma-point approach.

VIII. SIMULATIONS

In this section, we report the experimental results obtained by applying the CKF when applied to two nonlinear state-estimation problems: In the first high-dimensional illustrative experiment, we use the proposed cubature rules to estimate the mean and variance of a non-linearly transformed Gaussian random variable. In the second application-oriented experiment, we use the CKF to track a maneuvering aircraft in two different setups- in the first setup, we assume the measurement noise to be Gaussian, whereas in the second setup, it takes a Gaussian mixture model.

A. Illustrative high-dimensional example

As described in Section II, the CKF uses the spherical-radial cubature rule to numerically compute the moment integrals of the form \( \text{nonlinear function} \times \text{Gaussian} \). The more accurate the estimate is, the quicker the filter converges to the correct state. We consider a general form of the multi-quadric function

\[
y = \left( \sqrt{1 + x^T x} \right)^p
\]

where \( x \) is assumed to be an \( n \)-dimensional Gaussian random variable with mean \( \mu \), and covariance \( \Sigma \). In this experiment, \( p \) takes values \( p = 1, -1, -3, \) and \(-5\) (Fig. 4). Our objective is to use four different methods, namely (i) the first-order Taylor series-based approximation built into the EKF, (ii) the unscented transformation (with \( \kappa = 3 - n \)) built into the UKF, (iii) the central difference method with a step-size of \( \sqrt{3} \) built into the CDKF and (iv) the spherical-radial rule built into the CKF, to compute the first two order (uncentralized) moments

\[
\mathbb{E}(y) = \int_{\mathbb{R}^n} \left( \sqrt{1 + x^T x} \right)^p N(x; \mu, \Sigma) dx
\]

and

\[
\mathbb{E}(y^2) = \int_{\mathbb{R}^n} (1 + x^T x)^p N(x; \mu, \Sigma) dx
\]

for different dimensions and prior information. We set \( \mu \) to be zero because the function has a significant nonlinearity near the origin. Covariance matrices are randomly generated with diagonal entries being equal to \( \sigma_0^2 \) for 50 independent runs. The Monte Carlo (MC) method with 10,000 samples is used to obtain the optimal estimate. To compare the filter estimated statistics against the optimal statistics, we use the Kullback-Leibler (KL) divergence assuming the statistics are Gaussian.
Fig. 5. Ensemble-averaged KL divergence plots when \( \sigma_0^2 = 1 \).

Fig. 6. Ensemble-averaged KL divergence plots when \( n = 50 \).

Of course, the smaller the KL divergence is, the better the filter estimate is.

Figs. 5(a) and 5(b) show how the KL divergence of the CDKF and CKF estimates varies, respectively when the dimension \( n \) increases for \( \sigma_0^2 = 1 \). The EKF computes a zero variance due to zero gradient at the prior mean; the unscented transformation often fails to yield meaningful results due to the numerical ills identified in Section VII; hence, we do not present the results of the EKF and UKF. As shown in Figs. 5(a) and 5(b), the CDKF and the CKF estimates degrade when the dimension \( n \) increases. The reason is that the \( n \)-dimensional state vector is estimated from a scalar measurement, irrespective of \( n \), thereby failing to capture global properties of the function. On the other hand, the cubature points are located at a radius that scales with \( \sqrt{n} \). Note also that the third-degree spherical-radial rule is exact for polynomials of all odd degrees even beyond three (due to the symmetry of the spherical rule) and this may be another reason for the increased accuracy obtained using the CKF.

Figs. 6(a) and 6(b) show how the KL divergence of the CDKF and CKF estimates varies, respectively when the prior variance \( \sigma_0^2 \) increases for a dimension \( n = 50 \). As expected, an increase in the prior variance \( \sigma_0^2 \) causes the posterior variance to increase. Hence, all filter estimates degrade or the KL divergence increases when we increase \( \sigma_0^2 \), as shown in Fig. 6. However, for all values of \( p \), again we find that the CKF estimate is superior to the CDKF and the reason can be attributed to the facts just mentioned. The CDKF estimate is seen to be more degraded and deviate significantly from the CKF estimate when the prior variance is larger and the dimension is higher.

B. Target tracking

Scenario 1. We consider a typical air-traffic control scenario, where an aircraft executes maneuvering turn in a horizontal
plane at a constant, but unknown turn rate $\Omega$. Fig. 7 shows a representative trajectory of the aircraft. The kinematics of the turning motion can be modeled by the following nonlinear process equation [42]:

$$
x_k = \begin{pmatrix}
1 & \frac{\sin \Omega T}{\Omega} & 0 & -\left(\frac{1-\cos \Omega T}{\Omega}\right) & 0 \\
0 & \cos \Omega T & 0 & -\sin \Omega T & 0 \\
0 & 1-\frac{\cos \Omega T}{\Omega} & 1 & -\frac{\sin \Omega T}{\Omega} & 0 \\
0 & \sin \Omega T & 0 & \cos \Omega T & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
x_{k-1} \\
\nu_k,
\end{pmatrix}
$$

where the state of the aircraft $x = [\xi \dot{\xi} \eta \dot{\eta} \Omega]^T$; $\xi$ and $\eta$ denote positions, and $\dot{\xi}$ and $\dot{\eta}$ denote velocities in the $x$ and $y$ directions, respectively; $T$ is the time-interval between two consecutive measurements; the process noise $\nu_k \sim \mathcal{N}(0, Q)$ with a nonsingular covariance $Q = \text{diag}[q_1 M, q_1 M, q_2 T]$, where

$$
M = \begin{pmatrix}
\frac{T^3}{3} & \frac{T^2}{2} \\
\frac{T^3}{3} & \frac{T^2}{2}
\end{pmatrix};
$$

The scalar parameters $q_1$ and $q_2$ are related to process noise intensities. A radar is fixed at the origin of the plane and equipped to measure the range, $r$, and bearing, $\theta$. Hence, we write the measurement equation

$$
\begin{pmatrix}
r_k \\
\theta_k
\end{pmatrix} = \begin{pmatrix}
\sqrt{\xi_k^2 + \eta_k^2} \\
\tan^{-1}\left(\frac{\eta_k}{\xi_k}\right)
\end{pmatrix} + w_k,
$$

where the measurement noise $w_k \sim \mathcal{N}(0, R)$ with $R = \text{diag}[\sigma_r^2, \sigma_\theta^2]$.

**Data:**

- $T = 1s$
- $\Omega = -3^\circ s^{-1}$
- $q_1 = 0.1m^2 s^{-3}$
- $q_2 = 1.75 \times 10^{-4} m^2 s^{-3}$
- $\sigma_r = 10m$
- $\sigma_\theta = \sqrt{10} \text{mrad}$

True initial state

$$
x_0 = [1000m \ 300m s^{-1} \ 1000m \ 0m s^{-1} \ -3^\circ s^{-1}]^T,
$$

Fig. 7. Aircraft trajectory (I - initial point, F - final point), $\star$ - Radar location.

![Fig. 7](image)

The initial state estimate $\hat{x}_{0/0}$ is chosen randomly from $\mathcal{N}(x_0, P_{0/0})$ in each run; the total number of scans per run is 100.

To track the maneuvering aircraft we use the new square-root version of the CKF for its numerical stability and compare its performance against the EKF, the UKF, and the CDKF. For a fair comparison, we make 250 independent Monte Carlo runs. All the filters are initialized with the same condition in each run.

**Performance metrics.** To compare various nonlinear filter performances, we use the root-mean square error (RMSE) of the position, velocity and turn rate. The RMSE yields a combined measure of the bias and variance of a filter estimate.
We define the RMSE in position at time $k$, as

$$\text{RMSE}_{\text{pos}}(k) = \sqrt{\frac{1}{N} \sum_{n=1}^{N} ((\xi_{n}^k - \hat{\xi}_{n}^k)^2 + (\eta_{n}^k - \hat{\eta}_{n}^k)^2)},$$

where $(\xi_{n}^k, \eta_{n}^k)$ and $(\hat{\xi}_{n}^k, \hat{\eta}_{n}^k)$ are the true and estimated positions at the $n$-th Monte Carlo run. Similarly to the RMSE in position, we may also write formulas of the RMSE in velocity and turn rate. As a self-assessment of its estimation errors, a filter provides an error covariance. Hence, we consider the filter-estimated RMSE as the square-root of the averaged (over Monte Carlo runs) appropriate diagonal entries of the covariance. The filter estimate is refereed to be consistent if the (true) RMSE is equal to its estimated RMSE. We may expect the CKF to be inconsistent or divergent when its design assumption that the conditional densities are all Gaussian is violated.

Figs. 8(a), 8(b) and 8(c) show the true and estimated RMSEs in position, velocity and turn rate, respectively for the CDKF and the CKF in an interval of 50-100s. Owing to the fact that the EKF is sensitive to information available in the previous time step, it diverges abruptly after 70-80s. The UKF using $\kappa = (-2)$ was found often halt its operation for the reasons outlined in Section VII. For these reasons, we do not present the results of the EKF and the UKF here. As can be seen from Figs. 8(a), 8(b) and 8(c), the CKF marginally outperforms the CDKF. Moreover, the true RMSEs closely follow the RMSEs estimated by both filters; hence they are consistent. The overall results obtained for the CDKF and the CKF conform to our expectation because the considered scenario is a low-dimensional nonlinear-Gaussian filtering problem.

Scenario 2. We go on to extend the above problem to see how the estimation errors affect the CKF when the Gaussian nature of the problem is explicitly violated. To accomplish this, we deliberately make the measurement noise $w_k$ to follow a Gaussian mixture of the form:

$$w_k \sim 0.5\mathcal{N}(0, R_1) + 0.5\mathcal{N}(0, R_2),$$

where

$$R_1 = \begin{pmatrix} 100 m^2 & 15 m \text{ mrad} \\ 15 m \text{ mrad} & 10 m^2 \end{pmatrix},$$

$$R_2 = \begin{pmatrix} 5 m^2 & 10 m \text{ mrad} \\ 10 m \text{ mrad} & 100 m^2 \end{pmatrix}.$$ 

As shown in Fig. 9, the measurement noise density is now highly asymmetric. The filters use an equivalent measurement noise covariance of the above Gaussian mixture model. Other data remain the same as before.

Not surprisingly, as can be seen from Figs. 10(a), 10(b) and 10(c), both filters exhibit divergence due to a mismatch between the filter-design assumption and the non-Gaussian nature of the problem. During the divergence period, the true RMSEs of both filters exceed their corresponding estimated RMSEs. Although there is little significant difference between covariance estimates produced by the two filters, it is encouraging to see that unlike the CDKF, the CKF improves the performance after a short period of divergence. To put it in another way, the CKF does not permit estimation errors
to accumulate continuously, thereby avoiding an immediate ‘blow-up’ in this scenario.

IX. CONCLUSION

For a linear Gaussian dynamic system, the Kalman filter provides the optimal solution for the unknown state in the minimum mean squared-error sense. In general, however, real-world systems are plagued by nonlinearity, non-Gaussianity or both. In this context, it is difficult to obtain a closed-form solution for the state estimate, and therefore some approximations have to be made. Consequently, finding a more accurate nonlinear filtering solution has been the subject of intensive research since the celebrated work on the Kalman filter. Unfortunately, the present known nonlinear filters, which are exemplified by the extended Kalman filter, the unscented Kalman filter, and the quadrature Kalman filter, experience divergence or the curse of dimensionality or both.

In this paper, we derived a more accurate nonlinear filter that could be applied to solve high-dimensional nonlinear filtering problems with minimal computational effort. The Bayesian filter solution in the Gaussian domain reduces to the problem of how to compute multi-dimensional integrals, whose integrands are all of the form nonlinear function × Gaussian density. Hence, we are emboldened to say that the cubature rule is the method of choice to solve this problem efficiently. Unfortunately, the cubature rule has been overlooked in the literature on nonlinear filters since the birth of the celebrated Kalman filter in 1960. We have derived a third-degree spherical-radial cubature rule to compute integrals numerically. We embedded the proposed cubature rule into the Bayesian filter to build a new filter, which we have named the cubature Kalman filter (CKF).

The cubature rule has the following desirable properties:

- The cubature rule is derivative-free. This useful property helps broaden the applicability of the CKF to situations where it is difficult or undesirable to compute Jacobians and Hessians. For example, consider a model configured by various model units having complicated nonlinearities; it may be inconvenient if we are required to calculate Jacobians and Hessians for the resulting model. Additionally, a derivative-free computation allows us to write prepackaged, or ‘canned’ computer programs.
- The cubature rule entails 2n cubature points, where n is the state-vector dimension; hence, we are required to compute 2n functional evaluations at each update cycle. This suggests that the computational complexity scales linearly with the dimension n in terms of the functional evaluations whereas it grows cubically in terms of flops. Hence, the CKF eases the burden on the curse of dimensionality, but, by itself, it is not a complete remedy for the dimensionality issue.
- A third-degree cubature rule has a theoretical lower bound of 2n cubature points. We proved that a cubature rule of degree three is optimal when embedded in the Bayesian filter. Consequently, the CKF using the proposed spherical-radial cubature rule may be considered as an optimal approximation to the Bayesian filter that could be designed in a nonlinear setting, under the Gaussian assumption.

In a nutshell, the CKF is a new and improved algorithmic addition to the kit of tools for nonlinear filtering.

APPENDIX A

CKF ALGORITHM

Time Update

1) Assume at time $k$ that the posterior density function $p(x_{k-1}|D_{k-1}) = \mathcal{N}(\hat{x}_{k-1|k-1}, P_{k-1|k-1})$ is known. Factorize

$$P_{k-1|k-1} = S_{k-1|k-1}S^T_{k-1|k-1}.$$ (38)

2) Evaluate the cubature points ($i=1,2,\ldots,m$)

$$X_{i,k-1|k-1} = S_{k-1|k-1}\zeta_i + \hat{x}_{k-1|k-1},$$ (39)

where $m = 2n_x$.

3) Evaluate the propagated cubature points ($i=1,2,\ldots,m$)

$$X^*_{i,k|k-1} = f(X_{i,k-1|k-1}, u_k).$$ (40)

4) Estimate the predicted state

$$\hat{x}_{k|k-1} = \frac{1}{m} \sum_{i=1}^{m} X^*_{i,k|k-1}.$$ (41)

5) Estimate the predicted error covariance

$$P_{k|k-1} = \frac{1}{m} \sum_{i=1}^{m} X^*_{i,k|k-1}X^T_{i,k|k-1} - \hat{x}_{k|k-1}\hat{x}^T_{k|k-1} + Q_{k-1}.$$ (42)

Measurement Update

1) Factorize

$$P_{k|k-1} = S_{k|k-1}S^T_{k|k-1}.$$ (43)

2) Evaluate the cubature points ($i=1,2,\ldots,m$)

$$Z_{i,k|k-1} = h(X_{i,k|k-1}, u_k).$$ (45)

3) Estimate the predicted measurement

$$\hat{z}_{k|k-1} = \frac{1}{m} \sum_{i=1}^{m} Z_{i,k|k-1}.$$ (46)

5) Estimate the innovation covariance matrix

$$P_{zz,k|k-1} = \frac{1}{m} \sum_{i=1}^{m} Z_{i,k|k-1}Z^T_{i,k|k-1} - \hat{z}_{k|k-1}\hat{z}^T_{k|k-1} + R_k.$$ (47)

6) Estimate the cross-covariance matrix

$$P_{xz,k|k-1} = \sum_{i=1}^{m} \omega_i X_{i,k|k-1}Z^T_{i,k|k-1} - \hat{x}_{k|k-1}\hat{z}^T_{k|k-1}.$$ (48)
7) Estimate the Kalman gain
\[ W_k = P_{xz,k|k-1} P_{zz,k|k-1}^{-1}. \]  
(49)

8) Estimate the updated state
\[ \hat{x}_{k|k} = \hat{x}_{k|k-1} + W_k (z_k - \hat{z}_{k|k-1}). \]  
(50)

9) Estimate the corresponding error covariance
\[ P_{k|k} = P_{k|k-1} - W_k P_{zz,k|k-1} W_k^T. \]  
(51)

APPENDIX B

SCKF ALGORITHM

Below, we summarize the square-root cubature Kalman filter (SCKF) algorithm writing the steps explicitly when they differ from the CKF algorithm. We denote a general triangularization algorithm (e.g., the QR decomposition) as \( S = \text{Tria}(A) \), where \( S \) is a lower triangular matrix. The matrices \( A \) and \( S \) are related as follows: Let \( R \) be an upper triangular matrix obtained from the QR decomposition on \( A^T \); then \( S = R^T \). We use the symbol / to represent the matrix right divide operator. When we perform the operation \( A/B \), it applies the back substitution algorithm for an upper triangular matrix \( B \) and the forward substitution algorithm for a lower triangular matrix \( B \):

**Time Update**

1) Skip the factorization (38) because the square-root of the error covariance, \( S_{k-1|k-1} \), is available. Compute from (39)-(41).

2) Estimate the square-root factor of the predicted error covariance
\[ S_{k|k-1} = \text{Tria}([\mathcal{X}_{k|k-1}^* \ S_{Q,k-1}]). \]  
(52)

where \( S_{Q,k-1} \) denotes a square-root factor of \( Q_{k-1} \) such that \( Q_{k-1} = S_{Q,k-1} S_{Q,k-1}^T \) and the weighted, centered (prior mean is subtracted off) matrix
\[ \mathcal{X}_{k|k-1}^* = \frac{1}{\sqrt{m}} [X_{1,k|k-1} - \hat{x}_{k|k-1} \ X_{2,k|k-1} - \hat{x}_{k|k-1} \cdots X_{m,k|k-1} - \hat{x}_{k|k-1}]. \]  
(53)

**Measurement Update**

1) Skip the factorization (43) because the square-root of the error covariance, \( S_{k|k-1} \), is available. Compute from (44)-(46).

2) Estimate the square-root of the innovation covariance matrix
\[ S_{zz,k|k-1} = \text{Tria}([\hat{X}_{k|k-1} \ S_{R,k}]). \]  
(54)

where \( S_{R,k} \) denotes a square-root factor of \( R_k \) such that \( R_k = S_{R,k} S_{R,k}^T \) and the weighted, centered matrix
\[ \hat{X}_{k|k-1} = \frac{1}{\sqrt{m}} [Z_{1,k|k-1} - \hat{z}_{k|k-1} \ Z_{2,k|k-1} - \hat{z}_{k|k-1} \cdots Z_{m,k|k-1} - \hat{z}_{k|k-1}]. \]  
(55)

3) Estimate the cross-covariance matrix
\[ P_{xz,k|k-1} = \mathcal{X}_{k|k-1} X_{k|k-1}^T \]  
(56)

where the weighted, centered matrix
\[ \mathcal{X}_{k|k-1} = \frac{1}{\sqrt{m}} [X_{1,k|k-1} - \hat{x}_{k|k-1} \ X_{2,k|k-1} - \hat{x}_{k|k-1} \cdots X_{m,k|k-1} - \hat{x}_{k|k-1}]. \]  
(57)

4) Estimate the Kalman gain
\[ W_k = (P_{xz,k|k-1} S_{zz,k|k-1}) / S_{zz,k|k-1}. \]  
(58)

5) Estimate the updated state \( \hat{x}_{k|k} \) as in (50).

6) Estimate the square-root factor of the corresponding error covariance
\[ S_{k|k} = \text{Tria}([\mathcal{X}_{k|k-1} - W_k \hat{X}_{k|k-1} \ W_k S_{R,k}]). \]  
(59)

Here we derive the square-root error covariance as follows: Substituting (49) into (51) yields
\[ P_{k|k} = P_{k|k-1} - P_{xz,k|k-1} K^T. \]  
(60)

Some matrix manipulations in (49) lead to
\[ K P_{xz,k|k-1}^T = K P_{zz,k|k-1} K^T. \]  
(61)

Adding (60) and (61) together yields
\[ P_{k|k} = P_{k|k-1} - P_{xz,k|k-1} K^T + K P_{zz,k|k-1} K^T - K P_{xz,k|k-1} K^T. \]  
(62)

Using the fact that \( P_{k|k} = \mathcal{X}_{k|k-1} \mathcal{X}_{k|k-1}^T \) and \( \mathcal{X}_{k|k-1} \mathcal{X}_{k|k-1}^T \) and substituting (54), and (56) into (62) appropriately, we have
\[ P_{k|k} = \mathcal{X}_{k|k-1} \mathcal{X}_{k|k-1}^T - \mathcal{X}_{k|k-1} \mathcal{X}_{k|k-1}^T K^T + K (\mathcal{X}_{k|k-1} \mathcal{X}_{k|k-1}^T + S_{R,k} S_{R,k}^T) K^T - K \mathcal{X}_{k|k-1} \mathcal{X}_{k|k-1}^T \]  
(63)

\( P_{k|k} \) in (63) is the Joseph covariance in disguise. Hence, the matrix triangularization of (63) leads to (59).
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