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#### Abstract

Using combinatorial methods, we prove the following theorem on the group $S$ of all permutations of a countably-infinite set: Whenever $p \in S$ has infinite support without being a fixed-point-free involution, then any $s \in S$ is a product of three conjugates of $p$. Furthermore, we present uncountably many new conjugacy classes $C$ of $S$ satisfying that any $s \in S$ is a product of two elements of $C$. Similar results are shown for permutations of uncountable sets.


1. Introduction. We will deal with the infinite symmetric group $S$ of all permutations of a countably-infinite set. Let us denote by $[p]$ the conjugacy class and by the support of $p$ the underlying set without fixed points of $p \in S$. The following theorem was first shown by Bertram [4] and Moran [15] (cf. [9] for a generalization to the uncountable case):

Whenever $p \in S$ has infinite support, any permutation $s \in S$ is a product of 4 conjugates of $p$, i.e. $S=[p]^{4}$. Moreover, the number 4 is minimal with this property.

Hence, in order to improve the bound 4 of the theorem above, the question arises to classify all conjugacy classes $C$ in $S$ satisfying $S=C^{3}$. In the literature, various authors have dealt with this problem, cf. $[\mathbf{2}, \mathbf{5}, \mathbf{7}, \mathbf{1 0}, \mathbf{1 4}, \mathbf{1 7}]$. In particular, if $p \in S$ has infinite support, in $[\mathbf{7}]$ we showed that $[p]^{3}$ always contains all elements $s \in S$ with infinite support; moreover, if in addition either $p$ has at least one infinite orbit or $p$ is an involution having at least one fixed point, we get $S=[p]^{3}$ (Droste and Göbel [9]; Moran [14]). On the other hand, it is known that $S \neq[p]^{3}$ whenever $p \in S$ is a fixed-point-free involution (see Moran [15] or Droste and Göbel [9]). It is the aim of this paper to show:

THEOREM 1. Let $p \in S$ have infinite support without being a fixed-point-free involution. Then $S=[p]^{3}$.

This affirms a conjecture in [7] and "almost confirms" another conjecture in Bertram [4]. In our proof, we will use some recent and powerful results of an interesting paper of G. Moran $[\mathbf{1 7}]$ as well as several other theorems of the literature, and we will generalize Theorem 1 to a result for permutations of uncountable sets.

It still remains an open problem to classify all conjugacy classes $C$ in $S$ satisfying $S=C^{2}$. In $[\mathbf{7}]$, we gave a description of the set $[p]^{2}$ whenever $p \in S$ has at least one

[^0]infinite orbit. Now we show
Theorem 2. Let $p \in S$ have no infinite orbit, and let $(+)$ be the following property:
$(+) \quad p$ has infinitely many finite orbits of length $\geq 3$.
Then the following is true:
(a) If $[p]^{2}=S$, then ( + ) holds.
(b) Assume that $p$ has infinitely many fixed points and infinitely many orbits of length 2. Then:
(1) If $(+)$ does not hold, then
$$
[p]^{2}=\{s \in S ; s \text { has infinitely many orbits }\} .
$$
(2) If $(+)$ holds, then $[p]^{2}=S$.

In particular, there are $2^{\aleph_{0}}$ different conjugacy classes $[p]$ in $S$ with $S=[p]^{2}$, where $p$ has no infinite orbit.

Here (a) and (b)(1) generalize results of Gray [12, Theorem 2.10] and Moran [15, Corollary 2.4, 2.5] who considered the case where $p \in S$ is an involution, i.e. has no orbits of length $\geq 3$. Under the additional assumption that $p$ has only finitely many fixed points, (a) follows also from Moran [16, Theorem 3] or from [7, Theorem 4.5]. Part (b)(2) generalizes Bertram [4, Theorem 1] which states the result under the assumption that $p$ has infinitely many orbits of lengths $1,2,3$, respectively (and no others). Previously, this has been the only conjugacy class $[p]$ in $S$ known satisfying $S=[p]^{2}$, where $p$ has no infinite orbit.
2. Notation and remarks. Let $\dot{\bigcup} A_{i}$ denote a disjoint union; $\mathbf{N}_{0}=\mathbf{N} \dot{\cup}\{0\}$, $\mathbf{N}_{\infty}=\mathbf{N} \dot{\cup}\left\{\aleph_{0}\right\} ; A \cdot B=\{a \cdot b ; a \in A, b \in B\}$ for subsets $A, B \subseteq G$, and $[a]=$ $\left\{x^{-1} \cdot a \cdot x ; x \in G\right\}=$ conjugacy class of $a \in G$ (any group). For a mapping $f$ let $\left.f\right|_{A}$ denote its restriction to $A$ and $a^{f}$ its value at $a$; so the composition of mappings is from left to right.
$S_{M}$ denotes the symmetric group of all permutations of a set $M, A_{M} \subseteq S_{M}$ the alternating group if $M$ is finite, $\mathrm{id}_{M}$ (or id, if there is no ambiguity) the identity permutation of $M$, and $S=S_{X}$ for some fixed countably-infinite set $X$, e.g. $X=\mathbf{Z}$. Now let $p \in S_{M}$. An orbit of $p$ is a minimal $p$-invariant subset of $M$. The length of an orbit is its cardinality. We put:
$\bar{p}(n)=\mid\{X ; X$ orbit of length $n$ of $p\} \mid\left(n \in \mathbf{N}_{\infty}\right) ;$
$\bar{p}=$ the function from $\mathbf{N}_{\infty}$ into $\{c ; 0 \leq c \leq|M|\}$ with $\bar{p}(n)\left(n \in \mathbf{N}_{\infty}\right)$ as defined above;
$F(p)=\left\{a \in M ; a^{p}=a\right\}=$ fixed point set of $p ;$
$|p|=|M \backslash F(p)|=\sum_{2<n \in \mathbf{N}_{\infty}} n \cdot \bar{p}(n)$.
Then $\bar{p}(1)=|F(p)|$ and $M \backslash F(p)$ is the support of $p$. The following fact is well known (e.g. [20, 11.3.1]) and will be used throughout this paper without mentioning it again:

Whenver $p, q \in S_{M}$, then $[p]=[q]$ iff $\bar{p}=\bar{q}$.
Hence id $=p \cdot p^{-1} \in[p]^{2}$ for any $p \in S_{M}$.
A permutation $p \in S$ is called nicely even (Moran [15]), if $\bar{p}(n)$ is an even cardinal for each $n \in \mathbf{N}_{\infty}$ (here $\aleph_{0}$ is considered even). The following subsets of $S$ will be important.
$N E=$ set of all nicely even permutations in $S$;
$R_{i}=\left\{s \in S ; s^{2}=\mathrm{id},|s|=\aleph_{0}, \bar{s}(1)=i\right\}=$ conjugacy class of all involutions in $S$ with infinite support and $i$ fixed points ( $0 \leq i \leq \aleph_{0}$ ).

For a finite set $T$ with $|T|=n \geq 3$ we define the following conjugacy classes in $S_{T}$ :
$C_{T, k}=\left\{p \in S_{T} ; \bar{p}(k)=1, \bar{p}(1)=n-k\right\}=$ class of all $p \in S_{T}$ with precisely one nontrivial orbit which is of length $k$ and $n-k$ fixed points $(2 \leq k \leq n)$;
$C_{T}=C_{T, n}$;
$D_{T}=\left\{p \in S_{T} ; \bar{p}(2)=\bar{p}(n-2)=1\right\}=$ class of all $p \in S_{T}$ with precisely two orbits, one of length 2 and the other of length $n-2$ (here $n \geq 5$ ).

Finally, if $M=\bigcup_{i \in I} M_{i}, p_{i} \in S_{M_{i}}$ and $p \in S_{M}$ satisfy $\left.p\right|_{M_{i}}=p_{i}(i \in I)$, then we also write $p=\bigoplus_{i \in I} p_{i}$. Clearly, in this case $\bar{p}(n)=\sum_{i \in I} \bar{p}_{i}(n)$ for each $n \in \mathbf{N}_{\infty}$, and if also $q_{i} \in S_{M_{i}}(i \in I)$ and $q=\bigoplus_{i \in I} q_{i}$, then $p \cdot q=\bigoplus_{i \in I}\left(p_{i} \cdot q_{i}\right)$.
3. Proof of Theorem 1. One of the main tools for the proofs of this paper is the splitting-argument-technique which may be best described by an example. Let $s, p \in S$ and suppose we wish to show that $s$ is a product of two conjugates of $p$. Assume that it is possible to decompose $s=s_{1} \oplus s_{2}$ such that the domains of $s_{1}, s_{2}$ are infinite, and that, for instance and simplicity, $p$ consists of precisely $\aleph_{0}$ orbits of length $m$ for some $2 \leq m \in \mathbf{N}_{\infty}$. Now if we can find permutations $q_{i}, r_{i}$ of the domain of $s_{i}$, each consisting only of $\aleph_{0}$ orbits of length $m$, such that $s_{i}=q_{i} \cdot r_{i}$ ( $i=1,2$ ), then $q=q_{1} \oplus q_{2}$ and $r=r_{1} \oplus r_{2} \in S$ each have precisely $\aleph_{0}$ orbits of length $m$, hence are conjugate to $p$, and satisfy

$$
s=s_{1} \oplus s_{2}=\left(q_{1} \cdot r_{1}\right) \oplus\left(q_{2} \cdot r_{2}\right)=q \cdot r \in[p]^{2}
$$

establishing our goal. Let us now give the formal statement of the technique which is a bit more general than the above example:
(3.0) The splitting-ARgument-TEChnique. Let $2 \leq n \in \mathbf{N}, M, M_{i}$ be sets and $a_{i}, b_{i j} \in S_{M_{i}}$ for each $i \in I, j=1, \ldots, n$, such that $a_{i} \in \prod_{j=1}^{n}\left[b_{i j}\right]$ $(i \in I)$. Then $a \in \prod_{j=1}^{n}\left[b_{j}\right]$ whenever $a, b_{j} \in S_{M}$ satisfy $\bar{a}(m)=\sum_{i \in I} \overline{a_{i}}(m)$, $\overline{b_{j}}(m)=\sum_{i \in I} \overline{b_{i j}}(m)$ for each $m \in \mathbf{N}_{\infty}$ and $j=1, \ldots, n$.

Proof. Assume $a, b_{j} \in S_{M}(j=1, \ldots, n)$ as stated. We split $M=\dot{U}_{i \in I} C_{i}$, $a=\bigoplus_{i \in I} c_{i}$ such that $c_{i}=\left.a\right|_{C_{i}} \in S_{C_{i}}$ and $\overline{c_{i}}=\overline{a_{i}}$ for each $i \in I$. Let $i \in I$. By $\left|C_{i}\right|=\sum_{m \in \mathbf{N}_{\infty}} m \cdot \overline{c_{i}}(m)=\sum_{m \in \mathbf{N}_{\infty}} m \cdot \overline{a_{i}}(m)=\left|M_{i}\right|$ and assumption there are $d_{i j} \in S_{C_{i}}$ with $\overline{d_{i j}}=\overline{b_{i j}}(j=1, \ldots, n)$ and $c_{i}=\prod_{j=1}^{n} d_{i j}$. Let $d_{j}=\bigoplus_{i \in I} d_{i j} \in S_{M}$, hence

$$
\overline{d_{j}}(m)=\sum_{i \in I} \overline{d_{i j}}(m)=\sum_{i \in I} \overline{b_{i j}}(m)=\overline{b_{j}}(m)
$$

for each $n \in \mathbf{N}_{\infty}$ and $j=1, \ldots, n$. Thus

$$
a=\bigoplus_{i \in I}\left(\prod_{j=1}^{n} d_{i j}\right)=\prod_{j=1}^{n} d_{j} \in \prod_{j=1}^{n}\left\lfloor b_{j}\right\rfloor .
$$

For the convenience of the reader, we list several results of the literature which we are going to use. First note that if a permutation $p \in S$ has at least one infinite orbit, any element $s \in S$ is a product of three conjugates of $p$ :

Lemma 3.1 (Droste and Göbel [10], also [7, Corollary 3.3]). Let $p \in S$ satisfy $\bar{p}\left(\aleph_{0}\right) \geq 1$. Then $S=[p]^{3}$.

The following two results show that whenever $p \in S$ has infinite support, both any $s \in S$ with infinite support and also the identity-permutation are products of three conjugates of $p$ :

Lemma 3.2 ([ $\mathbf{7}$, Theorem 2]). Let $s, p \in S$ both have infinite support. Then $s \in[p]^{3}$.

Lemma 3.3 (Moran [17, Proposition 6.6]). Let $p \in S$ have infinite support. Then id $\in[p]^{3}$.

The following recent result due to G. Moran states that if $s, p \in S$ have infinite support and no orbits of length 2 or $\aleph_{0}$, but $s$ or $p$ has at least one fixed point, then $s$ is a product of two conjugates of $p$.

Lemma 3.4 (Moran [17, Proposition 5.1, Theorem 3]). Let $s, p \in S$ both have infinite support and satisfy $\bar{s}(2)=\bar{s}\left(\aleph_{0}\right)=\bar{p}(2)=\bar{p}\left(\aleph_{0}\right)=0$. If $\bar{s}(1) \geq 1$ or $\bar{p}(1) \geq 1$, then $s \in[p]^{2}$.

The next lemma states that the products of two involutions of $S$ without fixed points are precisely the nicely even permutations.

Lemma 3.5 (MORAN $\left[\mathbf{1 5}\right.$, p. 64]). $R_{0}^{2}=N E$.
The following two results are due to Moran [14], but in [14] no proof was given. Therefore we include a proof here, leaving details to the reader. First we show that all permutations $s \in S$ with finite support and an even total number of orbits of lengths 3 or 5 can be written as a product of three involutions each without fixed points.

Lemma 3.6. Let $s \in S$ have finite support and satisfy $\bar{s}(3)+\bar{s}(5)=2 \cdot m$ for some $m \in \mathbf{N}_{0}$. Then $s \in R_{0}^{3}$.

Proof. Note that id $\in R_{0}^{3}$. Hence, using a splitting-argument, it is easy to see that we only have to consider the following special cases:

Case I. $s$ has precisely one nontrivial orbit which is of length $n \in \mathbf{N}$, and either (a) $n=4$, (b) $n=2 k$ with $3 \leq k \in \mathbf{N}$, (c) $n=7$, or (d) $n=2 k+1$ with $4 \leq k \in \mathbf{N}$.

Case II. $s$ has precisely two nontrivial orbits which are either (a) both of length 3 or both of length 5 , or (b) of length 3 and of length 5 , respectively.

We now show for each of these cases except II(a) that there exists a $q \in R_{0}$ such that $s \cdot q \in N E$; then $s \in R_{0}^{3}$ by Lemma 3.5. The following formulae establish this claim. Recall that the composition of mappings is from left to right.

We have $a \cdot b=c$ in each of the following cases:

$$
a=\left(\begin{array}{ll}
1 & 2 \tag{Ia}
\end{array} 34\right), \quad b=(12)(34), \quad c=(1)(3)(24)
$$

$$
\begin{align*}
& a=(123 \cdots 2 k-12 k) \\
& b=(12)(32 k)(42 k-1) \cdots(k+1 k+2)  \tag{Ib}\\
& c=(1)(k+1)(22 k)(32 k-1) \cdots(k k+2)
\end{align*}
$$

(Ic)

$$
\begin{align*}
& a=(12345 \cdots 2 k 2 k+1)(2 k+2), \\
& b=(13)(22 k+2)(45)(62 k+1)(72 k) \cdots(k+3 k+4),  \tag{Id}\\
& c=(12 k+22)(352 k+1)(4)(k+3)(62 k)(72 k-1) \cdots(k+2 k+4)
\end{align*}
$$

$$
\begin{align*}
& a=(123)(4)(56789)(10), \\
& b=(12)\left(\begin{array}{ll}
3 & 4)(56)(79)(810), \\
c & =(1)(5)(432)(1087)(69)
\end{array}, ~\right. \tag{IIb}
\end{align*}
$$

For (IIa) observe $s \in N E=R_{0}^{2} \subseteq R_{0}^{3}$ by Lemma 3.5. This finishes the proof.
As a consequence of the previous results we obtain that any $s \in S$ can be written as a product of three involutions each with infinite support and $i$ fixed points, whenver $i \geq 1$.

Corollary 3.7 (Moran [14]). Let $0<i \leq \aleph_{0}$. Then $S=R_{i}^{3}$.
Proof. By Lemmas 3.2 and 3.6, and a splitting-argument, it suffices to show $s \in R_{i}^{3}$ for $s \in S$ with $\bar{s}(n)=1, \bar{s}(m)=0$ for $m \neq n$, and $n \in\{3,5\}$. If $n=3$,
 let $n=5$. Then $s \in R_{i}^{3}$ follows directly from

$$
(12345)=((13)(2)(45)) \cdot((13)(24)(5)) \cdot((12)(34)(5))
$$

and $\mathrm{id} \in R_{0}^{3}$.
The following lemma states that whenever $p \in S$ has only finite orbits of length $\geq 3$ and $s \in S$ has precisely one nontrivial orbit which is finite, then $s$ is a product of three conjugates of $p$.

Lemma 3.8. Let $s, p \in S$ and $2 \leq m \in \mathbf{N}$ satisfy $\bar{s}(m)=1, \bar{s}(n)=0$ if $n \notin\{1, m\}$, and $\bar{p}(1)=\bar{p}(2)=\bar{p}\left(\aleph_{0}\right)=0$. Then $s \in[p]^{3}$.

Proof. We distinguish between two cases.
Case I. Assume $m=2$ and $\bar{p}(n)=0$ for all $4 \leq n \in \mathbf{N}$.
Then we have $\bar{p}(3)=\aleph_{0}$. W.l.o.g. let $\mathrm{N}_{0}$ be the underlying set. The equation (02) $=a \cdot b \cdot c$, where

$$
\begin{aligned}
& a=\left(\begin{array}{lll}
0 & 1 & 2
\end{array}\right)(543)(876)(11109)(141312) \ldots, \\
& b=\left(\begin{array}{lll}
0 & 1 & 3
\end{array}\right)(246)(579)(81012)(111315) \ldots, \\
& c=\left(\begin{array}{lll}
1 & 0 & 4
\end{array}\right)(327)(6510)(9813)(121116) \ldots,
\end{aligned}
$$

immediately yields the required result.
Case II. Assume either ( + ) $m=2$ and $\bar{p}(n) \neq 0$ for some $n \geq 4$, or $(++) m \geq 3$.
Step 1. We claim there exists a $q \in S$ with $\bar{q}(1)=1, \bar{q}(2)=\bar{q}\left(\aleph_{0}\right)=0$ and $q \in[p] \cdot[s]$.

If $(+)$ holds, our claim follows from the equation ( $\left.\begin{array}{lllll}1 & 2 & 3 & 4 & \cdots\end{array}\right) \cdot\left(\begin{array}{ll}2 & 1\end{array}\right)=$ (1)(2 $344 \cdots n)$. Now let us assume (++). Then choose $k=m-1$ orbits
$\left\{1_{j}, \ldots, n_{j}\right\}(j=1, \ldots, k)$ of length $\geq 3$ of $p$. The result follows from the observation that

$$
\begin{aligned}
& \left(\left(1_{1} 2_{1} \cdots n_{1}\right)\left(1_{2} 2_{2} \cdots n_{2}\right) \cdots\left(1_{k} 2_{k} \cdots n_{k}\right)\right) \cdot\left(\begin{array}{lllll}
2_{1} & 1_{1} & 1_{2} & \cdots & 1_{k}
\end{array}\right) \\
& =\left(1_{1}\right)\left(2_{1} \cdots n_{1} 1_{2} 2_{2} \cdots n_{2} 1_{3} \cdots 1_{k} 2_{k} \cdots n_{k}\right) .
\end{aligned}
$$

Step 2. If we choose $q \in S$ as in Step 1, we obtain $q \in[p]^{2}$ by Lemma 3.4 and thus $s \in[p]^{3}$, finishing Case II.

Finally, we will need the fact that the squares of certain conjugacy classes (defined in $\S 2$ ) in the finite symmetric group cover the alternating group.

Lemma 3.9 (Gleason [13, Proposition 4, p. 172]; cf. Bertram [3]). Let $T$ be a finite set with $|T| \geq 5$. Then $A_{T}=C_{T}^{2}$.

Lemma 3.10 ( Hsu Cheng-hao $[\mathbf{6}]$ ). Let $T$ be a finite set with $|T|=2 k$ for some $k \in \mathbf{N}$ with $k \geq 3$. Then $D_{T} \subseteq A_{T}$ and $A_{T}=D_{T}^{2}$.

We are now ready for the
Proof of Theorem 1. Let $p \in S \backslash R_{0}$ have infinite support and let $s \in S$. We want to show $s \in[p]^{3}$. Therefore we can assume $\bar{p}\left(\aleph_{0}\right)=0$ by Lemma 3.1, $|s|<\infty$ by Lemma 3.2, and $s \neq$ id by Lemma 3.3. We distinguish between two cases.

Case I. Assume $\sum_{n \geq 3} \bar{p}(n)=\aleph_{0}$.
Applying Lemma 3.3 and a splitting-argument, we see that we only have to show $s \in[p]^{3}$ in the special case $\bar{p}(1)=\vec{p}(2)=0$. A further splitting-argument yields that we only have to examine permutations $s \in S$ which have precisely one nontrivial (finite) orbit. Now the result follows from Lemma 3.8.

Case II. Assume $\sum_{n \geq 3} \bar{p}(n)<\mathcal{\aleph}_{0}$.
Here we have $\bar{p}(2)=\aleph_{0}$, since $p$ has infinite support. If $\bar{s}(3)+\bar{s}(5)=2 m$ for some $m \in \mathbf{N}_{0}$, we obtain $s \in[p]^{3}$ by Lemmas 3.6 and 3.3 , and a splitting-argument. Hence let $\bar{s}(3)+\bar{s}(5)$ be an odd number. Again using Lemma 3.6 and a splittingargument, we see that it suffices to consider the special case that $s \in S$ has precisely one nontrivial orbit which is of length 3 or 5 . If $p(n)=0$ for all $n \geq 3$, we get $\bar{p}(1) \geq 1$ by $p \notin R_{0}$, thus $s \in[p]^{3}$ by Corollary 3.7. Therefore assume now $\bar{p}(n) \neq 0$ for some $n \geq 3$. We distinguish between three cases according to whether $n \geq 5$ and $n$ is odd, $n \geq 4$ and $n$ is even, or $n=3$, respectively.

Subcase 1. Let $n \geq 5$ be odd.
Let $T$ be a subset of the domain of $s, p$ such that $|T|=n$ and $T$ contains the nontrivial orbit of $s$. Then $\left.s\right|_{T} \in A_{T}$ and $A_{T}=C_{T}^{2}$ according to Lemma 3.9. Since $n \geq 5$ is odd, we have $C_{T} \subseteq A_{T}$. Hence $\left.s\right|_{T} \in C_{T}^{3}$ and thus, by Lemma 3.3 and a splitting-argument, $s \in[p]^{3}$.

Subcase 2. Let $n \geq 4$ be even.
Put $m=n+2$ and let $T$ be a subset of the underlying set such that $|T|=m$ and $T$ contains the nontrivial orbit of $s$. Then $\left.s\right|_{T} \in A_{T}$ and $D_{T} \subseteq A_{T} \subseteq D_{T}^{2}$ by Lemma 3.10, thus $\left.s\right|_{T} \in D_{T}^{2} \subseteq D_{T}^{3}$. Using a splitting-argument and Lemma 3.3, we get $s \in[p]^{3}$.

Subcase 3. Let $n=3$.
The nontrivial orbit of $s$ has length either 3 or 5 . Observe the identities $(123)=$ $(123) \cdot\left(\begin{array}{ll}3 & 1\end{array}\right) \cdot(123)$ and $(12345)(6)(7)=((124)(36)(57)) \cdot((421)(56)(37))$.
$((123)(45)(67))$. Together with Lemma 3.3, these equations yield $s \in[p]^{3}$. This finishes Case II and hence the theorem is proved.

Finally, we generalize Theorem 1 to the case of arbitrarily infinite underlying sets.

COROLLARY 3.11. Let $M$ be any infinite set and $s, p \in S_{M}$ such that $p$ has infinite support without being a fixed-point-free involution. Then $|s| \leq|p|$ and $s \in[p]^{3}$ are equivalent. Moreover, the number 3 is minimal with this property.

Proof. Let $s, p \in S_{M}$ as stated in the first sentence of the corollary. If $s=$ $u \cdot v \cdot w$ with $u, v, w \in[p]$, we get $|s| \leq|u|+|v|+|w|=3 \cdot|p|=|p|$ by cardinal arithmetic. Conversely, assume $|s| \leq|p|$. Then $s \in[p]^{3}$ follows via a splittingargument from (3.2) and (3.3) if $|s| \geq \aleph_{0}$, and from Theorem 1 and (3.3) if $|s| \leq \aleph_{0}$. The minimality part of the corollary is contained in Moran [15, Corollary 2.5] or in $[\mathbf{7},(4.5)]$.

For a description of the set $[p]^{3}$, when $p \in S$ is a fixed-point-free involution, see Moran [14].
4. Squares of conjugacy classes. This section is devoted to the proof of Theorem 2. Again we will make extensive use of splitting-arguments as in §3. First we establish necessary conditions (Theorem 4.1) and sufficient conditions (Lemma 4.2) for certain permutations $s, p_{1}, p_{2} \in S$, where, in particular, $s$ has only finitely many orbits and hence at least one infinite orbit and $p_{1}, p_{2}$ each have no infinite orbits, such that $s$ is a product of two conjugates of $p_{1}$ and $p_{2}$, respectively. The following result generalizes Moran [15, Corollary 2.3(1)].

THEOREM 4.1. Let $s, p_{1}, p_{2} \in S$ with $s \in\left[p_{1}\right] \cdot\left[p_{2}\right]$ such that $s$ has only finitely many orbits and $p_{1}, p_{2}$ each have no infinite orbit and only finitely many orbits of length $\geq 3$. Then $p_{1}, p_{2}$ each have only finitely many fixed points. Moreover, if $s$ has, say, $i$ infinite orbits and $k_{j}=\sum_{2 \neq n \in \mathbf{N}} n \cdot \overline{p_{j}}(n)(j=1,2)$, then $k_{1}, k_{2} \in \mathbf{N}_{0}$ and $k_{1}-k_{2} \equiv i \bmod 2$. In particular, $\left[p_{1}\right] \neq\left[p_{2}\right]$ if $i$ is odd.

Proof. Let $M=\dot{U}_{j=1}^{i}(\mathbf{Z} \times\{j\}) \dot{\cup} A$, where $A$ is a finite (possibly empty) set. W.l.o.g. assume $s, p_{1}, p_{2} \in S_{M}$ such that $s=p_{1} \cdot p_{2}, p_{1}, p_{2}$ each have no infinite orbit and only finitely many orbits of length $\geq 3$, the union of all finite orbits of $s$ equals $A$, and $s$ acts on each $\mathbf{Z} \times\{j\}$ like a shift, i.e. $(m, j)^{s}=(m+1, j)$ for each $m \in \mathbf{Z}, j=1, \ldots, i$. Thus the infinite orbits of $s$ are precisely the sets $\mathbf{Z} \times\{j\}$.

We introduce some abbreviations. For $k=1,2$, let $A_{k}$ denote the smallest $p_{k}$-invariant subset of $M$ containing $A, B_{k}$ the union of all orbits of length 3 of $p_{k}$, and $S_{k}\left(U_{k}\right)$ the set (union) of all orbits of length 2 of $p_{k}$, respectively; thus $M=F\left(p_{k}\right) \dot{\cup} U_{k} \dot{\cup} B_{k}$. Let $C=A_{1} \cup A_{2} \cup B_{1} \cup B_{2}$. Then $C$ is finite.

First let $j \in\{1, \ldots, i\}$. Since $s=p_{1} \cdot p_{2}, p_{2}$ has no infinite orbit, and $s$ acts on $\mathbf{Z} \times\{j\}$ like a shift, it is impossible that for some $x \in \mathbf{Z}$, each $y \in \mathbf{Z}$ with $y \geq x$ satisfies $(y, j) \in F\left(p_{1}\right)$. Hence, since $C$ is finite, there is $b_{j} \in \mathbf{Z}$ with $\left(b_{j}, j\right) \in U_{1}$ and $(x, j) \notin C$ for any $x \in \mathbf{Z}$ with $b_{j} \leq x$, in particulai $(x, j)^{p_{k}} \in M \backslash A$ for $k=1,2$. Let $m=m(j) \in\{1, \ldots, i\}, a_{j} \in \mathbf{Z}$ such that $\left(b_{j}, j\right)^{p_{1}}=\left(a_{j}, m\right)$, thus $\left\{\left(a_{j}, m\right),\left(b_{j}, j\right)\right\} \in S_{1}$. If $m=j$, we may w.l.o.g. assume that $a_{j}<b_{j}$ (otherwise rename these elements). This ensures $\left(a_{j}, m\right) \neq\left(b_{j}+1, j\right)$. Hence by $\left(a_{j}, m\right)^{p_{2}}=$ $\left(b_{j}, j\right)^{p_{1} \cdot p_{2}}=\left(b_{j}, j\right)^{s}=\left(b_{j}+1, j\right) \notin C$ we obtain $\left\{\left(a_{j}, m\right),\left(b_{j}+1, j\right)\right\} \in S_{2}$. It follows
that $\left(b_{j}+1, j\right)^{p_{2}}=\left(a_{j}, m\right)=\left(a_{j}-1, m\right)^{s}=\left(a_{j}-1, m\right)^{p_{1} \cdot p_{2}}$, thus $\left(a_{j}-1, m\right)^{p_{1}}=$ ( $b_{j}+1, j$ ) and, as before, $\left\{\left(a_{j}-1, m\right),\left(b_{j}+1, j\right)\right\} \in S_{1}$. By induction this shows $(+)\left\{\left(a_{j}-k, m(j)\right),\left(b_{j}+k, j\right)\right\} \in S_{1} \quad$ and $\quad\left\{\left(a_{j}-k, m(j)\right),\left(b_{j}+k+1, j\right)\right\} \in S_{2}$ for all $k \in \mathbf{N}_{0}$.

Now assume that for each $j \in\{1, \ldots, i\}$, the elements $a_{j}, b_{j} \in \mathbf{Z}, m(j) \in$ $\{1, \ldots, i\}$ are chosen as in the above paragraph. Then, by $(+)$, the mapping $j \mapsto m(j)$ is an injection from $\{1, \ldots, i\}$ into, hence onto, itself. It may happen that $a_{j} \geq b_{m(j)}$ for some $j \in\{1, \ldots, i\}$ with $j \neq m(j)$. Then we replace $b_{j}$ by $b_{j}^{\prime}=b_{j}+n_{j}$ and $a_{j}$ by $a_{j}^{\prime}=a_{j}-n_{j}$, where $n_{j}=a_{j}-b_{m(j)}+1 \in \mathbf{N}$. Then $a_{j}^{\prime}<b_{m(j)}$, and $(+)$, with $a_{j}, b_{j}$ replaced by $a_{j}^{\prime}, b_{j}^{\prime}$, is obviously still satisfied. Hence we may assume w.l.o.g. that $a_{j}<b_{m(j)}$ for all $j \in\{1, \ldots, i\}$.

For each $j \in\{1, \ldots, i\}$, let $D_{j}=\left\{(x, m(j)) ; x \in \mathbf{Z}, a_{j}<x<b_{m(j)}\right\}$ and $E_{j}=$ $\left\{(x, m(j)) ; x \in \mathbf{Z}, a_{j}<x \leq b_{m(j)}\right\}$. We put $D=A \dot{\cup} \dot{U}_{j=1}^{i} D_{j}$ and $E=A \dot{\cup} \dot{U}_{j=1}^{i} E_{j}$. Thus $D$ and $E$ are finite sets, and by $(+)$ the set $M \backslash D=\dot{U}_{j=1}^{2}\left((\mathbf{Z} \times\{m(j)\}) \backslash D_{j}\right)$ is a union of orbits of length 2 of $p_{1}$. This shows $F\left(p_{1}\right) \subseteq M \backslash U_{1} \subseteq D$ and $k_{1}=$ $\left|M \backslash U_{1}\right| \equiv|D| \bmod 2$. Similarly, $M \backslash E=\dot{\bigcup}_{j=1}^{2}\left((\mathbf{Z} \times\{m(j)\}) \backslash E_{j}\right)$ is a union of orbits of length 2 of $p_{2}, F\left(p_{2}\right) \subseteq M \backslash U_{2} \subseteq E$, and $k_{2}=\left|M \backslash U_{2}\right| \equiv|E| \bmod 2$. In particular, $p_{1}$ and $p_{2}$ each have only finitely many fixed points, since $D$ and $E$ are finite, and $k_{1}, k_{2} \in \mathbf{N}_{0}$. Since $E \backslash D=\left\{\left(b_{j}, j\right) ; j=1, \ldots, i\right\}$, we have $k_{1}-k_{2} \equiv$ $i \bmod 2$. So, if $i$ is odd, $k_{1} \neq k_{2}$ and thus $\overline{p_{1}} \neq \overline{p_{2}}$ and $\left[p_{1}\right] \neq\left[p_{2}\right]$.

Next we prove a partial converse to Theorem 4.1.
Lemma 4.2. For $i=1,2$, let $p_{i} \in S$ have infinitely many nontrivial finite, but no infinite orbits such that $\overline{p_{1}}(1)=\sum_{n \geq 3}(n-2) \cdot \overline{p_{2}}(n)$ and $\overline{p_{2}}(1)=1+$ $\sum_{n \geq 3}(n-2) \cdot \overline{p_{1}}(n)$. Then $s \in\left[p_{1}\right] \cdot\left[p_{2}\right]$ for each permutation $s \in S$ which has precisely one (infinite) orbit.

Proof. Let $\left\{P_{i} ; i \in \mathbf{N}\right\}\left(\left\{P^{i} ; i \in \mathbf{N}\right\}\right)$ be an enumeration of the set of all nontrivial orbits of $p_{1}\left(p_{2}\right)$, respectively. Inductively, we now construct a family of nonempty sets $A_{1}, B_{1}, A_{2}, B_{2}, A_{3}, \ldots \subseteq \mathbf{N}_{0}$ such that $0 \in A_{1}$ and for each $i \in \mathbf{N}$ the following conditions hold:
(I) $A_{i}, B_{i}$ are convex (here a subset $S \subseteq \mathbf{N}_{0}$ is called convex, if $a, b \in S, c \in \mathbf{N}_{0}$, $a<c<b$ imply $c \in S$ ) ,
(II) $\left(\max A_{i}\right)+1=\min B_{i}, \max B_{i}=\min A_{i+1}$,
(III) $\left|A_{i}\right|=\left|P_{i}\right|-1,\left|B_{i}\right|=\left|P^{i}\right|-1$.

It follows that, in particular, $A_{i}<A_{j}, B_{i}<B_{j}$ if $i<j, \mathbf{N}_{0}=\dot{U}_{i \in \mathbf{N}} A_{i} \cup$ $\dot{U}_{i \in \mathbf{N}} B_{i}$, and $\left(\dot{U}_{i \in \mathbf{N}} A_{i}\right) \cap\left(\dot{U}_{i \in \mathbf{N}} B_{i}\right)=\left\{\min A_{i} ; i \geq 2\right\}=\left\{\max B_{i} ; i \in \mathbf{N}\right\}$.

Example.


It now remains to show that there are $q, r \in S_{\mathbf{Z}}$ such that $q \cdot r=z$ (where $z \in S_{\mathbf{Z}}$ satisfies $a^{z}=a+1$ for all $\left.a \in \mathbf{Z}\right)$ and, if we put $Q_{i}=A_{i} \dot{\cup}\{-i\}\left(R_{i}=B_{i} \dot{\cup}\{-i\}\right)$
for all $i \in \mathbf{N}$, such that $\left\{Q_{i} ; i \in \mathbf{N}\right\}\left(\left\{R_{i} ; i \in \mathbf{N}\right\}\right)$ is the set of all nontrivial orbits of $q(r)$, respectively.

Indeed, if $q, r \in S_{\mathbf{Z}}$ are constructed in this way, by condition (III) it follows that $\bar{q}(n)=\overline{p_{1}}(n), \bar{r}(n)=\overline{p_{2}}(n)$ if $2 \leq n \in \mathbf{N}$ and $\bar{q}\left(\aleph_{0}\right)=\bar{r}\left(\aleph_{0}\right)=0$. Also, we get

$$
F(q)=\mathbf{Z} \backslash\left(\bigcup_{i \in \mathbf{N}} Q_{i}\right)=\mathbf{N}_{0} \backslash\left(\bigcup_{i \in \mathbf{N}} A_{i}\right)=\bigcup_{i \in \mathbf{N}}\left(B_{i} \backslash\left(\max B_{i}\right)\right)
$$

and, similarly, $F(r)=\{0\} \dot{U} \dot{U}_{i \in \mathbf{N}}\left(A_{i} \backslash\left(\min A_{i}\right)\right)$. Using (III), this shows

$$
\bar{q}(1)=\sum_{i \in \mathbf{N}}\left(\left|B_{i}\right|-1\right)=\sum_{i \in \mathbf{N}}\left(\left|P^{i}\right|-2\right)=\sum_{n \geq 3}(n-2) \cdot \overline{p_{2}}(n)=\overline{p_{1}}(1),
$$

and similarly $\bar{r}(1)=1+\sum_{n \geq 3}(n-2) \cdot \bar{p}_{1}(n)=\overline{p_{2}}(1)$. Hence $\bar{q}=\overline{p_{1}}, \bar{r}=\overline{p_{2}}$, and $[s]=[z] \subseteq[q] \cdot[r]=\left[p_{1}\right] \cdot\left[p_{2}\right]$ is established.

We now show how to define the required elements $q, r \in S_{\mathbf{Z}}$ (here we will not need condition (III)). For each $i \in \mathbf{N}$, put $(-i)^{q}=\min A_{i}, x^{q}=x+1$ if $x \in A_{i} \backslash\left(\max A_{i}\right)$, and $\left(\max A_{i}\right)^{q}=-i$, also, $(-i)^{r}=\min B_{i}, x^{r}=x+1$ if $x \in B_{i} \backslash\left(\max B_{i}\right)$, and $\left(\max B_{i}\right)^{r}=-i$. Finally, let $\left.q\right|_{Q}=\left.\mathrm{id}\right|_{Q}$ and $\left.r\right|_{R}=\left.\mathrm{id}\right|_{R}$, where

$$
Q=\mathbf{Z} \backslash\left(\bigcup_{i \in \mathbf{N}}\left(A_{i} \cup\{-i\}\right)\right)=\bigcup_{i \in \mathbf{N}}\left(B_{i} \backslash\left(\max B_{i}\right)\right)
$$

and

$$
R=\mathbf{Z} \backslash\left(\bigcup_{i \in \mathbf{N}}\left(B_{i} \cup\{-i\}\right)\right)=\bigcup_{i \in \mathbf{N}}^{\dot{U}}\left(A_{i} \backslash\left(\min A_{i}\right)\right) \dot{\cup}\{0\}
$$

Then it is obvious that $q, r \in S_{\mathbf{Z}}$ have the prescribed orbits, and it only remains to show that $q \cdot r=z$. If $2 \leq i \in \mathbf{N}$, we have $(-i)^{q \cdot r}=\left(\min A_{i}\right)^{r}=\left(\max B_{i-1}\right)^{r}=$ $-(i-1)=(-i)^{z}$. Also $(-1)^{q \cdot r}=\left(\min A_{1}\right)^{r}=0^{r}=0=(-1)^{z}$. Now let $a \in \mathbf{N}_{0}$. There is an $i \in \mathbf{N}$ such that $a \in\left(B_{i} \backslash\left(\max B_{i}\right)\right) \dot{\cup} A_{i}$. If $a \in B_{i} \backslash\left(\max B_{i}\right)$, we get $a^{q \cdot r}=a^{r}=a+1=a^{z}$. If $a \in A_{i} \backslash\left(\max A_{i}\right)$, we have $a+1 \in A_{i} \backslash\left(\min A_{i}\right) \subseteq R$ and thus $a^{q \cdot r}=(a+1)^{r}=a+1=a^{z}$. Finally, if $a=\max A_{i}$, we obtain

$$
a^{q \cdot r}=(-i)^{r}=\min B_{i}=\left(\max A_{i}\right)+1=a+1=a^{z} .
$$

This proves $q \cdot r=z$.
The following three results deal with finite symmetric groups. The first lemma, due to Bertram, gives a sufficient condition for $3 \leq k \in \mathbf{N}$ and an even permutation $s$ of a finite set such that $s$ can be written as a product of two permutations, each having only one nontrivial orbit which is of length $k$.

Lemma 4.3 (Bertram [3, Theorem 2]). Let $T$ be a finite set and $k \in \mathbf{N}$ with $3 \leq k \leq|T|$, and $s \in A_{T}$. Let $j=\sum_{2 \leq n} \bar{s}(n)$ be the number of nontrivial orbits of $s$. If $\frac{1}{2} \cdot(|s|+j) \leq k$, then $s \in\left(C_{T, k}\right)^{\frac{2}{2}}$.

This lemma will be used for the proof of the subsequent result.
Lemma 4.4. Let $k, n \in \mathbf{N}$ with $n<k$ and $k \geq 3$, and $T$ a set with $m$ elements, where $m \in \mathbf{N}$ is the least multiple of $n(2 n)$ with $m \geq k$ if $n$ is odd (even), respectively. Assume $s \in S_{T}$ has only orbits of length $n$. If $n$ is odd or if $k \neq 2 n+1$, then $s \in\left(C_{T, k}\right)^{2}$. If $n$ is even and $k=2 n+1$, there are $q, r \in S_{T}$ with $s=q \cdot r$ such
that $q$ and $r$ each have one orbit of length $k$, one orbit of length 2, and $m-k-2$ fixed points.

Proof. First assume that either $n$ is odd or $k \neq 2 n+1$. W.l.o.g. assume $n \neq 1$. Let $j=m / n$. Then $|s|=m, s$ has $j$ orbits of length $n$, and $s \in A_{T}$. By Lemma 4.3 , it suffices to show that $m+j \leq 2 k$. If $n$ is odd, we have $m \leq k+n-1$ and $n+j \leq k+1$, hence $m+j \leq k+n-1+j \leq 2 k$. Now let $n$ be even. If $k \leq 2 n$, we get $j=2$ and $m+j=2(n+1) \leq 2 k$. If $2 n+2 \leq k \leq 4 n$, clearly $j=4$ and $m+j=4 n+4 \leq 2 k$. Finally let $2(i-1) n+1 \leq k \leq 2 i n$ for some $3 \leq i \in \mathbf{N}$. Then $j=2 i$, and it suffices to show that $m+j=2 i n+2 i \leq 4(i-1) n+2$. But this inequality is equivalent to $i-1 \leq(i-2) n$ which is true. Hence $m+j \leq 2 k$ in any case.

Now assume that $n$ is even and $k=2 n+1$. Then $m=4 n$. We put
and

$$
T=\{1,2, \ldots, 4 n\}
$$

$s=(12 \cdots n)(n+1 n+2 \cdots 2 n)(2 n+12 n+2 \cdots 3 n)(3 n+13 n+2 \cdots 4 n)$.
If $n=2$, let

$$
q=\left(\begin{array}{llll}
1 & 2 & 5 & 7
\end{array}\right)(68)(4)
$$

and

$$
r=(85431)(67)(2)
$$

If $n \geq 4$, let

$$
\begin{aligned}
q= & (12 \cdots n n+1 n+2 \cdots 2 n-12 n+13 n+1)(2 n+24 n) \\
& \cdot(2 n)(2 n+3)(2 n+4) \cdots(3 n)(3 n+2)(3 n+3) \cdots(4 n-1),
\end{aligned}
$$

and

$$
\begin{aligned}
r= & (3 n+23 n+3 \cdots 4 n 2 n+32 n+4 \cdots 3 n 2 n+12 n n+11) \\
& \cdot(2 n+23 n+1)(2)(3) \cdots(n)(n+2)(n+3) \cdots(2 n-1) .
\end{aligned}
$$

Then, in any case, $q, r \in S_{T}$ satisfy the required conditions.
We will also need the following lemma on finite symmetric groups.
Lemma 4.5. Let $k, n \in \mathbf{N}$ with $3 \leq k \leq n$ and $T$ a set with $n$ elements. Let $s \in S_{T}$ have precisely one orbit (of length $n$ ). Then there are $q, r \in S_{T}$ such that $s=q \cdot r, q$ has only orbits of lengths 1 or 2 , and $r$ has precisely one orbit of length $k$ and possibly orbits of lengths 1 or 2 , but no others.

Proof. W.l.o.g. let $T=\{1,2, \ldots, n\}$ and $s=(12 \cdots n)$. If $k=n$, let $q=\mathrm{id}_{T}$, $r=s$. If $n-k=2 j$ with $j \in \mathbf{N}$, put

$$
q=(1)(2) \cdots(k-1)(k n)(k+1 n-1) \cdots(k+j-1 n-j+1)(k+j)
$$

and

$$
r=(12 \cdots k)(k+1 n)(k+2 n-1) \cdots(k+j n-j+1) .
$$

If $n-k=2 j+1$ with $j \in \mathbf{N}_{0}$, let

$$
q=(1)(2) \cdots(k-1)(k n)(k+1 n-1) \cdots(k+j n-j)
$$

and

$$
r=(12 \cdots k)(k+1 n)(k+2 n-1) \cdots(k+j n-j+1)(n-j) .
$$

Then $q, r \in S_{T}$ satisfy the required conditions.

The next result describes products of two conjugate involutions with infinitely many fixed points:

Lemma 4.6 (Moran [15, Corollary 2.4]). Let $M$ be any infinite set and $p \in S_{M}$ an involution with infinitely many fixed points and support of cardinality $|M|$. Then, for any $s \in S_{M}, s \in[p]^{2}$ if and only if $s$ has infinitely many orbits. In particular, $S_{M}=[p]^{2}$ iff $M$ is uncountable.

As a conclusion of the previous results, we have
Lemma 4.7. Let $p \in S$ have no infinite orbit, but infinitely many fixed points and infinitely many orbits of length 2. Then $s \in[p]^{2}$ for any permutation $s \in S$ with infinitely many orbits.

Proof. If $s$ has at least one infinite orbit, $s \in[p]^{2}$ follows from a splittingargument using Lemmas 4.2 and 4.6. Hence asume $\bar{s}\left(\aleph_{0}\right)=0$ from now on. If $p$ is an involution, then $p \in R_{\aleph_{0}}$ and $s \in[p]^{2}$ by Lemma 4.6. So let $\sum_{n \geq 3} \bar{p}(n) \neq 0$ now. By a splitting-argument, we may assume that $p$ has precisely one orbit of length $\geq 3$, say, of length $k \geq 3$. Clearly now we may distinguish between the following two (nonexclusive) cases.

Case I. Assume that $s$ has infinitely many orbits of length $<k$.
There is $n \in \mathbf{N}$ with $n<k$ and $\bar{s}(n)=\aleph_{0}$. Let $T$ be a union of finitely many orbits of $s$ of length $n$ such that $|T|$ is the least multiple of $n(2 n)$ with $|T| \geq k$ if $n$ is odd (even), respectively. By Lemma 4.4, there are $q, r \in S_{T}$ each consisting of precisely one orbit of length $k$ and possibly of orbits of lengths 1 or 2 , but no others, such that $\left.s\right|_{T}=q \cdot r$. Together with a splitting-argument and Lemma 4.6, this implies $s \in[p]^{2}$.

Case II. Assume that $s$ has at least two orbits, say, $A$ and $B$, each of length $\geq k$.
By Lemma 4.5, there are $q_{1}, r_{1} \in S_{A}, q_{2}, r_{2} \in S_{B}$ such that $\left.s\right|_{A}=q_{1} \cdot r_{1}$, $\left.s\right|_{B}=q_{2} \cdot r_{2}, q_{1}, r_{2}$ each have only orbits of lengths 1 or 2 , and $r_{1}, q_{2}$ each have precisely one orbit of length $k$ and possibly orbits of lengths 1 or 2 , but no others. Then $q=q_{1} \oplus q_{2}, r=r_{1} \oplus r_{2} \in S_{A \cup B B}$ satisfy $\left.s\right|_{A \cup \cup B}=q \cdot r, \bar{q}(k)=\bar{r}(k)=1$, and $\bar{q}(m)=\bar{r}(m)=0$ whenever $m \notin\{1,2, k\}$. Together with a splitting-argument and Lemma 4.6, this shows $s \in[p]^{2}$.

Now we are ready for the
Proof of Theorem 2. (a) Assume ( + ) does not hold. If $s \in S$ has precisely one (infinite) orbit, $s \notin[p]^{2}$ by Theorem 4.1 , showing $S \neq[p]^{2}$.
(b)(1) By Lemma 4.7, it remains to show that $s \notin[p]^{2}$ if $s \in S$ has only finitely many orbits. Indeed, if we had $s \in[p]^{2}$ for such a permutation $s, p$ would have only finitely many fixed points by Theorem 4.1, contradicting our assumption on $p$.
(b)(2) By Lemma 4.7, it remains to show that $s \in[p]^{2}$ if $s \in S$ has only finitely many orbits. But this follows by a splitting-argument from Lemma 4.2 and the well-known fact (see, e.g. [20, 10.1.17]) that every permutation is a product of two involutions.

As a consequence of Theorem 2(a) and a result in [7], we obtain the following condition for permutations $p \in S$ without infinite orbits which is necessary for $S=[p]^{2}$ to hold:

COROLLARY 4.8. Let $p \in S$ satisfy $\bar{p}\left(\aleph_{0}\right)=0$ and $S=[p]^{2}$. Then either $\bar{p}(1)=\bar{p}(2)=\sum_{n \geq 3} \bar{p}(n)=\aleph_{0}$, or there are $k, l, m \in \mathbf{N}$ with $k \leq l<m, m=k+l$, $l \geq 2$, and $\bar{p}(i)=\bar{\aleph}_{0}$ for each $i \in\{k, l, m\}$.

Proof. Since $[p]^{2}$ contains, in particular, a transposition, by [7, Theorem 4.5] there are $k, l, m \in \mathbf{N}$ with $k \leq l<m, m=k+l$, and $\bar{p}(i)=\aleph_{0}$ for each $i \in\{k, l, m\}$. So either $l \geq 2$, or $k=l=1, m=2$, and $\sum_{n \geq 3} \bar{p}(n)=\aleph_{0}$ by Theorem 2(a).

As an immediate consequence of this result and Theorem 2(b), we obtain
COROLLARY 4.9. Let $p \in S$ satisfy $\bar{p}\left(\aleph_{0}\right)=0$ and $\bar{p}(m)=\aleph_{0}$ for at most one $m \in \mathbf{N}$ with $m \geq 2$. Then $S=[p]^{2}$ if and only if $\bar{p}(1)=\bar{p}(2)=\sum_{n \geq 3} \bar{p}(n)=\aleph_{0}$.

Finally, we note a consequence for permutations of uncountably-infinite sets. This result uses and generalizes Moran [15, Corollary 2.4] (cf. Lemma 4.6).

COROLLARY 4.10. Let $M$ be any uncountable set and $\aleph$ a cardinal with $\aleph_{0} \leq$ $\aleph \leq|M|$. Let $p \in S_{M}$ have $\aleph$ fixed points, $|M|$ orbits of length 2 , and at most $\aleph$ orbits of length $\geq 3$. Then $S_{M}=[p]^{2}$.

Proof. Note that any permutation of $M$ has infinitely many orbits, since $M$ is uncountable. So the result follows from a splitting-argument using Lemmas 4.6 and 4.7 provided that $\bar{p}\left(\aleph_{0}\right)=0$. Then this result obtained so far for permutations of $M$ without infinite orbits and [7, Theorem 1(b)] imply the assertion of the corollary in case that $p$ has at least one infinite orbit.

Finally we just remark that the Baer-Schreier-Ulam-Theorem [1, 19] on the Jordan-Hölder decomposition series of $S$ and Ore's theorem [18] that every $p \in S$ is a commutator immediately follow from our results, cf. Droste and Göbel [ $\mathbf{9}, \S 4]$. For further group-theoretical applications of results of this type see $[\mathbf{7 - 1 1}, \mathbf{1 7}]$.
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