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The two experiments in this study suggest that fast internal tracing of curves is employed by
the visual system in the perception of certain shape properties and spatial relations. The ex­
perimental task in the first experiment was to determine, as rapidly as possible, whether two
Xs lay on the same curve or on different curves in a visual display. Mean response time for "same"
responses increased monotonically with increasing distance along the curve between the Xs. The
task in the second experiment was to decide either that a curve joining two Xs was unbroken
or that the curve had a gap. Decision times again increased as the length of the curve joining
the Xs was increased. The results of both experiments suggest that people can trace curves in
a visual display internally at high speed (the average rate of tracing was about 40° of visual
angle per second). Curve tracing may be an important visual process used to integrate informa­
tion from different parts of a visual display.

The perception of shape properties and of spatial rela­

tions plays an important role in the visual recognition of

objects, in visually guided manipulation, and in naviga­

tion in the environment. It is not surprising, therefore,

that humans can quickly and effortlessly perceive a large

variety of spatial relations among items in a visual scene.

Even a simple display such as Figure 1 contains a large

number of spatial relations that can be perceived immedi­

ately when required. For example, (1) Is there a closed

curve in the display? (2) How many dots are there? (3) Is
there a dot inside the closed curve? (4) Is there an X ly­

ing on a curve? (5) Are there two Xs lying on a common

curve? Human observers can answer such questions ac­

curately and immediately by merely looking at the figure.

For an observer to decide that a particular spatial rela­

tion exists between two elements in a display, he or she

must somehow consider the elements in relation to each

other and compute the relation between them. The human

visual system can establish a variety of shape properties
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and spatial relations with intriguing proficiency. The per­

ception of spatial properties and relations that are com­

plex from a computational standpoint nevertheless often

appear to us as immediate and effortless. When we per­

ceive such relations, we usually do not know how we ar­

rive at our decision-we simply see the relation. There­

fore, systematic empirical study is required to unravel the

processes underlying the perception of spatial relations.

These processes are still largely unknown even in the case

of seemingly simple relations.
The general approach we propose to this difficult

problem is to assume that the visual system incorporates

a set of basic operations (elementary processes) that can

be concatenated to yield answers to more complex ques­

tions regarding spatial relations (Ullman, 1984). To il­

lustrate this approach, we shall consider a simple example.

An Example: Two Xs on a Curve
Consider the problem of perceiving one of the relations

in Figure I, namely, that two Xs lie on a common curve.

What processes might underlie the perception of such a

relation? Clearly, it does not seem plausible to postulate

the existence of a dense array of "two-Xs-on-a-curve"

detectors specialized for this task. The problem can be

solved, however, by applying an appropriate sequence of

operations to the image. For example, one could use the

following procedure: First, locate an X in the visual field.

Next, check whether this X intersects a curve. If the X
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•

Figure 1. A simple visual display illustrating the variety of possi­
ble spatial relations between relatively few elements.

does intersect a curve, the location is marked for future

reference. Then the curve can be traced (in one or two

directions) until another X is found-in which case the

display contains a curve with two Xs. If another X is not

found, the tracing is aborted upon reaching a curve ter­

mination (for an open curve) or a previously marked lo­

cation (for a closed curve).

Several elementary processes are necessary to achieve

the above computation: processes that locate Xs in a dis­

play, determine that an X lies on a curve, mark locations

in a display, track curves, detect curve terminations, and

recognize previously marked locations. In addition, mis­

cellaneous decision processes are required to evaluate the

outcome of the application of the elementary processes

and to initiate appropriate action depending on the out­

come. Taken together, the ordered application of elemen­

tary processes and the associated decision processes con­

stitute a visual routine. In the above example, we

described a possible visual routine (not necessarily unique)

that would yield an answer to the two-Xs-on-a-curve

problem for a relatively general set of visual displays.

Summary: Two Hypotheses
The above discussion illustrates two hypotheses we wish

to put forward, one general, the other more specific. The

general hypothesis is that the processes involved in the

perception of a variety of abstract shape properties and

spatial relations can be described in terms of a finite set

of basic operations. Using different combinations of these

operations, the visual system can assemble different

processes, or visual routines, to extract an unbounded va-

riety of properties and relations. This is a general hypothe­

sis that cannot be tested directly in a single experiment,

but that may be supported by a collection of experiments

if the same basic operations can be identified in the

processes subserving the perception of various abstract

spatial properties and relations.

The specific hypothesis is that a curve-tracing visual

routine may be used to determine whether two symbols

lie on a common curve or on different curves. The trac­

ing routine in the example acts to bring together infor­

mation from separate locations belonging to the same

curve.The individual Xs could, in principle, be detected

by local processes operating independently on different

parts of the image. A more global operation is required

to integrate this local information and establish that the

two Xs lie on a common curve. We propose the possible

use of curve tracing for this task. Such a tracing process

is probably not the only possible method for integrating

information from different parts of the same figure (see

Minsky & Papert, 1969); however, curve tracing is a plau­

sible mechanism for integrating information that pertains

to the same curve or boundary.

In the following sections we describe a set of experi­

ments that examined the possible use of curve tracing in

two specific tasks. In the General Discussion we discuss

the applicability of this process more generally to the per­

ception of shape properties and spatial relations.

EXPERIMENT 1

The task in this experiment was to decide, as rapidly

as possible, whether two Xs in a visual display were on

the same curve or on different curves. The main manipu­

lation consisted of systematically varying the distance
along the curve between the Xs. We expected that the task

would require that one of the curves in the display be

scanned or traced and that longer distances to be traced

would result in longer response times. Furthermore, if

subjects in fact took longer to answer questions associated

with greater curve distances, all else being equal, we

would have evidence for the existence of a curve-tracing

operation.

Each display in the experiment contained two separate

curves and two Xs, and both Xs intersected a curve. Thus,

subjects could not respond simply by noting that an X in­

tersected a curve, or that there was only one X-all dis­

plays contained two Xs and each X was located on a curve.

In half of the trials the two Xs were on the same curve;

in the other half, the two Xs were on different curves.

When the Xs were on the same curve, the distance along

the curve separating the Xs was varied systematically. If

subjects can trace arbitrary curves or contours, then they

will take longer to solve problems that require tracing

longer distances along the curve.

To ensure that longer response times reflect curve trac­

ing, however, longer distances should not be associated

with other factors that could cause longer response times.

For example, distance to be scanned should not be cor-
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Figure 2. One of the basic patterns used in this study. The dots
along the curves indicate the locations of the second X usedto cre­
ate a set of displays from this basic pattern. There were no dots in
the actual displays.

related with retinal eccentricity (distance from the fovea).

In all displays used in this experiment, we held constant

all other relevant factors. One X was always at the center

of the display and the other was at a constant retinal ec­

centricity in all displays and for all curve distances. Thus,

the two Xs in all displays were separated by the same

physical distance. Furthermore, curve distance was varied

within each pattern of curves, which ensured that curve

distance was not confounded with different patterns of

curves. Therefore, if greater distances along the curves

are associated with longer response times, we will have

good evidence that subjects used a tracing process to per­

form the task.

In addition to the above manipulations, the exposure
duration of the stimuli was also varied. The two dura-

tions used were 250 and 2,500 msec. The short duration

was included to discover whether subjects could trace

rapidly over an arbitrary curve in the absence of eye

movements, which would suggest an internal (cognitive)

tracing mechanism. The longer duration was included as

a control condition in which performance could be ex­

amined without possible complications from the use of

a brief stimulus exposure (e.g., tracing over a fading

representation).

Method
Materials. The stimuli consisted of figures each composed of

two nonintersecting curves and two Xs. Figure 2 illustrates the con­

struction of the displays. In all displays, one of the Xs was at the

center of the display and intersected one of the curves. In half of

the displays, the two Xs were on the same curve; in the other half,

the two Xs were on different curves. Eight basic displays contain­

ing two curves with one X at the center were created; these dis­

plays differed in the shape of the two curves they contained. Figure 5
shows each of the eight basic patterns of curves (adapted for Ex­

periment 2). Each of these basic displays was constructed such that

eight locations for the second X could be identified; four of these

locations were on the same curve as the central X and four were

on the other curve. The dots in Figure 2 illustrate the eight possi­

ble locations for the noncentral X used for that particular display.

The actual displays used did not contain any dots, only a second

X, which was located at one of the marked locations. As can be

seen in Figure 2, there were four possible distances along the curve

between the two Xs when they were both on the same curve. The

curve distance between Xs always increased by the same increment

or unit; thus, the difference in curve distance between any two ad­

jacent X locations was constant. One complete set of stimuli used
in the experiment is displayed in Figure 3. The top row in Figure 3

contains stimuli in which the Xs lie on the same curve. The left­

most pattern in the top row has the smallest curve distance (1 unit),

whereas the rightmost pattern has the largest curve distance (4 units).

The second and third patterns have intermediate curve distances
(2 and 3 units, respectively). In the stimuli displayed in the bottom

row, the Xs lie on different curves. In this case, the distance from

the noncentral X to one of the ends of the noncentral curve increases

from the leftmost to the rightmost pattern in the figure.

In all displays, the physical distance between the central X and

the other X was identical for all curve distances (see Figures 2,
3, and 5). Thus, any observed differences in response time for dis-

Figure 3. One complete set of displays used in Experiment 1. Top row shows pat­
terns used in "same" trials with increasing curve distance from left to right. Bottom
row shows patterns used in "different" trials and illustrates how the noncentral X was
systematically moved relative to the ends of the noncentral curve.
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Figure 4. Results for Experiment 1. Filled symbols display the
results for the 250-msec exposure condition; unfilled symbols dis­
play the results for the 2,500-mseccondition. Squares show results
for "same" trials; triangles show results for "different" trials.
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Results
Responsetimes. The response timedatawerecorrected

for obvious outliers with the following rule: Anyobser­
vation greater than the median plus two times the inter­
quartilerange (in a givencell-for each subject, response
category, and curve distance) was replaced by the me­
dianof all the observations in that cell (seeTukey, 1977).
This procedure resulted in the replacement of 3.9% of
the observations.

The mean response time for each curve distance, re­
sponse ("same"/"different"), and exposure duration is
shownin Figure 4. Preliminary analyses revealed no im­
portant effects of testing blocks and this factor was not
included in the analyses reported here. The response times
for each subject, curve distance, and response wereaver-

Half of the subjects in each exposure condition (250 and
2,500 msec) responded "same" with the dominant hand and

responded "different" with the nondominant hand. The other half

had the opposite hand-response pairing. Subjects were informed

when they made an error. Trials with incorrect responses were

repeated at the end of the set in which the error was committed.
Subjects were not informed that trials were repeated in this manner.

Subjects. The subjects were 16 undergraduates at the Univer­

sity of Saskatchewan. Eight subjects were assigned to the 250-msec

exposure condition and 8 were assigned to the 2,5OO-msec exposure

condition. All of the subjects had normal or corrected-to-normal

vision, all were naive with respect to the hypotheses in the study,

and no subject participated in the second experiment reported in

this paper.

plays with different curve distances between the Xs could not be
due to differences in factors associated with retinal eccentricity or

with the physical distance between the Xs.
The average size of the displays was 65.5 x 73 mm (displays

ranged from 55x70 mm to 70x75 mm; see Figure 5 to appreci­

ate relative sizes of the basic displays). Eight copies were made

of each figure and each copy was marked with two 6x6 mm Xs,

each positioned on a curve (see Figure 3). Stimuli were presented

800 mm from the subject and subtended an average visual angle

of 5.9 0
• The four distances between the Xs along the same curve

corresponded to 2.2 0,4.40
, 6.6 0

, and 8.8 0 of visual angle.

In the other four stimuli, the second X was located on the curve

that did not contain the central X (see Figures 2 and 3). The physi­

cal distance between the two Xs was 25 mm (1.8 0 of visual angle)

in all displays. The figures were mounted on tachistoscope cards
with the central X positioned at the center of the card. Half of the

stimuli for each basic figure were mounted at an orientation of 0 0

and half were rotated 90 0 before being mounted on the card, to

reduce the likelihood that subjects would recognize the basic dis­

plays with repeated presentations.

One additional basic pattern of curves was created for use in prac­

tice trials.
Procedure. The task was to press one of two buttons depending

on whether the two Xs were on the same curve or on different

curves. The subjects were instructed to respond as rapidly as pos­

sible while keeping errors to a minimum. The instructions stressed

accuracy because we were primarily interested in response times.

Stimuli were presented using a Gerbrands three-field tachisto­

scope (Model Number T-3B-l). Betweentrials, a dark fixation point
on a white background was present in the center of the visual field.

On each trial, the experimenter asked the subject if he or she was

ready, and the trial was initiated when the subject responded affir­

matively. Each trial consisted of the continuation of the fixation­

point for 400 msec, followed by a blank field of 500 msec, fol­

lowed by the display for either 250 or 2,500 msec, depending on

the condition. Half of the subjects were in the 250-msec display
condition and half were in the 2,5OO-msec condition.' The display

was followed by a 2,OOO-msec blank postexposure field. The onset

of the target display triggered a millisecond timer that was stopped

when the subject pressed one of the response buttons. After each

trial, the response and reaction time were recorded by the ex­
perimenter.

The subjects were informed that one X would always be at the
fixation point in the display, and they were asked to maintain their
positions at the viewer during and between trials to minimize vari­

ations in performance due to changes in dark adaptation level.
The test session began with practice trials (8 in the 250-msec con­

dition and 16 in the 2,5OO-msec condition; see Note 1). The sub­
jects then had an opportunity to ask questions and to have the in­
structions and procedure clarified. The subjects then completed two
blocks of 64 trials, with a short rest period between the two blocks.
Each block of 64 trials was composed of eight subblocks of 8 trials.

Every subblock contained four displays in which the two Xs were

on the same curve (one display with each of the four distances be­

tween the two Xs) and four in which the Xs were on different curves.

Each subblock contained one figure created from one of the eight

basic displays. The assignment of figures to subblocks was ran­

dom within the above constraints. The order of trials within a sub­

block was randomized anew for each subject and the order of the

subblocks was changed from subject to subject according to a Latin

square design.
Half the subjects in each exposure condition saw the stimuli in

the first block presented in the upright orientationand saw the stimuli

in the second block rotated 1800
• This procedure was used to

minimize the chance that particular displays would be recognized
during testing in the second block. Another result of this proce­
dure is that direction of curve tracing (if required) and stimulation

of different visual half fields were equated for all curve distances.
For the other half of the subjects this order of presentation was

reversed (i.e., Block I was inverted and Block 2 was upright).



aged and the means were submitted to a repeated mea­

sures analysis of variance. There were eight means for

each subject, four for "same" responses and four for

"different" responses. The seven degrees offreedom for

these eight conditions were partitioned in the following

manner: three for the distance effect within "same"

responses, three for the distance effect within "different"

responses, and one for the difference between "same"

and "different" responses. The three degrees of freedom

assigned to the distance factor were decomposed into the

usual polynomial trends (linear, quadratic, and cubic).

As is evident in Figure 4, the mean response times for

"same" responses increased monotonically with increas­

ing distance between the two Xs in both exposure condi­

tions, which resulted in a significant linear trend over dis­

tance for "same" responses [F(l,14) = 19.05, P <
.0007, MSe = 9.877 X 103

] . This result suggests that sub­

jects did trace the curves separating the two Xs in order

to perform the task and that scanning longer distances took

more time. The increase in response time for "same"

trials over distance also had a significant nonlinear com­

ponent, which was reflected in the quadratic trend over

distance [F(l,14) = 8.6l,p < .011, MSe = 4.113x 103
] .

"Same" responses were faster than "different" re­

sponses, on average [F(l, 14) = 13.88, P < .0025, MSe
= 3.394x 104

] . Furthermore, there was no overall effect

of distance on the speed of "different" responses

(F < 1). As can be seen in Figure 4, however, there was

a slight tendency for the trends in response times over

distance in "different" trials to differ depending on ex­

posure duration. This tendency was reflected by a mar­

ginal interaction between exposure duration and the linear

trend over distance for "different" responses [F(l, 14) =

4.56, P < .051, MSe = 2.323 X 103
] . This was the only

significant effect attributable to exposure duration. The

apparent difference between response times across the two

display durations on "same" trials was not significant

(F < 1).
Separate analyses were also performed on the data from

each exposure duration. Both analyses revealed a strong

linear component in the response times for "same" trials

[F(l,7) = 6.98, P < .034, MSe = 4.998x 103
, and

F(l,7) = l3.5,p < .008,MSe = 7.800x103 for the 250­

and 2,500-msec conditions, respectively]. However, there

were no trends over distance in "different" trials in either

exposure duration (p > .079 in all cases).

Errors. The percentages of trials resulting in errors at

each distance and in each exposure condition are presented

in Table 1. The pattern of error rates does not suggest

any speed-accuracy trade-offs. The error rate for each dis­

tance in "same" and "different" trials for each subject

was submitted to an analysis of variance in which exposure

duration was a between-subjects factor and "same" /

"different" and distance were within-subject factors.

There were more errors on "same" trials (7.0%) than

on "different" trials (4.7%) [F(l,14) = 6.32,p < .025].

Errors tended to increase with increasing distance [F(1,14)

= 6.37, P < .025], as tested by the linear trend across

CURVE TRACING 133

Table 1
Mean Error Rate (Percent) for Each Exposure Duration,
Response, and Distance Along the Curve in Experiment 1

Distance

2 3 4

250 msec

"same" 4.7 6.2 10.9 6.2

"different" 2.3 2.3 2.3 6.2

2,500 msec
"same" 3.1 6.2 7.8 10.9

"different" 5.5 5.5 7.8 5.5

Note-For "same" trials. "Distance" represents the distance along the

curve between the two Xs, and each unit distance corresponded with

2.ZO ofvisual angle. For "different"trials. "Distance"represents the dis­

tance of the noncentral X to one of the ends of the curve not passing

through the center of the display.

distance. The only other significant effect in the analysis

was the exposure duration X trial type ("same"/"differ­

ent") X distance interaction [F(3,42) = 2.84,p < .05].

The interaction between exposure duration and trial type

with the linear trend across distance was only marginally

significant, however [F(1,14) = 3.l8,p < .097], and

we will not consider these marginal effects further.

Discussion

The main results were as we would expect if the visual

system has the capacity to trace curves in a visual display

rapidly and internally: More time was required to solve

the two-Xs-on-a-curve problem when longer distances

along the curve separated the two Xs. Given that the two

Xs were always separated by the same physical distance

and were always at the same retinal eccentricity, these

factors could not contribute to the pattern of means we

observed. Because mean response time increased with

curve distance in the 250-msec exposure duration, we have

good evidence that curves can be traced without eye move­

ments, which suggests the involvement of a relatively

rapid internal perceptual process.

Response times were slower, on average, for "differ­

ent" trials than for "same" trials (see Figure 4). This

result is what would be expected if subjects traced the en­

tire curve that was drawn through the fixation point in

search of a second X and responded "different" only

when they failed to find another X on the first curve.

The results suggest that subjects traced along the curve

joining the two Xs in order to solve the problem and that

tracing longer distances takes more time. Factors other

than distance per se, however, may affect tracing time.

For example, curves with greater curvature may require

more time to trace per unit distance than less curved con­

tours. In our displays, however, the average curvature

was about the same for different curve segments beyond

the first unit distance from the central X (see Figure 5).

The effect of curvature on tracing rate is currently under

empirical investigation.

The pattern of error rates is also consistent with the no­

tion that subjects traced the central curve from the cen­

tral X. Suppose that subjects traced the central curve from
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the central X in search of the other X, and that they tended

to respond "different" with increasing probability as the

tracing process progressed along the curve without reach­

ing another X. The error rate on "same" trials would

increase as the curve distance between the Xs increased,

which is what we found (see Table 1).

During debriefing after the experiment, several subjects

spontaneously described how they felt they performed the

task. No consistent story emerged from these commen­

taries other than that most subjects, after viewing the dis­

plays, either "saw" that the two Xs lay on the same curve

or "saw" that they lay on different curves. Many sub­

jects expressed genuine surprise and skepticism upon hear­

ing our hypotheses and no subject reported consciously

scanning along the curve before making a decision. This

aspect of the task is noteworthy because the response time

data clearly show a dependence on curve distance. Given

that response times were about 1,000 msec or less, and

that subjects did not have the subjective impression of trac­

ing, the results suggest that if curve tracing is in fact used,

it is a fast and internal process and therefore is potentially

a basic operation used by internal visual routines.

One aspect of the data in Experiment 1 was unexpected.

As is evident in Figure 4, the increase in response time

with distance was somewhat nonlinear. However, the most

important aspect of the results is that response time did

increase with distance. The details of the relationship be­

tween curve distance and tracing time are left as topics

for future research .

. Performance was similar in the two exposure durations,

as can be seen in Figure 4. The 2,500-msec exposure du­

ration allowed ample time for the subjects to move their

eyes while displays were still in view. If the subjects

waited for eye movements to take place before respond­

ing in the 2,500-msec condition, then we would expect

longer response times than in the 250-msec condition, in

which eye movements would be useless. However, re­

sponse times were not longer in the 2,500-msec condi­

tion. Given the similarity of results in the two conditions,

it appears that curve tracing may be performed internally

even when subjects could track a curve with the eyes (see

Yarbus, 1967).

EXPERIMENT 2

The results of Experiment 1 provide good evidence for

the existence of a high-speed process capable of tracing

curves internally. The primary goal in this experiment was

to gather additional evidence for a curve-tracing process

in the context of a different task. If the results from this

experiment also provided support for the existence of a

curve-tracing process, we would be confident that the

results from the first experiment were not due to a super­

ficial aspect of the task used.
In Experiment 2, all displays contained two noninter­

secting curves and one of the curves always had two Xs

on it. The distance between these Xs along the curve was

varied as in the first experiment. In half of the displays

a small gap interrupted the curve between the two Xs,

whereas in the other half of the displays the curve join­

ing the Xs was continuous. The task was to decide, as

rapidly as possible, whether or not there was a gap along

the curve joining the Xs.

The data from no-gap trials (trials with a continuous

contour joining the Xs) should provide additional evidence

for the existence of a curve tracing process. A reason­

able strategy for deciding that the curve joining the two

Xs does not contain a gap is to trace the entire curve be­

tween the two Xs and to note that there is no gap. In this

case, response times should increase systematically as

longer distances separate the two Xs along the curve. For

gap trials (trials with a gap in the curve joining the two

Xs), there are several possible processing strategies with

corresponding predicted patterns of results. One of the

more straightforward possibilities is that subjects trace the

curve from the central X and make a response as soon

as they locate a gap on that curve. In this case, response

times should reflect the curve distance between the cen­

tral X and the gap. Another possibility is that subjects al­

ways check that the gap is in fact located between two

Xs when they find a gap on the curve intersecting the cen­

tral X. In this case, response times should reflect the curve

distance between the Xs. Yet another possibility is that

subjects first locate a gap and then trace the curve to either

side, looking for Xs. Response times in this case should

reflect the curve distance between the target gap and the

nearest X. However, this latter strategy would not be very

efficient in the present task because all displays contained

several gaps on the curve that did not contain the Xs (the

noncentral curve). Thus, subjects should prefer one of the

first two strategies.

Method

Subjects. Sixteen University of Saskatchewan undergraduates

with normal or corrected-to-normal vision participated as unpaid
subjects. No subject in this experiment had participated in the first
experiment reported in this paper.

Materials. The stimuli were constructed using the same basic
patterns of curves used in Experiment 1. However, in all displays

the two Xs were on the same contour. Figure 5 illustrates the differ­
ent basic patterns of curves used throughout this study and the place­
ment of the Xs and the gaps in the present experiment. For each

basic pattern of curves, four distances between the two Xs were
used. Displays in which the curve between the two Xs did not con­

tain a gap were thus almost identical to the stimuli used in the

"same" trials of Experiment I (the only difference was the presence
of gaps along the noncentral curve; see Display A in Figure 5).

Displays with a gap between the two Xs were constructed as fol­

lows: For displays with distances of 2, 3, and 4 units between the

Xs, the location of gaps corresponded with the possible position

of the noncentral X between the two Xs (e.g., the location of the

dots on the curve passing through the central X in Figure 2). There­

fore, when there was a gap between the two Xs in displays with
curve distances of2, 3, or 4 units, the gap was at a constant physi­
cal distance to the central X, and all gaps were at the same distance
from the fovea. Thus, physical distance and retinal eccentricity of
gap locations could not influence the results. For displays with a
distance of 2 units between the two Xs, there was only one loca­

tion at which a gap could occur. An example display is shown in
Figure 5 (Display C). For displays with a distance of 3 units there
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Figure 5. Example stimuli in Experiment 2. Display A shows a no-gap trial with a dis­
tance of I unit between the Xs. B-H show gap trials. In Band C, the distance between the
Xs is I and 2 units, respectively. In D and E, the Xs are 3 units apart; the gap is at the
I-unit mark in D and at the 2-unit mark in E. F, G, and H show gap trials with 4 units
between the Xs; the gap is at the I-unit mark in F, at the 2-unit mark in G, and at the 3-unit
mark in H. This figure also shows the eight basic patterns of curves used in Experiments

I and 2.

were two possible locations (see Figure 5, Displays D and E), and

for displays with a distance of 4 units there were three possible lo­

cations (see Figure 5, Displays F, G, and H). For displays with
a curve distance of 1 unit between the Xs, the gap was located mid­

way along the curve joining the two Xs and was thus somewhat

closer to the fovea than were the other gaps (see Display B in

Figure 5).

For each curve distance between the Xs, there were 24 displays

in which there was a gap between the two Xs, with an equal num­

ber of displays using each possible gap location. Also, for each curve

distance between the Xs, there were 24 displays in which there was

no gap (three replications of each of the eight basic patterns of two

curves used in Experiment 1). In every display, between two and

four gaps were placed on the curve that did not intersect the Xs

(the number was determined at random for each display). These

gaps were located at the possible locations that were used for the

noncentral X in "different" trials of Experiment 1 (see Figure 2).

Thus, these gaps were at the same physical distance from the cen­
tral X and at the same distance from the fovea as "target" gaps
in gap trials. This procedure ensured that subjects could not respond
simply by detecting the presence of any gap-all displays contained
gaps, even displays in which the appropriate response was "no gap."

An additional set of displays was used in practice trials. These
displays had an equal number of gap and no-gap trials, with each

possible curve distance between the two Xs used once in a gap trial
and once in a no-gap trial.

Procedure. The task consisted of deciding whether or not there
was a gap in the curve joining the two Xs, and was to be accom­

plished as rapidly as possible while keeping errors to a minimum.

The stimuli were presented using the same equipment and trial struc­
ture used in the 2,500-msec condition of Experiment I. The sub­

jects were instructed to press the response key labeled "gap" if

the display contained a gap in the curve joining the two Xs, and
to press the key labeled "no gap" if there was no gap.

The session began with 16practice trials followed by a short ques­

tion and answer period to ensure that subjects understood the in­

structions. There were 192 experimental trials in all, with an equal

number of gap and no-gap trials. The gap and no-gap trials were

divided equally among the four possible curve distances separat­
ing the Xs. The gap was in the same location in gap trials with dis-

tances of I and 2 units (24 trials for each distance). In displays with
3 units separating the two Xs, each of the two possible gap loca­

tions was used in 12 trials. In displays with 4 units separating the
two Xs, each of the three possible gap locations was used in 8 trials.

The trials were divided into eight blocks of 24; each block con­

tained an equal number of gap and no-gap trials for each curve dis­

tance. For any given curve distance in the gap trials, an equal number

of trials using a particular gap location occurred in each block of

trials. Displays were assigned to each block at random within the

blocking constraints outlined above. The order of trials within a

block was random, with the constraint that no more than five con­

secutive trials require the same response. All subjects sawall 192

experimental trials, with a short rest period between the third and

fourth blocks and between the sixth and seventh blocks. The order

of blocks was counterbalanced between subjects, using a Latin
square design.

Results
Response times. The data from each subject and curve

distance was first corrected for obvious outliers by the

rule that any observation greater than the median plus two

times the interquartile range be replaced by the median

of the observations for that subject, response, and dis­

tance (see Tukey, 1977). This procedure resulted in the

replacement of 1.1 %of the observations. A preliminary

analysis revealed that practice (blocks) did not interact

with any other factor in the experiment, and this factor

was not considered further.

The mean response time for each curve distance be­

tween the Xs in no-gap trials and in gap trials is shown

in Figure 6. Consider first the results from no-gap trials.

These data were submitted to a repeated measures analy­

sis of variance with subjects and distance as factors. As

is evident in Figure 6, the mean decision time increased

monotonically with increasing distance between the two

Xs [F(3,45) = l8.5l,p < .OOOl, MSe = 3.995xlOJ
] .
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Figure 6. Mean response time for no-gap and gap trials at each

distance along the curve between the two Xs in Experiment 2. Each

unit distance along the curve corresponded to 2.2 0 of visual angle.
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in Table 2, however, this pattern of results was not ob­

served. Rather, it seems that subjects always traced along

the curve until they encountered the second X before mak­
ing a response. Figure 6 also displays the mean response

time for the gap trials averaged over all gap locations for

each curve distance between the Xs. The mean response

times for gap trials mirrored the times for no-gap trials. A

separate repeatedmeasures analysisof variance on datafrom

gap trials, in which we considered subjects and distance be­

tween Xs as factors, confirmed that response times in­

creased with curve distance between the Xs [F(3,45) =

45.15,p < .OOOI,MSe = 3.234xI03
] . The linear com­

ponent of the increase in mean response times was highly

significant [F(1,15) = 75.20, P < .0001, MSe =
5.489x lQ3]. The quadratic component was also signifi­

cant [F(1,15) = 13.80, p < .003, MSe = 1.825 x 103
] ,

reflecting the slight nonlinearity of the results evident in

Figure 6.

Finally, we also performed a repeated measures anal­

ysis of variance in which we combined the data from no­

gap and gap trials. In this analysis we considered sub­

jects, trial type (no-gap/gap), and distance as factors. This

analysis confirmed that no-gap trials resulted in shorter

response times than gap trials (no-gap, 1,000 msec;

1,067 msec) [F(1,15) = 12.61, P < .003, MSe =

1.151X104
] . As can be seen in Figure 6, the effect of dis­

tance was similar for gap and no-gap trials [F(3,45) =

2.61, p > .06, MSe = 2.918X 103
] .

Considering all the results displayed in Figure 6, the

average rate of curve tracing was 48 0 of visual angle per

second.
Errors. The percentages of trials on which errors oc­

curred across conditions are presented in Table 2. In the

no-gapcondition, the number of errors was highestfor trials
with l-unit distancebetween the Xs and was lower for other

distances, over which the error rate was relatively con­

stant. For gap trials, errors tended to increase with dis-

Table 2
Mean Response Time (RT, in msec) and Error Rate for

Gap and No-gap Trials for Each Curve Distance

Between the Xs in Experiment 2
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The monotonic increase in response times with distance

was reflected in the linear trend in response times over

distance [F(1, 15) = 38.86, p < .0001, MSe =
5.644 x 103

] . None of the other trends were significant

(F < 1 in all cases). These results provide good additional

evidence for the use of a curve-tracing visual routine.

Now consider the results from the gap trials. The mean

response time for each curve distance between the Xs and

for each gap location is given in Table 2. First, we ana­

lyzed the data from trials in which more than one gap lo­

cation was used, to determine whether the distance of the
gap from the central X had any effect on response times.

Consider the results from trials in which the two Xs were

separated by 4 units along the curve (see the rightmost

column in the top portion of Table 2). These data were

submitted to a separate repeated measures analysis of vari­

ance in which subjects and gap location were factors.

There were no significant differences between the mean

response times depending on gap location (F < 1).

Now consider the data from trials with a distance of

3 units between the Xs (see the second-to-last column in

the top portion of Table 2). In this case, the mean response

time for gaps 1 unit from the central X along the curve

was longer than that for gaps 2 units from the central X

along the curve [F(1,15) = 4.47, P < .052, MSe =
8.254x lQ3], although this difference was only marginally

significant.

Together, the results across gap locations for 3 and 4

units of distance between the Xs are inconsistent with the

notion that the subjects traced the curve from the central

X to the noncentral X and responded as soon as they de­

tected a gap along the curve. If the subjects had done this,

response times would have increased with an increase in

distance between the central X and the gap. As can be seen



tance overall. Thus, the results do not appear to be due

to speed-accuracy trade-offs. The error rate for each sub­

ject, trial type (gap/no-gap), and distance between the Xs

was submitted to a repeated measures analysis of vari­

ance with these three factors. There were no significant

effects (p > .17 in all cases).

Discussion
The main results are straightforward: Longer curve dis­

tances between the Xs in both no-gap and gap trials are

associated with longer response times. Thus, this experi­

ment provides additional evidence that subjects make use

of a curve-tracing routine to solve a problem involving

spatial relations.

Results from trials in which there was a gap between

the Xs suggest that subjects traced the entire curve join­

ing the two Xs. Perhaps one would have expected sub­

jects to respond as soon as a gap was encountered along

the curve, that is, to adopt a self-terminating mode of

processing. Whether exhaustive processing on gap trials

is a basic limitation or is due to some incidental aspect

of the task will need to be addressed in future research.

Given that self-termination appeared to take place in Ex­

periment 1 ("same" trials) and in Experiment 2 (gap and

no-gap trials) as a function of the location of the noncen­

tral X, however, we suspect that the exhaustive process­

ing on gap trials may have been the result of the specific

instructions in the experiment, rather than the result of

a fundamental property ofcurve tracing. The instructions

given to subjects asked them to respond with the "gap"

key when they saw a gap between the two Xs. It is possi­

ble that subjects interpreted our instructions literally and

checked to see than the gap they found along the curve

intersecting the central X was in fact between two Xs.

To do this would require tracing the entire length of the

curve between the Xs. This issue is left for future

research.

As is evident in Figure 6, gap trials were uniformly

responded to more slowly than no-gap trials (a difference

of67 msec). This difference is consistent with the notion

that subjects performed an additional check when they de­

tected the presence of a gap on the curve intersecting the

central X (e.g., ensuring that the gap was indeed between

two Xs). Alternatively, the additional time may simply

reflect a tendency to respond "no-gap" and to change

response selection when a gap is detected. Another pos­

sibility is that gap trials required rechecking more often

than no-gap trials. This possibility is related to Krueger's

(1978) noisy-operator theory for perceptual matching. In

our experiment, it is possible that internal noise in the

visual system was more likely to result in the presence

of a spurious gap in a continuous curve than in the

presence of a spurious continuous curve between two

points or a spurious filling in of an existing gap. If so,

the detection of a continuous curve between two points

would be unlikely to result from internal noise, and thus

would not require additional checking. In contrast, the

detection of a curve with a gap could have resulted from
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internal noise rather than from the presence of an actual

gap, and thus the perception of a gap may have required

additional processing (rechecking perhaps) to ensure that

the gap was not spurious.

Finally, the fact that the subjects were slower in gap

than in no-gap trials argues against a strategy in which

gaps are located first in the display, followed by tracing

of the curve to either side. In no-gap trials, all the dis­

tractor gaps would need to be processed before a "no

gap" response could be made, whereas in gap trials, only

half of the gaps in the display, on average (assuming ran­

dom selection), would need to be processed. Thus, if the

subjects first looked for gaps and then traced, no-gap trials

should have resulted in longer response times than gap

trials, which is the opposite of what was observed.

GENERAL DISCUSSION

Curve Tracing in the Experimental Task
and in Natural Viewing

In our introduction, we made two suggestions: that a

tracing operation may be used in integrating local infor­

mation along a curve, and that visual routines may play

a role in the perception of abstract shape properties and

spatial relations. The results reported in this paper sug­

gest that, in certain visual tasks, people use a rapid inter­

nal visual process to trace curves in a display. The time

needed to trace a curve is monotonically related to the

distance to be traced, with longer distances requiring more

time. In Experiment I, the tracing operation provided an

identity or "sameness" operator: It served to verify that

the two Xs were marked on one and the same curve, rather

than on two disconnected curves.

On a more general level, our results suggest that the

seemingly immediate and effortless perception of spatial

properties and relations may be misleading. It may con­

ceal, in fact, the application of elaborate and specialized

processes, processes we referred to in the introduction
as visual routines. These routines can be broken down

into more elementary constituents, one of which is the
internal curve-tracing operation suggested by this study.

It is also possible that the curve-tracing operation itself

is decomposable into more primitive operations; it may

itself bea visual routine, rather than a primitive operation.

In this study we employed schematic drawings, rather

than natural scenes, because such simplified stimuli al­

low more flexibility in adapting the stimuli to the opera­

tion under investigation. However, it seems reasonable

to expect that curve tracing is also employed in the per­

ception of natural scenes, for three reasons. First, the ex­

perimental displays provided a simplified version of a

problem that is in fact quite general: the integration of

relevant information from different locations. If an im­

age is first analyzed primarily by local operators, then

a subsequent stage is required for tying together the rele­

vant local information. A curve-tracing operation can play

a useful role in this integration stage. Second, both psy­
chological (e.g., Attneave, 1954)and physiological (e.g.,
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Hubel & Wiesel, 1968) evidence has suggested that con­

tours and boundaries playa fundamental role in natural

perception. A process that participates in the analysis of

contours, therefore, could play an important role in per­

ception in general. Third, insofar as we examine tasks

for which the visual system exhibits a high degree of profi­

ciency, we are likely to be exploring fundamental capac­

ities of the system. It seems reasonable to hypothesize that

a useful operation that is used spontaneously and profi­

ciently by the visual system in these tasks is also employed

in other tasks.

A number of differences between the simplified ex­

perimental conditions used in this study and more com­

plex natural scenes are noteworthy. First, the experiments

employed a simple type ofcurve composed of a dark con­

tour against a light background. Such contours are rare

in natural scenes. If a curve-tracing operation is indeed

employed by the visual system, as we have suggested, it

should be applicable to the types of contours and edges

found in natural scenes. A direct examination of this no­

tion would require additional studies. Second, under more

complex conditions, curve tracing is probably only one

of several operations available in the system. We do not

wish to imply that curve tracing by itself is sufficient to

establish shape properties of, and spatial relations among,

contours in a scene. Rather, we suggest that curve trac­

ing may be one of a set of operations out of which more

elaborate processes can be constructed.

Alternative Explanations
We have suggested that a plausible interpretation of our

experimental results is that sequential curve tracing was

employed in both experiments. There are, however, a

number of alternative interpretations worth considering

before we accept this conclusion. The first possibility is

that the pattern of results arises from complexity effects,

rather than from sequential tracing. In this view, com­

plex figures are more difficult to analyze visually than

simple ones, and the longer response times in our study

were associated with more complex figures. This hypothe­

sis is unlikely, however, because identical curves were

used in the different distance conditions (the only differ­

ence was in the location of the second X which resulted

in different distances between the Xs along the curve; see

Figure 3).

A second possibility is that the entire curve was pro­

cessed in parallel, as opposed to the proposed sequential

tracing. There are, in fact, known methods that operate

in parallel over the entire curve for solving problems simi­

lar to the ones in our experiments (i.e., for determining

whether two given points lie on the same connected com­

ponent) (Cook, 1983; Shiloach & Vishkin, 1982).

Although it is sometimes difficult to distinguish between

sequential and parallel implementations, given only in­
put and output relationships, it seems that parallel schemes

(at least of the types that have been found so far) for this

particular task are unlikely to be embodied in the visual

system, for two reasons. First, they require complicated

numerical calculations and assume total connectivity (i.e.,

each processor in the network communicates directly with

every other one). Second, the totally parallel schemes are

inherently insensitive to the size of the input (in our case,

curve length). Parallel schemes thus have the advantage

that long curves are processed almost as rapidly as shorter

ones, but this comes at the expense of complicated com­

putations and a very large number of connections.

Although it may be possible to degrade the performance

of the parallel schemes and make them somehow more

dependent on curve length, this would be rather ad hoc.

A more likely hypothesis is that the visual system has com­

promised on a solution that is more sequential in nature

and therefore depends more on curve length.

Finally, tracing could proceed along the curve not in

a continuous manner, or in very small steps from one point

to the next, but in larger "chunks." In this case, the dis­

tance effect could be explained in one of two ways:

(1) with increased distance along the curve the number

of chunks increases, or (2) the number of chunks remains

constant, and the size of the individual chunks is respon­

sible for the distance effect. The second alternative seems

unlikely, because it seems to entail knowledge of the

length of the curve separating the two Xs in a particular

trial in order to adjust the chunk size. It is not clear how

the visual system could estimate the length of the curve

separating the two Xs, given that this distance varied at

random from trial to trial and that no other aspects of the

displays were correlated with curve distance. The second

alternative also begs the question of why processing a

larger chunk should take longer than processing a smaller

chunk. The first alternative, on the other hand, appears

entirely plausible and worthy of future study.

Possible Relations to Mental Scanning
and Orienting Attention

The results obtained in this study bear some resem­

blance to the results of studies in the areas of mental scan­

ning and orienting of visual attention. Kosslyn and others

have used image scanning as a "tape measure" for men­

tal images, and have argued that mental images preserve

metric distance information (see Finke & Pinker, 1982,

1983; Jolicoeur & Kosslyn, 1985; Kosslyn, 1980; Koss­

lyn, Ball, & Reiser, 1978). In general, studies of mental

scanning have focused on the nature of mental images

rather than on the nature of the scanning mechanism. The

scanning process itself has been of only peripheral interest

in these studies, and little is known about the exact na­

ture of mental scanning other than that more time is re­

quired to scan longer distances (but see Reed, Hock, &
Lockhead, 1983).

Nonetheless, on the surface, results from mental scan­

ning experiments appear similar to ours. Experiments on
mental scanning have consistently shown a linear relation

between response time and distance scanned across on a

display or in an image. There are, however, a number

of important differences between our work and work on

mental scanning. In most mental scanning experiments,



subjects have been instructed to imagine a small black

speck moving as rapidly as possible within the image from

one point to another. This task requires that the subjects

actively imagine a speck moving within a mental image;

the process under study is a conscious one. In our

experiments, the subjects were not instructed to trace

curves, to perform mental scanning, or to imagine a speck

moving along the central curve. Rather, they were asked

to perform the task as rapidly as possible by any possible

means. Furthermore, they were not informed that curve

distance was varied systematically, and in postexperiment

conversations, they did not report consciously scanning

the curves in our displays. It is unlikely, therefore, that

our subjects were engaging in conscious mental scanning.

In Experiment I, displays were sometimes in view for

2,500 msec; thus, the task was performed while the dis­

play was continuously present perceptually. Therefore,

it is likely that the subjects made use of a perceptual

representation rather than an imagined one. Most image

scanning experiments require subjects to scan between two

locations in a straight line, and the locations are not usually

connected by a curve or boundary in the image, as they

were in our experiments. However, Reed et a1. (1983)

asked subjects to perform conscious mental scanning over

different types of contours (straight line, curved spiral,

square spiral). One finding of interest was that the type

of scan path affected the scanning rate: square-spiral paths

were scanned at the slowest rate, whereas straight-line

paths were scanned at the fastest rate. Of greater interest

here, however, is that even in the fastest condition the

scanning rate was about 6.7° /sec, which is much slower

than the average scanning rate of 40° /sec found in our

curve-tracing experiments. This difference in scanning

rate suggests that there may be important differences be­

tween conscious mental scanning and curve tracing. Our

experiments, therefore, belong more properly in the do­

main of perception than in the domain of mental scanning.

Although most image scanning experiments involve
mental images of patterns that are well learned, Finke and

Pinker (1982, 1983) asked subjects to decide whether an

arrow pointed to one of the dots in a previously displayed

pattern of dots. In those trials in which the arrow did point

to a dot, the distance between the arrow and the nearest

dot was varied systematically across trials. The mean time

to respond that the arrow did point to a dot (in those trials

in which it did) increased linearly as the distance between

the arrow and the dot was increased. Finke and Pinker's

results have been interpreted as evidence of spontaneous

image scanning as a means of establishing a particular spa­

tial relation between two elements in a visual display (the

relation points to). Finke and Pinker assumed that the

processes they studied in their paradigm were identical

to those used in other mental scanning paradigms. The

assumption is plausible, of course, because of the similar­

ity in the functional relationships observed between

response time and distance. However, more evidence is

required to establish that the same mechanisms are, in

fact, used in the various imagery paradigms or in curve

tracing.
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Studies on the orienting of attention have elegantly

demonstrated a dissociation between the locus of atten­

tion and retinal position (for relevant reviews, see Pos­

ner, 1978, 1980). That is, the visual system seems cap­

able of processing information from cued locations

preferentially compared with information from other lo­

cations. Furthermore, there is evidence that shifting at­

tention from one location to another takes time, and that

the locus of attention passes through intermediate loca­

tions (Shulman, Remington, & Mclean, 1979). One may

think, therefore, that the time needed to make an atten­

tional shift would depend on the distance to be shifted

over, and in fact there is some empirical support for this

view (Tsal, 1983). Based on the above information, one

could postulate that curve tracing and shifts of attention

share a common processing component. Recently,

however, Remington and Pierce (1984) argued that the

time needed to shift attention does not depend on the dis­

tance to be shifted across. The exact nature of attentional

shifts and the associated underlying mechanisms are still

in dispute. Perhaps the similarity between attentional shifts

and curve tracing is only apparent. There is no compel­

ling evidence at this time that the two experimental tasks

in fact require the use of common processing mechan­

isms. We do not wish to express strong skepticism regard­

ing possible relationships between curve tracing and at­

tention shifts; we simply raise the possibility that

deliberate attention shifts of the type studied in mental

scanning experiments or in orienting of attention experi­

ments and the rapid curve tracing suggested by our results

may not be one and the same process. 2

In any case, it seems likely that rapid internal tracing

of curves could provide the visual system with a valuable

means of integrating information from different spatial

locations. Furthermore, even if future research reveals

that the processes of curve tracing, attention shifting, and

image scanning share a common scanning operator, our

experiments suggest a new role for such a scanning oper­

ator: the integration of information along a contour.
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NOTES

I. The two conditions in Experiment I were conducted as separate

experiments. The 250-msec condition was carried out first. The two
experiments were identical in all respects except that 8 practice trials

were used in the 250-msec condition and 16 were used in the 2,500­

msec condition.
2. The onlystudywe knowof that investigated whetherattention shift­

ing, curve tracing, and mentalscanning sharea commonscanning com­
ponentdid not provide evidenceof such a sharedcomponent(Gordon,

1984). Each subject in that study participated in a battery of tasks that
included imagescanning, curvetracing,andattention shifting. Thestudy
employed an individual-differences approach and correlated scanning
rates from different subjects across the battery of tasks. None of the
correlationsacross the three categories of tasks (attentionshifts, curve
tracing, and mentalscanning) providedevidencefor a commonprocess­
ing component.
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