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CUSPIDAL LOCAL SYSTEMS

AND GRADED HECKE ALGEBRAS, I.

by GEORGE LUSZTIG (1)

Introduction

The Hecke algebra attached to a finite (resp. affine) Weyl group plays a very

important role in the representation theory of a reductive group over a finite (resp.

^-adic) field. It is also of considerable interest to consider Hecke algebras in which the

parameters attached to the simple reflections ^ are powers q^ of q (depending on .yj

where n^ are integers ^ 1 subject only to the condition that n^ == rij if^, Sj are conjugate.

These more general Hecke algebras arise typically as endomorphism algebras of repre-

sentations induced by cuspidal representations of parabolic (resp. parahoric) subgroups,

trivial on the (c unipotent radical ". (See [7, p. 34, 35].)

We would like to understand such Hecke algebras with unequal parameters from

a geometric (rather than arithmetic) point of view and to classify their simple modules

(in the affine case), extending the known results [5] for equal parameters. I believe that

the proper setting for these questions is in equivariant K-homology (as in [3], [5]),

mixed with the cuspidal local systems of [9]. This is made very plausible by the results

of this paper, in which we replace the affine Hecke algebra by a certain graded version.

The connection between an affine Hecke algebra and its graded version is ana-

logous to the connection between a reductive group and its Lie algebra or the connection

between K-theory and homology. (In fact this is more than an analogy.)

0.1. We shall now define this graded version H of an affine Hecke algebra.

Let t be a C-vector space of finite dimension and let R C t* be a root system, with

a set of simple roots II = { oci, ..., <x^ } and Weyl group W with corresponding simple

reflections { ^i, ..., s^ }. (Thus t* has a direct sum decomposition, one summand consis-

ting of the W-invariants, the other having II as basis.) Let S be the symmetric algebra

of f 0 C; we denote r = (0, 1) e t* ® C C S. Let c^, ..., c^ be integers ^ 2 such that

^ === Cj whenever s^ Sj are conjugate in W. Let ^ h> w^ be the natural action of W

on S and let e be the neutral element of W.

(1) Supported in part by the National Science Foundation.
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146 GEORGE LUSZTIG

By definition, H is the C-vector space S 0 C[W] with a structure of associative

C-algebra with unit 1 ® e, defined by the rules:

a) S -> H, ^ h> ^ ® ^, is an algebra homomorphism

b) C[W] -> H, w \-> 1 ® w, is an algebra homomorphism

<;; (^).(l®w) = = ^ ® w , ( ^ e S , w e W ) .

^ (10J,) (S®^) - (^®<Q (l®j,) ^r^——^®,, (SeS , !^ ̂  m).
^

The algebra H arises in nature as the graded algebra associated to a certain natural

filtration of an affine Hecke algebra (with unequal parameters); this can be used to show

that the multiplication given by a)-d) is well defined.

The variable r appearing in H should be thought of as related to q of the Hecke

algebra by q == ^2r. Thus, just as the Hecke algebra specializes for q -> 1 to the group

algebra of the affine Weyl group, the algebra H specializes for r -> 0 to the " semidirect

product" of S(t*) and C[W]. (This semidirect product has been considered in recent
work of Kostant and Kumar.)

0.2. The main observation of this paper is that H can be realized geometrically

for many choices of the ^ in terms of equivariant homology. (The experience of [5]

has shown that equivariant K-homology is much better behaved than equivariant

K-cohomology; for this reason we use equivariant homology instead of the more familiar

equivariant cohomology. See § 1 for the definitions.)

Let G be a reductive connected algebraic group over C, with Lie algebra g. We

fix a parabolic subgroup P with Levi subgroup L, and unipotent radical U; let p, I, n be

the Lie algebras ofP, L, U. We also fix a nilpotent L-orbit ^ in I carrying an irreducible

cuspidal L-equivariant local system oSf (in the sense of [9].)

Let t be the centre of I. Let R C t* be the set of non zero linear forms on t which

appear as eigenvalues in the ad-action oft on 9. Then R is a root system with a canonical
basis II and with Weyl group W = N(L)/L.

We consider the varieties

^ 9N={(^P)^9 xG/P |Ad(^-^e<S?+n}

b) SN == {(^ g^ g ' P) ^ 9 X G/P x G/P 1 (^, gf) e fc, {x, g ' P) e SN }•

We have a natural G X C*-action on Qy:

c ) {gi, X) : (x, gP) ̂  (X-2 Ad(^) x, g, gP)

and this induces a G X C*-action on Qy.

The local system oSf on ^ gives rise via the function pry(Ad(^~1) x) to a local

system ^ on C^- Let
 ^ be the pull back of ^ S ̂  under Qy <-> Qy x Qy. This is a

G X Cr-equivariant local system on Qy.



CUSPIDAL LOCAL SYSTEMS AND GRADED HECKE ALGEBRAS, I 147

We consider the vector space

d ) H0^^^)

(equivariant homology). Using the two projection g^ -> g^ and the cup-product one

can regard d) as a module over H^^SN) ^ S(t*®C) = S in two different ways.
We can also define on d ) a W X W-action using the method of [8], [9] of constructing

Springer representations in terms of intersection cohomology.

It turns out that these module structures allow us to regard d ) as the two sided

regular representation of an algebra H as above. This gives a topological realization of

the algebra H on the vector space d)\ the constants ^ (1 ^ z < m) can be determined

explicitly.

0.3. The case with equal parameters ^ == 2 is obtained by taking in the previous

setting P to be a Borel subgroup, ^ == 0, -Sf == C.

This is the case studied in [5] in K-theoretic terms; even in this special case, the

present construction of the W-action is quite different from that of [5] where no

intersection cohomology was used. It is likely that in general case, one can realize

the affine Hecke algebra (with unequal parameters) as an equivariant K-homology

K^ON )̂.

0.4. Our method leads also to a parametrization of all simple H-modules on

which r acts as TQ e C*, in terms of parameters {x, a, p) (up to G-conjugacy) where x

is a nilpotent element of 3, o- is a semisimple element of g such that [a, x] = 2ro x and
p is an irreducible representation of a certain finite group. (The equation [<r, x] === 2ro x

is the Lie algebra analogue of the equation Ad(^) x == q^ x appearing in the parame-

trization of [5].) The parametrization of simple H-modules will be established in a

sequel to this paper.

0.5. Notation. — All algebraic varieties are assumed to be over C and all alge-

braic groups are assumed to be affine. The stalks o§?̂  of a constructible sheaf oS^ (in

particular a local system) are assumed to be finite dimensional C-vector spaces. If X is

an algebraic variety, we denote by ^X or ^(X) the bounded derived category of com-

plexes K of C-sheaves on X whose cohomology sheaves ̂  K are constructible. If

/: X' -> X is a morphism, then /,: ̂ X' -> ^X, /, : ̂ X' -^ ^X, /*: QX -> QX' are

the usual functors. I fKe ̂ X, we denote by H'(X, K), H^(X, K) the hypercohomology

(resp. hypercohomology with compact support) ofX with coefficients in K. IfoSfisa local

system on X, we identify oSf with the complex K e QX such that e^° K = L, J^1 K = 0

for i + 0. In particular, H-(X, ,Sf)=(& H^X, ,Sf) and H;(X, c^) == © H^(X, ̂ ) are

well defined.

We shall often denote the inverse image f* oS^of-27 under a morphism f: X' -> X

again by oS?.
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We have induced homomorphisms:

/': HP'(X, S") -> H^X', oSf) (inverse image)

/': H;(X, o§f) -> H;(X', ̂ ) (inverse image, if/ is proper)

f^ : H;(X', J§f) -> H^-^X, ^f) (integration along fibres, if/is a locally trivial fibration

with all fibres of pure dimension 8)

/ : H^(X', »S?) -> H^(X, ,Sf) (extension by zero on X — X', if/is an open embedding).

When ^ = C, we write IP'(X), H;(X) instead of!P'(X, C), H;(X, C).

We shall denote by an upper-script* the dual of a vector space or of a local system.

If G is a group acting on a vector space V, we denote the space of G-invariant vectors

by V0

We shall denote S(V) = © S^V) the symmetric algebra of V; in particular

§ i V = = = V ; we regard S(V) as a graded algebra: we assign degree 2j to the elements

of S3 V.
If G is an algebraic group, we denote by G° its identity component. If H is a sub-

group of G we denote by ^*H or ^Q H the normalizer of H in G.
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1. Equivariant homology

1.1. Let G be an algebraic group and let X be a G-variety, that is an algebraic

variety with an algebraic action. Let S be a G-equivariant local system (or G-local

system, for short) on X.
We want to define for an integer j, the equivariant cohomology H^(X, JS?7) and the

equivariant homology H?(X, o§^).

When G == { e }, then

H^(X, JSf) = IP'(X, JSf) and H^(X, ̂ ) = H^-^X, JSfy.

In the general case, we follow Borel's procedure [2] to define H^( ). For this we

choose an integer w^ 1 such that m^j and

a) a smooth irreducible free G-variety F such that H^F) = 0 for i == 1, ..., m. (" Free "

means that there exists a locally trivial principal G-fibration F -> G\F.)
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In BoreRs definition ofH^( ), F is not required to be smooth; but the smoothness

is important for our definition of H°( ); it implies that H^1"11'"^?) = 0 for i == 1, .. ., m.

(In any case, a F as in a) exists, as it is well known: embed G as a closed subgroup

of GL,(C), then GCGL,(C) x{e}CGL,{C) x GL^(C) C GL^^(C) hence G acts

freely by left translation on F =={e} x GL,,(C!)\GL,^(C)$ this F has the required

properties as soon as 2r' ^ m + 2.)

If G acts freely on a variety Y and € is a G-local system on Y, then S gives rise

to a local system S on Y == G\Y$ the stalk 6\ at J e Y is the space of G-invariant vectors

in II _ €y (where TT : Y -> Y is the canonical map); G acts naturally on this direct
ye-nT^y)

product by the G-equivariance of <?.

Applying this to Y == F x X with the diagonal free action of G and to <?, the

inverse image of S under pr^ : F X X -> X, we find a local system € = pjSf on

rX ̂  G\(F x X).

By definition,

H^(X, J?) = H^rX, r^), H^(X, ^) == H^-(rX, ̂ y

where d == dim(pX). (When X is empty, d is not defined and we set H^(X, oSf) = 0.)

Hence H^( ), H^( ) are zero for j< 0. We shall write H^(X), H?(X), instead of

H^(X,C), H°(X,C).

One has to verify independence of the choice of m, F. Let (w', r") be another

choice for {m, F); then (w -{- m\Y X r") is also such a choice.

We have diagrams

IP-(rX, r^) ̂  H^(r , p,X, r x r'^) ̂  H^X, p,^)

H^-^pX, p^) ̂  H^-(p,p,X, p,p^) ̂  Hr-^r'X, p,^)

where d ' = dim?. X, D == dim? x r' X and /: r x r^ "̂  r^? //: r x r'^ -> r'^- are Ac
canonical fibrations with fibres isomorphic to F', F respectively.

The maps/*, /' *, f^, f^ are isomorphisms; f o r / * , / ' * this is well known and forj^, f^

it follows from the lemma below.

Then ( f ' * ) ~
1
 of* and the transpose of f^ o {fh)~

1 establish the independence of

the definitions of the choices made.

Lemma 1.2. — Let f: X' -^ X" be a locally trivial jibration such that all fibres f"
1
^'}

are irreducible of dimension 8' and satisfy 'H.y~
l
(f~

l
{x

ff
), C) = 0 for i = 1, . . ., m'. Let S

be a local system on X'. Let a' == dim X', a" == dim X". Then

r . l-j2o'—i/y r* jp\ _. T-r2a" —i^Y" .̂ ^
Jfc) • -"c (.A U 6 ) ~^ ^c ^ ? 6 1

is an isomorphism for 0 < i ̂  m'.

Proof. — We have a canonical spectral sequence

E^ == H^X",^//* ^) => H^^X",^/- ^) = H^^XV* ^).



150 GEORGE LUSZTIG

We have

H;(X',/* §} ̂  E^-2^28' C ... C Er28'*2^ C Er28''28'

=== H^-^X", €}.

The composition of these maps is by definition /^. It remains to show that in our

case, we have

a) E^0"-1'28' == E^'-1'28' = ... = E2^-1'28' = H^^X',/* ^) for 0^ i^ m\

We have E^'28'-4 == 0 if 1 ̂  t ^ w' and E ^ = = 0 i f ^ > 2fl". From this a) follows.

1.3. Consider the product

a) H^(X) ® H^(X, JS?) -> H^ ̂ (X, ^f)

defined by the cup-product

H^(rX) ^H^rX, r^) -^H^(rX, r^).

where r is as in 1.1 a) with large m.

Similarly, the cup-product

IP-(rX) ® H2/-0'4- ̂ (rX, ̂ ) -> H2^31^ r^)

gives rise to a pairing

IP'(rX) ©H^-^pX, r^)* -> H2/-0'-^^^, r^)*

hence to a product

^ H^(X) ^H^X, S9
) ->H^,,(X, J§f).

One verifies that a), b) are independent of (w, F).

This makes HQ(X) === ® H^(X) into a graded C-algebra (commutative in the

graded sense) with 1 and

H^(X, J?) = © H^(X, JSf), H°(X, ̂ ) = © H^(X, JSf)

into graded HQ(X)-modules.

1.4. We discuss the functorial properties of HQ( ), H?( ). Let /: X' -> X be a

G-equivariant morphism between two G-varieties X, X', let oSf be a G-local system

on X' and let oS?' = = / " £ ' . We have natural homomorphisms:

aj /- : H^(X, J^) -> H^X', ̂ /) (in general)

^ y; : H^^^_^^(X', ̂ /) -> H^X, ^?) (if/ is proper)

c ) r : H^X, JSf) -^ H^X', JS?7) (if/is a locally trivial fibration with irreducible fibres

of fixed dimension)

d) F : H°(X, ̂ ) -> H^^^_^^(X', ̂ /) (if/ is an open embedding).
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In terms of a F as in 1.1 a) with m large these maps are defined respectively by

(or by transposes of):

a') (p/r : H^(pX, pJS?) -^ H^pX', pJS?')

^ (r/r : H^-(pX, pjn -> H2/-^', p^-)

^ (p/)^: H^-^pX', pJSn -> H2/-^, p^)

^ (r/). : H2/-^, pJSn -H^pX.pjr)

(see 0.5) where p/: pX -> pX' is the map induced by Id X/: F x X -> F x X,

rf == dim pX, d ' = dim pX'.

e ) If^is a G-equivariant vector bundle with fibres of fixed dimension then /* in a)

and c ) are isomorphisms.

This follows from the definitions.

Now let G' <-> G be a closed subgroup of G. If X, ,Sf are as in 1.1, then X is also

a G'-variety and we have a natural homomorphism

f ) H?(X,JSf) ^H°'(X,^).

It is defined as follows. Let F be as in 1.1 a) with m large. Then F is also a free

G'-variety. Then {f) is the transpose of

<pt,: H^(G'\(r x x),<p*(rjr)) ^H^(G\(r x x),r.n

defined as integration along the fibres (« G/G') of the canonical fibration

9:G'\(r x x) -^G\(F x x).

(rf = dim(G\(F x X)), d ' == dim(G'\(r x X))).

Similarly, we have a natural homomorphism

g ) H^(X,JS?) ^H^(X,JS?)

defined as

<p*: H^G\(r x X), pJSf-) -^ H^G'\(r x X), 9'(r^)).

From the definition off) and ̂  we see that:

h) If G/G' is isomorphic as a variety to an affine space (for example, if G' is a maximal

reductive subgroup ofG) then the maps f), g ) are isomorphisms.

1.5. Now let F be a closed G-stable subvariety of X$ let Q = X — F and let

i: F <^ X, z ' : 0 <-)• X be the inclusions. We then have a natural long exact sequence

a) ... -> H?.̂ ,.̂ (F, JSf) \ H°(X, JS?) -^ H9_^^,(^ jSf)

> -"•j+l^dimX^^dimF^? ~) > • • •
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Indeed, let F be as in 1.1 a) with m large. The partition pX = pF u p6> with pF closed,
gives rise to a long exact sequence

... ̂  H^-^F, r^*) -^ H2/-^, p^) -> H^-^pX, p.2")

->H^(pF,p^*)^...

(where a=dimpX). Taking duals we find a portion of the exact sequence a);

increasing m, we find a larger and larger portion of a); for m -> oo we find a;.

If, for example, we have dim F < dim X, then from a) we get an isomorphism

b) H^(X, ̂ ) -^ H^f), j?)

since H°(F, £') = 0 for j< 0.

1.6. Let G' be a closed subgroup ofG and let X' be a closed G'-stable subvariety

ofX such that the map G'\(G X X') -. X, (g, x ' ) ̂  g x ' , is an isomorphism ofG-varieties.

(G' acts on G x X' by g ' : (g, x ' ) t-> (gg'-\ g ' x ' ) and G acts on G'\(G X X') by
gl'-{g,X')h>(g^g,X')).

We have natural isomorphisms

a) H^(X, £') s H^,(X', J?), H?(X, J?) ^ H?(X', ̂ ).

Indeed, choose F as in 1.1 a) with m large. Then the isomorphisms in a) are induced

by the natural isomorphism G'\(F x X') ̂  G\(F x X).

1.7. We write H^, H° instead of Hg (point), H° (point) where the point is regarded

as a G-variety in the obvious way. The map X -> point defines by 1.4 a; a C-algebra

homomorphism s : H^ -> H^X) preserving the grading. Since Hg(X, ^?), H°(X, S")

are HQ(X)-modules (1.3) they can be also regarded as Hg-modules, via e.

1.8. Assume now that X has pure dimension. We have a natural homomorphism

a) H^(X,^) -^H^X,^).

It is defined as follows. Choose F as in 1 . 1 a) with m large. We consider the composition

IP-(rX. r^) ® H^-^X, ̂ *) CT!pwducl H^rX) ^X C

where TC : pX ^ point, and </ = dim pX.

This defines H'(pX, p-S?) -^ H^-^pX, p.S?*)*, hence a).

b) If X is smooth of pure dimension, then a) is an isomorphism.

This follows from Poincare duality for the smooth variety pX. In particular, we have

c
) ^0'^'^° (isomorphism of H^-modules).

1.9. Let G' be a closed normal subgroup of G containing G°.

a) The finite group G/G' acts naturally on H?'(X, S ' ) and H^,(X, .S?) and we

have H°(X, ̂ ) ̂  H^X, ̂ ', H^(X, ̂ ) ̂  H^(X, ^)G/< (The maps are given
by 1.6 a;.)
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Indeed choose F as in 1.1 a) with m large. Then F is also a free G'-variety. Let

p : G'\(F x X) -> G\(F x X) be the natural map, a finite principal covering with

group G'\G. Then p\^} is a G'\G-local system hence G'\G acts naturally on

H^G'VF x X),^(rJ?)) and H^-^G'VF X X), p\^}} (rf '= dim G'\(r x X)),
and

^ : IP'(G\(r x X), r^) ̂  IP'(G'\(r x X),^?^))^

^: n^-^G'vr x x),^(pjsf*)) ^H^-^Gyr x x),^(pj^)).
Thus, we have a).

1.10. Let T be a torus with Lie algebra t and let X(T) be its character group.

For ^ e X(T) let C^ be C with the T-action defined by (t, z) -> ̂ ) z. Let i: { 0 }<-^ C
and n : C -> { 0 } be the obvious map. The composition

H^O^^H^^H^O})

is H^-linear and of degree 2, hence it must be given by multiplication by an element

^(x) € H^- (see 1-8 ^-) Then c : X(T) -> H^(^ -><:(%)) is a group homomorphism.
There is a unique isomorphism

a) Y: f^Hj ,

such that the diagram

X(T)

-/ v
f——^H?

is commutative, where d-^: t -> C is the differential of ^ : T -> G* at the identity.

More generally, let E be a finite dimensional C-vector space with a given linear

representation of T. Then E ^ C ^ e . . . C C ^ as a T-module. Let ? : { 0 } < - > E ,

TT : E ->{ 0} be the obvious maps. Then

b) the composition H^ 0 } -^> H^E) (^ H^ 0 } is the multiplication by

y^Cl) .Y(^) . . . Y(^n) = ̂ (Xl) . . . ^(Xn).

1.11. Let R^G be the unipotent radical of G and G, = G/R^G.

Let gy be the Lie algebra ofGy. Then G acts naturally on gy via the adjoint action.
Hence it acts on S^g^).

It is well known that we have natural isomorphisms

a) SW^H^-

b) H^+
1 == 0.

The map a) is characterized by properties c ) , d ) , e) below.

20



154 GEORGE LUSZTIG

c ) If T is a maximal torus of G, with Lie algebra t <-^ 9, then the diagram

SW w ^ H^

1.4^)

S^(f) ——(a-^ H^

is commutative. (The left vertical map is induced by the natural map t ̂  9.)

d) If G == T and j = 1 then the map a) coincides with Y in 1.10 a).

e) The product 1.3 a) in H^ corresponds under a) to the natural algebra structure

of 8(9:)°

1.12. Assume that G° is a central torus in G and that E is an irreducible algebraic

representation of G (over C), trivial on G°. Let 9 be the Lie algebra of G. We have
natural isomorphisms

a) ̂  nb ̂
b) H^point.E^E^H?0.

This is shown as follows. By our assumption, the adjoint action of G on 9 is trivial.

By 1.11 a), we have

H^ S(9T = S(9') ^ H^o

hence a). By a), we have dim HQ == dim H^o for allj. Using 1.8^ for G and G°, we

deduce that dim H^ = dim Hf for all j\ Hence from the isomorphism H^ ̂  (H^0)0700

we can conclude that G/G° acts trivially on H^°. Using 1.9 a) we have

H^point, E ® E') ^ (H^point, E ® E*))0

^ (H^OE^E*)0 (since G° acts trivally on E®E')
^ H00 ® (E ® E*)° (since G acts trivially on H00)

^ H00 (since (E ® E')G = C)

hence b).

1.13. Let X, JS^ be as in 1.1.

a) If H;(X, JS?) == 0 then H?(X, JSf) = 0.

Indeed let F be as in 1.1 a) with w large. We consider the natural map

/: G\(F x X) -»G\r with fibres X. Our hypothesis implies that ^ f^^) == ° for

all i. Hence/i(roS^) = 0, so that H;(pX, p-S?) == 0, and a) follows.
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2. Cuspidal local systems

2.1. In the remainder of this paper, G denotes a connected reductive algebraic

group with Lie algebra g. Then G acts on g by the adjoint action and G x C* acts on g

^ C?n ^) ̂  -^ ^~2 Ad(^i) x. If x e 9, we denote by Z^x) the stabilizer of A: in G and
by M^x) the stabilizer of A: in G X C*. Thus

a) M^x) == {(^, X) e G x C | Ad(^) x == ̂ x}.

Assume now that x is nilpotent.

b) ByJacobson-Morozov we can find a homomorphism of algebraic groups 9 : SL^C) -> L

such that rfcp = A:. We set

Zo(<p) = { ̂  e G | ̂  <p(A) ̂ -1 = <p(A), V A e SL^C)}

M^^j^^^eGxei^^^^-^^d^ ?-i]A[^1 ^]),VAeSL,(C)(.

d ) It is known that Z^q?) (resp. M^q))) is a maximal reductive subgroup of Z^x)

(resp. M^M).

It is clear that

^ (5i^)^tei? [x .-d^)
LU A J

defines an isomorphism of algebraic groups Z^q?) x C* -^ M^q)).

From d) and ^ it follows that

/; the embedding Z^x) ̂  M^x), ̂  h> (^, 1) induces Z^M/Z^(^) ̂  MQ^)/M^^).

From the existence of 9 it follows that the G-orbit of x is also a G X C*-orbit;
from f) we see that a G-local system on a nilpotent G-orbit in g is automatically
G X C*-equivariant.

2.2. Let S be an irreducible G-local system on a nilpotent G-orbit (9 in g. We
say that € is cuspidal if it satisfies the condition a) below.

a) For any proper parabolic subalgebra pi of g with nil-radical Hi and anyj^ e pi
we have

H^^ + Hi) n 6?, ^) = 0 for all z.

This implies that:

b) Ifj : Q <->- (Pis the inclusion of(P in its closure thenj, § =j\ S e Q(0).

The closely related concept of cuspidal local system on a unipotent class of G is

defined and studied in [9], [10]. The two concepts are related to each other by the expo-
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nential map; thus the results of loc. cif. can be transferred to Lie algebras. (See [11].)

We shall use freely those results (in particular, the classification) in the case of Lie algebras.

The implication a) => b ) follows from [10].

2.3. We now fix a proper parabolic subgroup P of G with a Levi subgroup L and

unipotent radical U. Let p, I, n be the Lie algebras of P, L, U so that p == I ® n. The

concepts in 2.1, 2.2 can be applied to L instead of G.

We fix a nilpotent L-orbit V in I and an irreducible L-equivariant (hence L X C*-

equivariant) cuspidal local system S on ^?. We fix an element XQ e V and a homomor-

phism of algebraic groups <po : SL^C) -> L such that rfcpo ^ n = ^°* ^et ^ ^e t^le

identity component of the centre of L and let t be the Lie algebra of T.

Let W == N^(T)/L. This is a finite group. For w e W, w will always denote a repre-

sentative of w in N(L); it acts by conjugation on L, T, hence on t.

From [9, 9.2 b)] we have, for all w e W,

a) w : L -> L leaves ̂  stable and the inverse image of oS^ under w : ̂  -> ̂  is isomorphic

to S.

From [9, 2.8] and 2.1 d) we have

b) Z£(<po) == T.

Using 2.1 e ) , we see that there is an isomorphism

.; T X C -> M^(9o), (T, X) ̂  (r<po [^ ^-i], x).

Using ^ and the definition of M^(9o) we see that

d ) M^((po) is contained in the centre of M^(9o).

2.4. For any linear form a : t -> C we set g^ = { x e Q \ [j/, x\ == a(j/) ^, ̂ y e i }.

Then g == © g^ since T is a torus. Let R = { a e t* | a =(= 0, ga =(= 0 }. It is easy to see
agt*

that n is a sum of g^s (a e R). We define R4' = = { a e R | g o ( C n } .

Let Pi, Pg, . .., P^ be the parabolic subgroups of G which contain strictly P and

are minimal with this property. Let L^ be the Levi subgroup of P^ which contains L$

let p,, I, be the Lie algebras of P,, L,. Let R,4' = { a e R4' | a | centre (I,) == 0 }; then

I.nn=^9a.

Proposition 2.5. — R is a (not necessarily reduced) root system in t*; it spans the space of

linear forms on t which are zero on the centre of Q. Moreover, W acts faithfully on t, t* {trivially

on the centre ofo) as the Weyl group of R. The set R^ contains a unique element a^ such that aj2 ^ R

(1 ^ i < m). The set II = { a^, ag, ..., a^ } z^ a J^ of simple roots for R. The group W ^

fl Coxeter group on generators s-^y s^y .. .3 s^ where s^ is the unique non-trivial element q/'N^.(T)/L.

This is easily checked, case by case, using the known classification of cuspidal
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local systems: this forces p to be a very special parabolic subalgebra ofg. A slightly weaker

statement, namely that the set of indivisible elements of R is a (reduced) root system

with Weyl group W is proved in [6, 5.9] and [9, 9.2]. Note that in the generality

of [6, 5.9], R is not necessarily a root system.

Proposition 2.6. — a) T is a maximal torus of Z == Z^(<po).

b) The natural map Nz(T)/T -^NQ(T)/L == W is an isomorphism. {Thus, W can be

interpreted as the Weyl group of Z.)

Proof. — a) Let S be a torus in Z containing T. Then S is in the centralizer of T,

hence S C L. Thus S C Z^(<po). But the last group is T by 2.3 b). Hence S = T.

b) To prove injectivity, it is enough to show that Z n L C T . I f ^ e Z n L then g

commutes with all elements of T (since it is in L). But the centralizer of T in Z is T,

by a). Hence g e T. To prove surjectivity, it is enough to show that the generators si

are in the image of our map. This follows from the analogous statement in which G is

replaced by L^. So we assume that P is a maximal parabolic subgroup of G. We can

also assume that G is simply connected and even almost simple. In that case, W is of

order 2 and by a case by case check (using classification of cuspidal local systems) we

see that Z is not a torus so N^(T)/T has also order 2. Hence our map, being injective,

is automatically surjective.

2.7. For any a e R, g^ is L-stable for the adjoint action ofL on g, since T is central

in L. In particular, g^ can be regarded as an SL^C) -module via 90 : SL^C) -> Li-
Let M^ denote a simple SL^C) -module of dimension d.

Proposition 2.8. — Let a e R. Then the Sii^(C)-module g^ is isomorphic to:

Mi © M:3 ® ... ® M^+i, for some p, if 2a ^ R,

Mi z/a/2 e R,

M:2 0 M:4 ® . . . C M^, for some p, if 2a e R.

Proof. — W permutes R; moreover if w e N(L) represents w, then Ad(A) : g^ \-> g^a*

We can assume that w e Z^(<po) (see 2.6 b}) so that Ad(w) commutes with the SL^C)-

action on g. Hence the SL2(C)-modules g^, g^ are isomorphic. Since the W-orbits

of R,1" (1 ^ z < m) cover R, we see that we can assume a e R^". We can then replace G

by L, and assume that P is a maximal parabolic subgroup. We may also assume that G

is simply connected and even almost simple. In that case we use the classification of cus-

pidal local systems. We are in one of the four cases below. (In the following discussion

(as well as in 2.10, 2.13) we shall describe nilpotent elements of classical Lie algebras

by specifying the sizes of their Jordan blocks; this will be always taken with respect to

the standard representation of that Lie algebra: of dimension 2n for Span 3 of dimension n

for 50^.)
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Case 1. — 9 = sl^, I == sI^CsI^® C 9 (^, x ^ , 0) = ̂  where x^ XQ are regular

nilpotent in sl^, (% ̂  1). In this case, R4' == { a } and 9^ ̂  M^@M^@ . .. ®M^_i

as an 81.2(0)-module.

GZJ^ 2. — Q = span+2 5 I = ̂ n ® ̂  9 (^o? ^) == ^03 wllere XQ is a nilpotent element
in sp^n with Jordan blocks of sizes 2, 4, 6, . . . , 2p so that 2n = 2 + 4 + 6 + ... + 2p,

(n ̂  1). In this case, R4' == { a, 2a } and 9^ ̂  M^, 9^ Mg ® M^ ® . .. ® M^ as an

SL^C^-module.

Case 3. — Q == 50^ 4.2, I = 50,»® C 9 (^, 0) == ^ where x'o is a nilpotent element

in 50^ with Jordan blocks of sizes 1, 3, 5, . . . , 2p + 1 so that n == 1 + 3 + . .. + (2p + 1)

(^4).

In this case, R4' = { a } and 9^ M^ ® IVL, ® . . . ® M^+i as an SL^C)-module.

Case 4. — 9==$o^^ I = so^®^^® C 9 (^, ̂ ', 0), where XQ is a nilpotent

element in 50^ with Jordan blocks of sizes 1, 5, 9, . . ., 4p + 1 or 3, 7, 11, .. ., 4p 4- 3

(so that n == 1 + 5 + 9 + . . . + (4j& + 1) or n == 3 + 7 + 11 + .. . + (4^ + 3))

and XQ is a regular nilpotent element in sl^ (7Z ^ 3).

In this case, R4' == { a, 2a } and 9^ ^ M^, ^ == Mg ® M^ ® . . . ® M^, as an

4p + 2, if n = 1 + 5 + 9 + .. . + (4j& + 1)

4p + 4, if n == 3 + 7 + 11 + ... + (4^ + 3)'
SL2(C)-module, where 2k

2.9. Let R^Cf be the set of roots of the reductive Lie algebra 3 == 9SL2(C)

of Z^(<po) with respect to its Cartan subalgebra t. From 2.8, we see that, for a e R,

,. / , 1 1 i f 2 a ^ R ,
dim(9., 0 3 ) = =

V9a 0/ ( 0 if 2a e R.

a) It follows that R" is precisely the set of non-multipliable roots of R.

We define

^ ) ^RN = unique nilpotent G-orbit in 9 such that l^y^ n (^o + n) ls open dense
in XQ + n.

Proposition 2.10. — Assume that P is a maximal parabolic subgroup of G and let a be

the unique simple root of R. Let a: T -> G* be the character by which T acts on 9^ by the adjoint

action, so that a == da. Let c be the integer ^ 2 defined by the conditions

a d{xoY~2: n -> n is =t= 0, a d^o)0-1: n -> n is 0.

Then

a) Ker(a af^o)0"2: n -> n) is a hyperplane ^ in n.

b) jf and n are stable under the action of M^(<po) (restriction of the G x Ct-action 2 .1 <w 9)

<W /A^ induced action of M^(cpo) OTZ n/e^ ^ yz'fl ̂  character

^ \) .-> ̂ ) ^-c, (^, \) e T x C* ̂  M£(9j.

c) ^EN n (^o + n) = ^o + (n ~ ̂ f).
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Proof. — a) follows from ^ == (^9o) [° l
] and the fact the SL^-module

multiplicity free (cf. 2.8). L J
H IS

b) Follows from 2.8 and the following property of the irreducible representation
p: SL^C) -> Aut(M^) of dimension d: the largest non-vanishing power of

W[S ;]:M,-.M,

is the (rf~ l)-th power, and p [x ° 1 acts on M,/ker((rfp) [° l
]}

d
~~

l as multipli-
cation by X-"4-1. Lu A J V LO OJ; ^

To prove c ) we again assume that G is simply connected, almost simple, so that

we are in one of the cases 1-4 in the proof of 2.8. The following results can be verified
in each of those cases by simple computations.

Case 1. — If x €=XQ + (n —^), then x esl^ is a regular nilpotent element; if
x e XQ + ̂  then x is a non-regular nilpotent element.

Case 2. — If x e XQ + (n - JT), then x esp^g has Jordan blocks of sizes

2, 4, 6, ..., 2p — 2, 2p + 2; if x e XQ + ̂ f, then A: has Jordan blocks of sizes ^ 2p + 1.

C^ 3. — If .v e^o + (n —^f), then ^ eso^+g has Jordan blocks of sizes

1, 3, 5, ..., 2p — 1, 2p + 3; if x e A:o + ̂  then A: has Jordan blocks of sizes < 2p + 2.

Qz^ 4. — If A? e XQ + (n — ̂ ) then A: e so „+4 has Jordan blocks of sizes 1, 5, 9, ....

4p - 3, 4j& + 5 (resp. 3, 7, 11, ..., 4p - 1, 4p + 7) if^ = 1 + 5 + 9 + ... + {4p + 1)

(resp. n == 3 + 7 + 11 + ... + {4p + 3)); if x e^ +^, then ^ has Jordan blocks
of sizes ^ 4p + 4 (resp. ^ 4 ^ + 6 ) .

These results imply c ) immediately.

2.11. The proof of 2.8 shows that the integer c in 2.10 is given explicitly in the
cases 1-4 of 2.8 as follows.

Case 1. — c == 2n.

Case 2. — c = 2p + 1.

Case 3. — c == 2p + 2.

Case 4 - c = 4^ + 3- if ^ = 1 + 5 + ... + (4^ + 1).
4^ + 5, if n = 3 + 7 + ... + (4^ + 3).

We now drop the hypothesis in 2.10 that P is maximal.

Proposition 2.12. — Define integers c^ 2 (1 ^ i^ m) by the requirement

ad{xo)^-
2
:1, n n -> I, n n is + 0, ad[x^'

1:1, n n -> I, n n is 0.

Then ^ = Cj whenever s^ Sj are conjugate in W, (1 ^ i,j ^ m).
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Proof. — If ws, w~
1
 = s, then w(a,) = a,. We have I, n n = 9a, ® 82^?

I, n n == 9a-® 820 3Ln(
^ if we choose the representative w for w in Z^(<po) (see 2.6 ^))

then Ad{w) : I, n n ->\y n n is an isomorphism of SL^C)-modules. Since c^ c, are

determined by the SL^C) -module structures, they must coincide.

2.13. In this section we assume that G is almost simple, simply connected. We

shall indicate in every case that can arise the type of 9,1, XQ, the type ofR, and the values

of ^ (1 ^ i ̂  m) corresponding to the various simple roots ofR. We also indicate the type
of a nilpotent element x^ e i^y^.

a) g-simple, I-Cartan subalgebra, XQ = 0, R-usual root system, c, = 2, for all i.

b) Q == sl^, I = s^Cs^® ... ©c^eC^-1
 (k ̂  2, n ̂  2), XQ is regular nilpotent in I,

k copies
x^s is regular nilpotent in 3, R of type A^_^, c, = 2k for all i.

C ) 9==SP2n+2^ I == SPan @ cfc (^ 1,7^ 1),

x
o = (^o? 0) e I where XQ is a nilpotent element in sp^ with Jordan blocks of sizes 2, 4,

6, ..., 2p (so that 2yz == 2 + 4 + 6 + ... +2^),

A:̂  is nilpotent in span 4.2*; with Jordan blocks of sizes 2, 4, 6, ..., 2p — 2, 2p + 2k,

2 2 2 2 2 2J&+1
R of type BGfc, ^: 0—0—0-••0—011:0

^ 9 ==so^+2jfc , i ̂ so^ec?^ 1,72^ 4),
XQ

 == (^o? 0) e I where x'o is a nilpotent element in 50^ with Jordan blocks of sizes 1, 3, 5, ...,
2p + 1 (so that n == 1 +^3 + .. . + {2p + 1)),

x^y is nilpotent in SO^+gjk wlt^ Jordan blocks of sizes 1, 3, 5, .. ., 2p — 1, 2p + 2A + I?

2 2 2 2 2 2^+2
R of type B^: 0—0—0-••0—0:1:0

e ) g = so^+4^ I == so^ ® sl2 © . . . ® sl2 © C ,̂
^ copies

^o = (^09 ̂ ^ -^E)2^ • • • 5 ̂ ^ 0) e I where ^t) are regular nilpotent in sig, A:o is a nilpotent
element in so^ with Jordan blocks of sizes 1, 5, 9, . . . , 4p + 1 (resp. 3, 7, 11, . . . , 4p + 3),

x-^y is nilpotent in QOn+^k
 wlthL Jordan blocks of sizes 1, 5, 9, . . ., 4p — 3, 4p + 4k + 1

(resp. 3, 7, 11, ..., 4p - 1, 4^ + 4k + 3),
R of type BC^,

4 4 4 4 4 4 j & + 3 4 4 4 4 4 4^+5

^ ^ 0—0—0---0—0=:0 (resp. <:, : 0—0—0---0—0=:0 )

f) g of type E,, l=^@^@C2,

XQ is regular nilpotent in I, x^y is regular nilpotent in g,

2 6
R of type Gg, ^ : 0=0
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g ) 9 of type Ey, I == sIg^sIgOsIg® C4 corresponds to the subgraph

161

0-0—0— -̂ <)—•

marked with black nodes of the Goxeter graph of g, XQ is regular nilpotent in I, x^y is

regular nilpotent in g,

2 2 4 4
R of type F^, c, : 0—OZLO—O

We now return to the general case.

Proposition 2.14. — Let x e ̂ ^ n (XQ + n) and g e G be such that Ad(^) x e ̂  + rr

Then g e P.

Proo/'. — We can assume that G is simply connected, almost simple so that we are

in one of the cases in 2.13. From 2.13 we see that

a) Z^/Z^) s Z^)/Z ,̂)

where G is the adjoint group of G and L is the image of L in G. Let P be the image

of P in G. From [12] we have natural homomorphisms

z^o)/z°^o) ̂  ZpW/4W - WIW

the first of which is surjective and the second injective; from a) it then follows that both

are isomorphisms. In particular, Z^(^) C P.Z|(^). By [12] we have Z|(A;) C P so that

Z^{x) C P hence Z^x) C P. Now let g e G be such that Ad(^) x e %7 + n. Then

Ad(^) x e Y^ n (V + n). But P acts transitively on Y^ n (^ + n) (E^]) so,
replacing g by pg {p e P) if necessary, we can assume that Ad(^) x = x^ i.e. g e Z^).

Hence g e P, as required.

3. The W X W-action

3.1. We shall need the following G X C*-stable subvarieties of g:

V = U Ad(^) (^ + t + n), where ^ is the closure of ,̂
o€Q

^ = U Ad(g) (^ + ̂  + n), where ̂  =={x et \ Z^x) = L},
aeo

^ == U AdQ?) (^ + n),
oeo

y^ (see 2.9^»),

g^ = { x e g [ x nilpotent}.

If X is a closed subset of p, stable under the adjoint action of P, then U Ad(^) X

is a closed subset of g (since G/P is complete).

21
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Hence

a) ^, ̂  — ^KS» ^N^N — ^KN? QN are closed subsets of 9.

b) y^a is open dense in Y^, ̂ .̂ is open dense in "Ty.

Clearly, ̂  = g^ n -T.

We define

^ 9={(^P) eg X G/PIAd^-^e^+t+n} .

Note that G x C!" acts on 9 as in 0.2 c ) .

For any G X C*-stable subvariety V of g we define

d) V=={ (^P)e9 |^eV} .

In particular, Y^, ̂ 9, ̂ , Y^, g^ are well defined G x C*-stable subvarieties

of 9. We have

e) 9 = ̂  ON == ^N-

Proposition 3.2. — a) The map {{x, gL) e T^ x G/L | Ad{g-1) x e V +t^} 4. ̂ g,

(A:, ̂ L) i-̂  {x, g1?), is an isomorphism. Hence w: {x, gL) h> {x, gw~1 L) defines via ̂  an action of W

on y\a. This makes pr^: Y^g -> ̂ ^g z'w^ a finite principal W-covering.

Both ^Rg, ̂ a ar^ smooth, irreducible of dimension

8 = dim(g/I) + dim(<Sf + t).

b) y\^ ^ oj&^n rf̂ ^^ in ̂ . jBo^A ^RN? ^BN are smooth, irreducible of dimension

S' = dim(g/I) + dim(^).

c) i^ is smooth and is open dense in

-T =={(^P) e 9 x G/P | AdQT1) x e ̂  + t + n};

y", ̂  and i^ are irreducible of dimension 8.

d) pr^: ^R^ -> ̂ KN ^ a^ isomorphism.

Proof. — a) is a Lie algebra analogue of [9, 4.3 c}] and is proved in the same

way. b) is obvious except for the formula for dim i^-ss. But it follows from [9] that

P1'!: ^EN ~^ ^EN ls a fi11!̂  covering, hence dim ^^^ = dim ̂ ^^. c ) is obvious.
By 2.14, the fibre of pri: ̂ ^ -^ -/"^ at A; e ̂ ^ n (^ + n) is (^ P). Since G acts

transitively on ^R^, ^ follows.

3.3. We now define

a) 9 ={(^P,^P) eg x G/P x G/P | (^P) eg, (^^P) eg}.

Then g is a closed subvariety of g X g, via (A:,^P,^'P) ->{{x,gP), (^,^'P)),

hence it inherits a G X C*-action (from the diagonal G X C* action on g X g) and two

projections pr^, pr^ : g -> g.
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If V is any G X C*-stable subvariety of g, we define

b) V={(^P ,^P)e9 |^6V} .

This is a G X C*-stable subvariety ofg and it has two projections pr^, pr^ : V -> V.

c ) Let Q be a locally closed subvariety of G which is a union of P —- P double

cosets.

We define

d) V^={^g^gfP)eV\g-lgfe£l}.

This is a G X C*-stable subvariety of V.

A P — P double coset in G is said to be good if it is of the form Q.(w) = Pzi/P for

some w e W. We have Q.{w) 4= 0,(w') for w =t= w\ All other P — P double cosets are said

to be bad.

We have a finite partition

e) V==UV°
Q

into locally coset subsets (0. runs over the P — P double cosets in G).

From 3.1 e ) it follows that

f) 9=^ 9N=^N-

g ) I f w e W , then Q^ = ^o(w) is smooth, irreducible of dimension 8 (see 3.2 a)),

and Q^ = ^o(w) is smooth, irreducible of dimension 8' (see 3.2 b)).

Indeed, we have a fibration Q^ -> G/P n M;PW-\ {x, gP, g ' P) h> g(V n z^Pw-1),

with fibres

^ (^ + t + n) n (Ad(w) ^ + t + Ad(w) n)
== (^ + t + n) n (^ + t + Ad(w) n) (see 2 .3 a))

= ^ + 1 + ^ 0 Ad(w) n).

(The same argument applies to g^^.)

h) If i2 is a bad P — P double coset, then

dim 9° == dim -T" < 8 and dim gg = dim ̂  ̂  8\

(This can be deduced from [9, 1.2].)

i) If Q is a bad P ~ P double coset, then ^gg =0. If w e W, then ^g^ is a smooth

irreducible variety of dimension 8 and ^\g = U ̂ Sŝ  ls t^e decomposition
w

of ^BS mto connected components. Also, ^S^ is open dense in ^Q(w).

(This follows from 3.2 a) and ^.)

j ) If a is a P — P double coset other than P then ^^ = 0- Thus. ^BN = ^N-

This is open dense in ^^.

(This follows from 3.2 d ) , b).)
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From the results above, we deduce:

k) dim 9 = dim T = dim ̂ s = 8, dim 9s = dim ̂  = dim ̂ N = 8',

1) dimOT - y^) < s, dim(̂  - ̂ ) < &'.

3.4. We define a local system ^ on 9 by the requirement/;^ =/•.2? in the
diagram

^{M eg x G\Ad(g-l)xeV+t+n}^Q

where /̂ , ̂  = piy(Ad^-1) ^), /,(;,, ̂  = (̂  ̂ P).

Note that ̂  is well defined since £' is L-equivariant. Moreover, S is G X C*-

equivariant since J? is L X C-.equivariant and/^,/, are G X C'-equivariant for the

action of G x C* on <g given by (̂ , X) : x ̂  X-2 x and the action

tei, ̂ ) : ( ,̂,?) ̂  (X-2 Ad(^) ,̂ ̂  ̂ ).

Similarly, replacing ^ by ^* in the definition of^, we get a local system (.?•)•;
it is the same as the dual S* of ^.

Let K = (pr^), J?* e ̂ 9, (pri .•9^9),

=i,(K,) (i-.^^Q)

where K^ = (pr,), ̂  e ST, {pr,: ̂  = Q ̂  T). We have the following result.

a) K[8] is a perverse sheaf on Q. More precisely, K.i is the intersection cohomologv complex

on V defined by the local system (pr^), ̂  on V^g, (pri: T^ -> -T^, ̂ 3.2 a)).

To prove this, we need the following concept. A morphism/; Y -^Y' is said to
be small if Y, Y' are irreducible varieties of the same dimension d, dim(Y X y Y) = d

and any irreducible component of dimension d of Y Xy Y is mapped by fonto a dense
subset of Y'.

This concept is inspired by (and is more general than) the concept of smaUness

of Goresky-MacPherson [4]: they require in addition that Y is smooth and/is proper
and generically 1 — 1 .

In the case where P == B and ££' = C, the proof of a) is based on the observation
of [8] that pri: V -> "T is small and proper. (In that case, -T = 9.) In the general
case, pri: T -> ̂  is still small (by 3.2 c), 3.3 g ) , 3.3 h), 3.3 i)) but is not necessarily

proper; this defect will be compensated by the cuspidality of S'. From 2.2 b) we have
J
"

2
'.

==J
^'

2
'.

€Q
^

 where
 r-^'->^ is the inclusion. It follows immediately that

J s "sp ==J* -SF? e 31
"^ where J: V <-> ̂  is the inclusion (see 3.2 c}). Let

K' = (pr^), S e ̂ (9), (pr^ : 9 -^ 9) i.e. K' == (, K,,

where K; = (pri), ^ e ̂ -T, (pri: 'r -> -T).

We shall denote the first projection ̂  ̂  V by pi-i; it is a r̂o r̂ map, hence

(P1"!). = (pi"i)!. We have pri = pi-i oj: i^ -^ -r hence

KI = (pri), ̂  = (pr,), (J, ̂ ) = (pr,). (;, ̂ )

= (Pi-i). (J. ̂ ) = (pri). .Sf5.
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We denote by D the Verdier duality. We have DK^ == D((pri). ̂ ) = (pr^), (D^).

Here ^ is a local system on the smooth irreducible variety ^ of dimension 8
(3.2 c)) hence DJ25 == ^[2 S]. Thus

DKi == (pri), ̂ [2 8] = K;[2 8].

By the definition of an intersection cohomology complex, to verify a) it is enough to
verify that

dim supp ̂  KI < 8 — i for all i > 0,

and dim supp Jf K[ < 8 — i for all i > 0.

But these inequalities follow immediately from the fact that pr^ : ̂  -> ̂  is small.
Thus, a^ is proved.

Our present objective is to define an action of W on K.

The definition of such an action was given in [8] in the case where P = B, and
m [9] m general; in these references instead of complexes on g, we considered complexes
on G. The case of 9 is entirely similar, but for the sake of completeness we shall explain
it here.

Let w e W. The local system ̂  on ^s is irreducible (since ^ is irreducible

on ^) and is isomorphic to its inverse image uf{^) under w : ̂ s -^ ̂ ss in 3.2 ̂
(due to 2.3 a)). Choose an isomorphism <p^ : ̂  ̂  uf ̂  (of local systems on ^g).

This gives isomorphisms on stalks y°<,,e:^^^e for all ee^g. It is clear that
for w, w' e W we have

P^w'e ° 9^.e == ^w.w' 9^w',«

where c^^ e C* is independent of s. Taking direct sum over all v eW, we obtain
isomorphisms

© ̂ ;̂  © ^== © ̂
»ew ' »6W wv v'ew v e

or, equivalently,

((Pri). ̂ \ ̂  ((pr^), ̂ ),, (pr, : ̂  -> ̂ ,,j. e ̂ ).

(See 3.2 fl;).

This is induced on stalks by an isomorphism (pr^ ̂  -^ (pr^), JS^* of local systems
on Y^.

Using ^, this extends uniquely to an isomorphism ̂  ; K -S- K in QQ. We have

^w'^w'
 =c

w,w'^
o
ww'

9 To normalize <p°p and ^, we shall use the following result:

b) <^° K | y^^ is a non-zero, irreducible local system.

Now ̂  induces an automorphism of the local system c^f0 K | Y^ which by b)

must be the multiplication by a scalar (A^ e C*.

Replacing 9°^,^ by P.,;1 9°w = ?w> ^w1 ̂  = ^» we can assume ^==1.
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Thus there is a unique normalization 9^,, ̂  (denoted 9^,, ^w) which induces the identity

map on «^° K | ^KN« ̂ e Aen have ̂  ̂  = ̂ ^, so that w h-> ̂  is a homomorphism

c) W ^ Aut^g K.

This is the W-action on K we wanted to construct.

3.5. We fix an integer m ̂  1 and a smooth irreducible variety F with a given

free G x Cr-action such that

H^F) = 0 for all i e [1, m].

As in 1.1 (with G x C* instead ofG) for any G X C*-variety Y we shall write pY instead

of (G x C*)\(r x Y)$ if S is a G X C'-equivariant local system on Y, we write y§

for the corresponding local system on pY; i fy :Y~>Y' is a G X C*-equivariant mor-

phism between G X C^-varieties we shall write yf : pY -> r^' ^or ̂ e morphism induced
by Id x/:r x Y ^ r x Y'.

In particular, pg, r9? r(fl X 9)? r(9 X 9)? r^? r^ are we^ defined. (G X C* acts
on 9 x 9 , 9 X 9 diagonally.)

Consider the commutative diagram

^ 9 — — — — — ^ X 9 - P ^ 6

a) T^\ id x n\ 7,

t . t f
^ _ Pl-2

r9 ^——— F x 9 ————»- 9

where (JL, ^ are the canonical maps (principal G X CT-bundles) and n == prr Let

rK=(rTc),(rJr)e^(r9)

K=(IdX7r) ,pr^)e^( r X 9).

It is clear that

^(rK) = K == pr^(K).

Now (A' and prg : F X 9 —>" 9 are smooth morphisms with connected fibres. Using

[1, 4.2.5] and the fact that K[8] is perverse we deduce that

b) 1C = pr^(K), suitably shifted, is perverse and pr^ defines

End^(K) ̂  End^r x8)(P^ K) == E^^r xg)^) ^

^ pK, suitably shifted, is perverse and \ L * defines

End^(rK) ̂  End^rxQ)(^' rK) == End^rx9)(K).

Combining &^ and c ) we find a canonical isomorphism

End^g(K) -^ End^^Q/r^-
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Composing this with 3.4 c ) we obtain a homomorphism

d) W-^Aut^(rK).

We can perform the same construction, replacing ,Sf by -S^*; then pK is replaced

by pK' = (r^i (r-^) ^d ^) becomes

.; W-^Aut^rK').

Let w, w
1
 e W. We denote by w^: pK -> pK the automorphism of pK corres-

ponding to w under d ) and by o/^ : pK' -> pK/ the automorphism ofpK/ corresponding

to w
9 under e ) . Then ^(1), ^/(2) define w^ S w^ e Aut^g ^ ̂ (pK B pK').

It is clear that (w, w') l-> ̂ ^ ̂  w'(2) is a homomorphism

./) W x W -^Aut^,^(pK ̂  pK').

We have an embedding

i'- r(9 X 9) "-> r9 X r9

induced by (y, x, x ' ) ̂  ((y, A;), (y, A?')), Y e F, x e 9, A:' e g'.

Let pK Kl pK' == z*(pK 13 pK') e^(p(g X g)); i* induces a homomorphism

End^^, ^ ̂ (pK ̂  pK') ^ End^, ̂  9»(pK § pK').

Composing this with f) we obtain a homomorphism

^ W x W ->Aut^^(pK § pK/).

Let

A; J9 == ^ S ĵ , ^* = ,S^ El J .̂

These are G X C*-equivariant local system on Q X 9 hence they give rise to local

systems pJ^, po^* on p (9 X 9).
From the definitions, it follows easily that

pK 1 pK' = p(7T X 7T), (p^)

so that g ) can be regarded as a homomorphism

^ W X W -^Aut^^(p(7T X 7T), (p^)).

3.6. We shall denote the restrictions ofoE?, S
1
* (see 3.5 h}) to g, or more generally,

to V (for V a G X CT-stable subvariety of g) again by -27, £P*.

The diagonal inclusion h: V <-^ g X g induces pA : pV <-> p(g X g) and (pA)*

defines a homomorphism

End^^(p(7t X 7r),p^) -^End^^(pA)* (p(^ X Tr),?^)

=End^^((rpri),r^)
where pri: V -> V is the first projection.

Composing with 3.5 g ) we find a homomorphism

a) W X W ->Aut^((rpri), (p^)).
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3.7. We want to give an alternative definition for the restrictions of the homo-

morphism 3.6 a; to W x { e } and { e } x W. We have a cartesian diagram

-V——^-^

Pu p^

v————v

where p^, p^, p^ are the obvious projections. This induces a cartesian diagram

p^~^-^

PA.J jrA

r^—————pV

Let h' be the composition pV ̂  pV ̂  r9. Then A'*(rK) = (p^), (^(r^*))
and A'* defines a homomorphism

^ End ,̂(rK) -^ End^,(A'*(rK)) = End^ ,̂((rA»), (r^(r^))).

Tensor product with the local system ̂  is a functor ^(pV) -^ ̂ (pV) so it
defines

b) End^v,((r/>J, (^(r-^*))) ̂  End^^^((rAs), (^(r^*)) ® r^)

= End^,((rA3), (^(r^*) ®rA*3(p^)))

=End^^)((rA8),(r^)).

Composing a), b) and 3.5 ^, we find a homomorphism

^ W^Aut^,((rA3),(r.n).

Now the functor (r/»i)i defines a homomorphism

^ End^^y,((rA3), (^-)) -^ End^^y/^), (r^,), (^*)) = End^^,((rpri), (r^*)).

(We have rPi ° r/'i3 = rpri: pV ̂  pV-)

Composing <^ and ̂  we find a homomorphism

e) W^Aut^)((rpri),(r^*)).

A routine verification shows that e) coincides with the restriction of 3 6 a) to
W X {e}. ' '

We have the following variants a') — e') of a) — e).

We have A'*(rK') == (rprj, (rpr^r^)) and A" defines a homomorphism

a'; End ,̂(rK') -. End /̂̂ rK')) = End ,̂((rA.), (rA*,(r^))).
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Tensor product with pjy* is a functor ^(pV) -> ̂ (pV) so it defines

V) End (̂(p )̂, (r^s(r^))) -> End (̂pJ^ ® (^12)1 1^3(1^)))

== End^v)((rA2)i (rA^r^) ® 1^3(1^)))

=End^^((rA2)i(r^)).
Composing <z^, A'^l and 3.5 e ) we find a homomorphism

c 1 ) W-^Aut^^((rA2)i(r^)).

The functor (rA)i defines a homomorphism

rf'; End^)((rA2). (r^')) -> End^((p^ (1^12), (r^)) = End^((ppr,), (pj^)).

Composing c ' ) and rf^ we find a homomorphism

^ W^Aut^^((rpri),(p^)).

Again, a routine verification shows that e
1
) coincides with the restriction of 3.6 a)

to { e} X W.

3.8. Our next objective is to define a homomorphism W X W -> Aut H^ x ^(V, o^),
for an integer j^ 0.

We choose F and m as in 3.5 with m ̂  j and apply the functor

a) H^-^rV, ) :^(rV) -> C-vector spaces

to 3.6 a^ (rf=dimpV). We obtain a homomorphism

W x W ^AutH^^pV, (ppr^ (pj^)) == AutH^-^pV, p^-).

Taking duals we obtain a homomorphism

W x W -^AutH^-^pV, ̂ y

or, equivalently, a homomorphism

b) W X W -^ Aut H^ ̂ (V, J^)

as desired.

This homomorphism is actually independent of the choice of F; the verification
is routine and will be omitted.

Similarly applying the functor a) to 3.7 e ) and 3.7 e ' ) and then taking duals we
find two homomorphisms

c ) W =t Aut H2/- ̂ (pV, J^)* = Aut H^ x ̂ (V, J^)

which coincide with the restriction of b) to W x { e }, { e} x W respectively.

3.9. Let i e [1, m], P,, L^ p,, 1̂  be as in 2.4, let ^ be as in 2.5 and let

^ = { ̂ i} ̂  W. Let P = L, n P, n = I, n n. Let Q be a locally closed subset of G
which is a union of P^ — P double cosets. Our objective is to define a natural homo-
morphism

a) W^AutH0^0,^)

which, in the case where Q == G, should coincide with the restriction of 3.8 b) (for
V = 9) to the subgroup W< x {<?}ofW x W.

22
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We introduce some notation. Let A = {{x, gP^) e 9 x G/P, | Ad(^-1) x e p,},

9i = {(j, AP) e p. x P,/P | Ad(A-l)J e <S + t + n }

82 = {(J, AP) e I, x L,/P | Ad^-^J e ̂  + t + n}.

Consider the commutative diagram

9 «——— 9i X G ———»- ^ —————^ g^

"0 It,

A p. x G P.

in which all maps are obvious except for g^ x G -> g which is (j, AP, y) -^ (Ad (y)^, yAP)
and p, x G ->A which is (jy, y) -. (Ad(Y)j», YP().

Now 82 -> I, is exactly like g -^ g when (G, P, L, <<?) is replaced by (L,, P, L, ^).

In particular, g^ carries a local system ̂  analogous to the local system ^* on g. More-
over the analogue of 3.4 c ) (for L, instead of G) gives a homomorphism

b) W.-^Aut^i,,((^),^)

and the analogue of 3.4 a) shows that
c
) (^2)1 (-S^)) suitably shifted, is a perverse sheaf.

The inverse image of ̂  under the composition Qi X G->Q^ ^Q^ is the same
as the inverse image of .2" under Q^xG^Q. Since our diagram has cartesian squares

and the horizontal arrows are smooth, we see as in 3.5 (using [1, 4.2.5] and c})
that

d) End^.,((TC2)i .S )̂ = End^)((7r(,), ^*), canonicaUy.

c; End^A>((TCo), ^?*) ^End^^M, r-^*), canonicaUy
(for fixed P as in 3.5 with m large).

We now consider the cartesian diagram

9°
A»

"o

S"
Pu

A

where |S" = {{x, g^, g ' P) | AdQr1) x e p,, Ad(^'-1) x e %' + t + n, g-
1

 g ' e Q},

1̂2 are the obvious projections and (T is the obvious map. We have natural G x C*
actions on the varieties in this diagram, so we can form the cartesian diagram:
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^n rPi2
r9 —————^r9

r0 pTTo

pS0———-—^pAr rPi2 1

We denote the inverse image of poS^" under p^ : 9° —> ?g again by p-y. From the

last cartesian diagram we obtain a homomorphism

/; End^((p7To), (pJS^)) ^End^0)(r<^(r^)).

Consider 1̂3 : 2° --> 9- We denote the inverse image of p^ under (p^ig)* again

by pjy, and its inverse image under 0.̂ 13 again by p-S^. Tensor product by peS^ is a

functor ^(pS°) ->^(rS°) hence it defines a homomorphism

^ End^0)(r^(r^)) -> End^^Q)(r^(r^) ® r^)) = End^s0)(r^i(r^® r^))

= End^s") (1^1(1^*) )•

Composing 6^, rf^, e
) ) f ) ^ g ) ^^ ^d a homomorphism

h) W,^Aut^s")(r^(r^)).

Applying the functor H^'^pS", ) (rf = dimpg0), j^ m, and taking duals we

find a homomorphism

W, -^ Aut H2/- ̂ pg", p^)' = Aut H° x ̂ (9°, ̂ )

which is the desired homomorphism a) $ it is independent of the choice of F.
The following property follows easily from the definitions.

Let 0' be a closed subset of Q which is a union of P^ — P double cosets. The natural

map H^^g0',^) -.H^0'^0, ̂ ) induced by the closed embedding 9°'^90 is

compatible with the W^ actions a).

In particular, taking £2' == P,, t2 = G we see that

i) The natural map H^0^, J") -^H^^g, J^) induced by the closed embedding
o^i c-> g is compatible with the W^ actions a^.

Assume now that Q == G$ in this case we write S instead of S°. We want to prove
that in this case the action a) is the restriction to W^ X { e} of the action 3.8 b) (for

V==g).
The key point to be verified is the following:

Consider the commutative diagram

9

^Q/ \^ with p(.v, gP,) = x;

P
A———-—•- 8
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then the action of s, on (71:0). ̂  (composition of b), d)) is mapped under

P! ^ End^A((^o). ̂ ) ->End^ (p^ ̂ ) == End^, ̂ )

to the action of s, on TT, JS^ given by 3.4 ^.

The verification of this fact is routine and is omitted.

Next, assume that Q = P,. We introduce the following notation

A=={(^P,^'P) egl^ep^eP^ePJ,

A={(^P,rP) el, x LJP x LJPjAd^-^e^+t+n,

Ad^'-^e^+t+n}.

Note that A is exactly like 9, when (G, P, L, V) is replaced by (L,, P, L, ^); in particular

it is L, X CT-equmiriant and carries an L, X CT equivariant local system S analogous

to S on a. Now A is a P, x CT-stable closed subvariety ofg^ and the action of G x C*

on 9 defines an isomorphism ((G x C*) x S)/P. x C'<t-^gpt.
Using 1.6 a), 1.4 h), it follows that

H^^ifs ̂ ) ^ H^-^^A, J^) ^ ^^'(A, ̂ ).

On the other hand we have an obvious L, X CT-equivariant map S -> A which is a
vector bundle with fibres « p,/^, hence, by 1.4 e ) we have

HL/xc^^^^^^A,^).

Combining this with the previous isomorphisms we obtain

j ) H^^A, J?) ^ H0^^^-, ̂ ).

It is easy to see that the actions of s, on these two vector spaces, one defined by a)

for L, (or equivalently, by the s, x 1 action in 3.8 b) for G = L,, V = 9), the other
defined by a) with QL == P^, correspond under j).

Combining i) and j ) , we obtain a map

k ) H^^^A.^-^H0^^,^)

which is compatible with the actions o f ^ x l i n 3 . 8 A ^ for L, and for G.

3.10. Assume that we are given two locally closed G X C*-stable subvarieties V, V^

of a such that Vi is closed in V. Let Vg = V - Vi. Then V\ (resp. Vg) is a closed

(resp. open) subvariety ofV and the inclusions t\ : V\ <-> V, ^ : Vg <-» V induce

a) H^^Vi, ̂ ) -^ H^^^V, ̂ ) -^ H0^*^, ̂ ).

The two maps in a) are compatible with the W X W-actions in 3.8 b). The verification
is routine and will be omitted.

4. S-module structures

4.1. Let m be the Lie algebra of M^(yo) (see 2.1, 2.3). The differential of the

isomorphism T X C* -^ M^(<po) (see 2.3 c)) is an isomorphism t€ C -^ m. We denote
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by r the linear form on m corresponding to pr^ : t @ C ->- C under that isomorphism.

Equivalently, r is the differential of the restriction of prg : G X C* -> C* to M^(<po) -^ C*.
We define

S = S(m*).

From the decomposition m* = V ® C, we can write

S=S(f)®C[r].

The natural action of W on t and f extends to an action of W on S by C[r]-algebra

automorphisms; we denote it by w: S l-> w^. In particular, "V = r for all w.

Proposition 4.2. — TA^ ^ a natural isomorphism of graded algebras HQ^^Q) ̂  S.

In particular, H^c*(9) == 0/or orfrfj.

Proof. — We have an isomorphism

(P x CT)\((G x CT) x (^ + t + n)) ̂  -T === 9

defined by (C?i,X),A:) -> (X-^d^i) x, g^ P) hence, by 1.6 a), we have

Ho^(9)^Hp,c^+t+n).

(P X C* acts on V + t + n as restriction of the G X CT-action on 3. Since

pr i^+t+n-^is a P x CT-equivariant vector bundle, we have (1.4 e))

Hp,c^+t+n)^Hp,c^).

Here P X C* acts on V via its quotient L X C*. Using 1.4^) we have

Hp.c-W^H^,^).

Now L X C* acts transitively on V and the stabilizer of XQ is M^o). Using 1.6 a) we
have

H^WSH^,
Using 2.1 d) and 1.4 A^, we have

T-f ^ TJf

-"Mi/ao) = -"M^yo) •

Using 2.3 rfj, 1.12 ^ and 1.11 fl;

(̂(po) ̂  (̂(po)̂  KT x C* = s

and the proposition follows.

4.3. Lety:X ->Y be a G x C*-equivariant morphism between two G X C*-

varieties and let -S?i be a G x C*-local system on X. Then H° x °*(X, JS?i) can be regarded

as a left H^c'-OO -module via its H^c^ )̂-1110^11^ structure (1.3 b)) and the algebra
homomorphism/': H^c,(Y) -^H^(X).
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In particular, for any locally closed subvariety Q of G which is a union of P — P
double cosets, and V as in 3.3, we consider

X==V° (see 3.3 b)), ^ = jy, Y = 9,

/: X -> Y the map 7^ : (x, gf, g ' P) (-> (x, gP) or 7^3 : (x, gP, g ' P) ̂  (x, g ' P), and we

get two S (= H^c.(9))-module structures on H
QXCt

(V
a
, £'). The two module struc-

tures are denoted as follows:

a) ^ 6 S, h e H° x "-(V", J?) => j ̂ ) ̂  in H° x »*(V", ̂ );

by definition A(S) A = 7t^($) .h, A'(S) A = ^,(^) .h, where ^ is identified with an element

ofHg^(a) by 4.2, so that TC^), ̂ (^ eH^c.(V°), and then the products are
taken as in 1.3 b).

It is easy to see that

b) A(^) A'(^) A = A'(^') A($) A (S,S'eS).

NowH^^V",^) is an Hg^p-module in a natural way (1.7) and it is clear that
this is the restriction of either of the two S-module structures above to H^(,. via the

natural algebra homomorphism Hg ̂ . -> H^ c.(a) = S induced by the map^g -> point,
or equivalently by the map

c
) ^G x C* ~^ HM&IPO) = ^

induced (1 Af)) by the inclusion M^{<py) <->. G X C\

The homomorphism c) has as image the algebra Sw of W-invariants on S. [An

equivalent statement is the following. Let 6 be a Gartan subalgebra of 9 containing t.

Then any W-invariant polynomial t -> C is the restriction of a polynomial b -> C
invariant under the full Weyl group W of h; or, equivalently: the natural map t/W ->• &/W
is a (closed) embedding. The verification of this statement is omitted.]

It follows that

d) A(^) = A'(S) for all ^ e Sw

as operators on H^^V", j^).

We shall write r instead of A(r) = A'(r).

e) A(^) =A'(^) on H"x °*(V", .25) for all ^eS^

Indeed, the two projections V1' -»• g coincide.

We denote the operators denned in 3.8 b) by (w, e), (e, w) on 'H
QXCt

(V,^]

by A(a>), A'(w) respectively (w eW).

Proposition 4.4. — £<^ w, w' e W, S e S, A 6 H^^V, ̂ ). rA^n

^ A(a») A'(^) h = A'(^) A(w) A,

b} A'(w) A(^) A = A(^) A'(w) A,

<;; A(w) A'(w') A = A'(w') A(w) A.
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Proof. — We use the following fact. If X is a variety and K e S>X, then we have
the usual product

(A : IP'(X) 0 H^(X, K) -^ H^X, K)

with the following property: if T e End^x K., then T induces T'" : H*.(X, K) *> for all i and

d) T^+o'^AtSB)) = y.{A®^B)

for A e H^X), B e H^(X, K).

We apply this in the following situation. We can assume that ^, h are homogeneous

of degrees t\, t'a with t'i + h ==j. Let F be as in 3.5 with m large. We take: X = pV,
K == (rA3)i r-^*> J = w eAut(K) (see 3.7 cj), ^ = t'l, q=2d-j, d = dim(rV).
We have H;(rV, K) = H;(rV, ̂ *), so that (A becomes

H^V) ® H^-^rV, r^) ^ H^-^V, r^*)

or, taking duals,

H^rV) ® H^-^rV, r^*)* -^ H2/-^, r^*)*

or, equivalently,

(A' : H^ o.(V) ® H?/ "'(V, .S?) ^ H^ x ̂ (V, ̂ ).

The identity rf^ implies in this case:

(w X 1) p,'(A'®B') = (A'(A'® (w x 1) B')

for A'eH^c^V^B'eH^^V,.^). We apply this for A'= image of ^ under

H&xc*(9) -^H^xo*(V) (induced by V<->g), B' = h and we obtain a). The proof
of b) is completely similar, and c ) is obvious from the definitions.

4.5. We shall regard H^0^, .27) and If
Qxct

{Q,^) as S-modules in two
different ways as in 4.3. These two S-module structures define two linear maps

a) S®!^0^,.^)^!^0^,^)

and two linear maps

b) S^H^^^^^rtH0^^^^).

Proposition 4.6. — The two maps 4.5 a) and the two maps 4.5 b) are isomorphisms.

Moreover, dim H? x ̂ (fc, J^) = dim H^ x ̂ (9, J^) = # W.

The proposition is a special case of the following result.

Proposition 4.7. — Let Q.he a locally closed subvariety of G, wA^A u a union off — P

rfo^fc co ĵ. Z^ 7z(Q) ^ the number of good double cosets contained in Q. IfV == Qy or Q, then

the two S-module structures (4.3) on H^^V", J^) define isomorphisms

SOH^^V^^^H^^^V0,^).

Moreover, dim H^^V0, J7) == w(Q).
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We shall consider only the S-module structure defined by the operators A(^)
(see 4.3); the other S-module structure is treated in a similar way.

We assume first that Q is a single P — P double coset. We choose gy e Q such that
L and I/ = gy L^g"1 contain a common maximal torus Tg. Let P' = g fg

1
,

v
' = g o V g y

l
, P'» I', n' be the Lie algebras of P', L', U', T = Ad(^,) ^ C Y,

t = AdC?o) t C I'. Using 1.6 a), 1.4 h), we have

H^^V", J7) a H"^1"^0* '̂, ̂ ) a H?'"1''̂ 0* '̂, ^5),

where V = V n (<^ + t + n) n (%" + t' + n') and the inverse image of S under
V -> V", x H. (.v, P, ̂  P), is denoted again by S. We have

a; p n p' = (I n p') © (n n p'); I n p' = (I n I') © ( I n n')

b) p n p' = (p n I') © (p n n'); p n I' = (I n I') © (n n I').

If x 6 V, we have in particular A; e p n p' hence we can write uniquely

A ; = = Y + v + ( A , Y 6 l n r , v = I n n ' , ( x e n (using a)) and x = y' + v' + (A', y' € I n I',
v' e n n V, (A' e n' (using b}). From y + v + (A = y' + v' + ̂  we deduce (using a

root decomposition of 9 with respect to To) that y = y'- For fixed y, v, v' we have the
equa^on ^ + v == y.' + v' for (A, {x'. Set ^ = (x - v', •?' = ^' - v. Then ?: 6 n, '?' e n'
and ^ =='();' e n n n'. Thus we have an (L n L') x CT-equivariant vector bundle

V ̂ V" = {(y, v,v') e (I n I') © (I n n') © (I' n n) I Y + ve (^ +1) nV,

Y + v 'e (<<?'+f) nV}

with fibres s n n n'. Using 1.4 e), we have H"'̂ 1''̂ *'* '̂, ^) = H"'01''̂ '3*^" j^)

where .S" denotes the local system on V" obtained as inverse image of ^ 121 y under

the composition V" 4- <g x ^ -i V X ^, a(y, v, v') = (pry(y + v), pry(v + v'))
(^y^^Ad^y).

Assume that a is bad. We must show that H"""11''' ̂ (V", -^) == 0. By 1.13 it is

enough to show that H;(V", S} = 0. Let HI = (I n n') © (I' n n), Ii = (I n I') © (I' n I);
these are the nil-radical and Levi subalgebra of a proper parabolic subalgebra pi of
I®!'. Let ^ i = = < g ' x TCI®!', t i = t ® t ' C I ® r . For (Y,v,v ')eV" we define
^e t , ^ ' e t ' by y + ^ + v 6 ̂  y + ^ + v' e <T, ^ = (^ ?;') eti, Vi = (v, v') e ̂ .
I fV=g^ , then ^, ^' are necessarily zero. Hence we can identify

{(Y^i,^)e(Inr)xniXti|(y,Y)+^+vie^}, ifV==g,

{(Y, vi) e (I n I') x Hi | (y, Y) + vi e ̂  }, if V = 9^.
V" =

We define

T : V" -^ (I n I') x ti, T(Y, v^, ̂ ) == (Y, ̂ ), if V = 9

T:V"-^Inr,T(Y,vi)=Y, ifV=9^.
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From the Leray spectral sequence of T, it suffices to show that

c ) H;(F, ^|p) == 0 for any fibre F of T.

I f V = 9 , the fibre at (y, ̂ ) is { ̂  e n, | (y, y) +^1+^1^^}; if V == 9^, the

fibre at Y is { vi e Hi | (y, y) + YI e ̂  }. Since (y, y) and (y, y) + î are in pi we see

that c ) follows from the fact the local system ^(^ Kl JSf*) on ̂  = (g X ^/ is cuspidal.
(See 2.2^.)

Next, we assume that Q is good. Then ^L^^L, I == F, t == f,
I n n' = F n n = 0, hence we can identify V" with{ y e 11 y e (^ + t) n (<^' + t) n V }.

From 2.3 a) we see that ^' == ^ and Ad(^o) : ̂  -> ^ carries JSf to -Sf. Hence

V" = (^ + t) n V. More precisely, we see that V" = ^ + t if V = 9 and V" == ^

if V = 9^. We have in both cases H^^V", S} == H^0*^, S'®^). (If V = 9,

we apply 1.4^ to the vector bundle pr^: %" + t -> ^.)
Using 1.6 aj, 1.4 AJ we see that

HL.C^ ̂ ®^ ̂  H^o^o}, (^®JSf)J ^ H^WO^}, (^®^)^).

The last space is ^ H^ (by 1.12 6;, 2.3 d) and the irreducibility of o^) and
hence it is ^ H^) = S (by 1.8 c)).

Combining these isomorphisms we get an isomorphism H^^V0, o^P) ^ S. The
proposition follows (in the case where 0. is a single P — P double coset).

We now prove the proposition for general Q, by induction on the number N(Q)

of P — P double cosets contained in i2. The case N(Q) = 1 is already settled. Assume

now that N(f2) > 1. Let 0.^ be a P — P double coset contained and open in £1. We may

assume that the proposition is already proved for 0, — Q^ and i^r We apply 1.5 a) to

the partition V° = V01 u V0-0!. Assume first that Qi is bad, so that H^ ̂ (V^, ̂ ) = 0.

If ;z(a - Di) = 0 then H^^V"!, ̂ ) = H^^V0-^, J^) === 0 and 1.5 a) shows

that H^^V", J?) = 0, as required. If n{il - Q^) ^ 1 then from 3.3 g ) , h) we see

that dim V" = dimV0-^ and 1.5 a) shows that H^^V0-^, J") -^H^^^0, ̂ ).

It follows that H^^V0, J^) has the required property.

Next, we assume that ̂  is good. Then by 3.3 g ) , h), dimV01 = dim V°. If
/z(D - Qi) = 0 then H^^V0-^, J^) == 0 and 1.5 a) shows that

H^^V0, ̂ ) ^ H^^^V0!, ̂ )

hence H^^V0, J^) has the required property. If n{Q. — Qi) ^ 1 then we also have

dimV0"01 = dim V° by 3.3 g ) , h) and 1.5 a) gives the short exact sequence in the
first row of the diagram

0 ——^ H^^V0-0!,^) ———^ H^^V0,^) ———^ H^^V^,^) ___^ 0

0 -^ S®!^^0-0!,^) -^ S®^^^0,^) ——^ S®]^0'^^)__»- 0

23
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We take that exact sequence in degree 0 and tensor it with S; we find the short

exact sequence in the second row of the diagram. We map the second exact sequence to

the first using the S-module structure. We obtain the commutative diagram above.

By the induction hypothesis, the first and third vertical maps are isomorphism, hence so

is the middle one. We also see that dim H^^V0, ̂ ) = n(^) + n{Q - Qi) == 7z(Q).

The proposition is proved.

Corollary 4.8. — If D in 4.7 is closed in G and V == Qy or g, then the inclusion

i : v° ̂  V induces an infective homomorphism i, : H^ ̂ (V0, ̂ ) -> H^ ̂ (V, <^).

Proof. — This follows from the exact sequence 1.5 a) applied to V == V° u V0"0

together with the vanishing of H^^V0, J9) and H^^V0-0, ^) for odd i (which

can be seen from 4.7).

4.9. From 3.3 1) and 1.5 b) we see that the open embedding j : ̂ ^g <-^ ̂  == 9

induces an isomorphism

a) f : H^O, ̂ ) ̂  Hr^Bs, ̂ ).

Similarly, for any good P — P double coset n(w), the open embedding
y^Q(w) r ^Q(W) ̂  QQ(W)

induces an isomorphism

b) H^^CQ^, ̂ } ̂  H^CT^, J^).

In particular, using 4.7 we have

dimH^0*^^,^) = 1.

Using 3.3 i) we see that the open and closed embedding ^Sŝ  c"^ ^ES defines
an isomorphism

c ) © H0^^^, ̂ ) -^ H^^^s.oy)-

This gives a direct sum decomposition

^H0^*^,^)^!^,

where Dy, is the image under c ) of the summand corresponding to w (a graded space).

The W X W-module structure on H^^g, S} satisfies

d) A(^) D, = D,, A'(w) D, = D,-i, (^ eW);

this follows immediately from the definitions.

Taking components of degree 0 we obtain

e) HF0*^ -^) = .l^^) ̂ .o = ̂ ^(^ ̂ .o

/; A(a;) D,,o = A'(ar1) D,,o (D^o is a line).
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4.10. For V = g, 9^ or V^g we defines a subspace DyCH^^^V, ^) as the

image of the homomorphism H^^V^) -> H^^V, ̂ ) induced by the closed
embedding V1' <-^ V. (In each case, we have dim V1* == dim V, see 3.3.)

We shall denote Dy in the three cases V == g, g^, ̂ g as D, D^, D,,o, respec-

tively. (Note that D^o has already been introduced in 4.9. It is a line. Similarly, D
and D^ are lines, by 4.8 and 4.7.)

These lines are related as follows:

a) Under the isomorphism 4.9 a), D corresponds to Dg o.

b) The homomorphism H^^, j5?) -> H^^g, J9) induced by the closed embed-

ding a^S maps the line D^ onto the line r\D (b = dimt).

We prove a^. The cartesian diagram

^rf r- ^ ^
' K8 ' Eg

^ <-^ 8

induces a commutative diagram

Hr0*^,^) ——- H^O^.S?)i. i.
H^0*^,^)————^ Hr^S,^)

and a) follows.

We now prove b). The commutative diagram

9^ c—— SN

-1 1
•^ c-^ g

induces a commutative diagram

Hr^ss^) e^ Hr0^,^)•i i
H^if,^) c-^ ^^•(s,^)
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and we are reduced to showing that image (/})== r^.H^^g1', ^). As in the proof

of 4.7 we have

H? x ̂ (Q^ ̂ ) == H^ c^, JS? 00 JT) = H^o>({ ̂  }, S)

Hi^a^ ^) == W\^ +1,^(^®^)) == H^O)(^ + ̂  s^

(where p^: ̂  + t -> V is the projection and S denotes (oS? ® -S?*)a;o regarded as a local

system over { ^ 0 } ̂ d ^^ lts inverse image under XQ + t -^{^o})* ^e have only to
show that the homomorphism

fi . T-rM£(<po)/r y i jf\ _. T-r^(<po)/y 4. + ^\
J\ • •"•o Yz "o h w ) "" ^12& \^o n^ ^ <5 /

induced by the inclusion / ' :{ Xy} <-^ XQ +t has as image ^ H^0^ + t, <?). But

this follows from 1.10 i^).

4.11. From 4.9 e),f), 4.10 flj, 4.9 a) and 3.10, it follows that

a) H^^a,-^) == © A(^)D== ® A»D
w G W w G W

and

b) A(w) D === A'(w-1) D, w e W.

We now show that

c ) the homomorphism y, : H0^^, ̂ ) -> H^^g, ̂ ) induced by the closed

embedding Y : QN^ 9? ls injective {b === dim t).

Indeed, using 4.6 we are reduced to the case where j == 0. Let I be the image ofy

(forj = 0). By 4.10 b), I contains r6 D. But I is clearly W X W-stable (see 3.10) hence

it contains S r6 A(w) D === r^H^^g, ^) (see a^). This subspace has dimension
w£W

equal to ffW (by 4.6). Thus dim I ̂  #W. Using 4.6, we have dim H^^, ̂ ) == #W.

It follows that dim I = ff W and y is injective.
We have:

d) H^U,,^)^ C A(^)D^== © A»D^,
w6W w6W

e) A(^)D^=A>-1)D^.

Indeed, by the previous argument, h -> r~~
b Yi h defines an isomorphism

Hr^QN^^^H^^^)

compatible with the W X W actions and taking D^ to D; it remains to apply a), b}.

4.12. We now want to study the S-module structures on H^^O^g, J^) in

the case where P is a maximal parabolic subgroup. In this case, we have W = { e, s }

and we have the following result.



CUSPIDAL LOCAL SYSTEMS AND GRADED HECKE ALGEBRAS, I 181

Proposition 4.13. — a) The S-module structure on H^^^g, J )̂ defined by the

operators A(^), S ^ S, gives an isomorphism

S/(r) ® H? x ̂ (^, ̂ ) ̂  H0 x c^,, ̂ )

wA^ (r) ij the ideal of S generated by r.

b) OTZ ̂  image ofH^^^^ ^) ̂  H0^^, J?) ̂  A^ A(^) == A'(^), S e S.

c) OntheimageofH^^^^^^^H^^^^) we have A(^) == A'^), SeS.

d) A^) A(^) A = A(^) AM A for all h e H0^^, S\ ̂  e S.

Proo/'. — We have tjgg = t — to where tg is the centre of 9 (a hyperplane in t).

In the following calculations we shall often omit writing local systems. Using the

P X C-equivariant embedding ^ + (t — to) + n <-^ ̂ g, x }--> (x, P, P), we have

Hp^O^, J^) ^ HF^ + (t - to) + n, ) (see 1 .6 a))

^H^^^+^-to) , ) (see 1.4 A;, 1.4^).

Let ti be an affine hyperplane in t, parallel to to but distinct from to. The stabilizer
of ^ + ti in L X C* is L x (± 1) and we have

H^O^s. ̂ ) ^ ̂ .
x(±l

\
(
e + t^ ) (by 1.6 a))

^HLX(±I)^^^^ ^y 1.4 e))

^ H^^) x ̂ D({ ̂  }, (^ ® ̂ )J (by 1.6 a))

^ HZL(vo) x (±
 ̂  x^ }, JSf 00 -S? )̂ (by 1.4 AJ)

^ H^ == H^ (by 1.12 i;, 2.3 b), d}).

Using the L x C* equivariant embedding i: V + (t — to) <-^ ̂ Ss'̂  A: ̂  (;c? P? ^P))
we have

H° x ̂ (^g^, ̂ ) ^ H^ x ̂ (^ + (t - to), ) (see 1.6 a))

^ H11 (as above).

Using these isomorphisms and 4.9 c ) , we see that a) holds.

Now b) follows from 4.3 e ) .

We now prove c ) . Note that using i above, we have

e ) H^c-O^) ^ H^c,(^ + (t ~ to)) (by 1 .6 a))

^ H^^(^ + t^) ^ H^^^ ̂  H^ (as above)

Consider the automorphisms 9, a of ^g^ defined by <p(;c, ^P,.?'?) = {x, g ' P, ^P)
and a{x, gP, g ' P) = (Ad(^) ^, ̂ P, ̂ / P).

We have a commutative diagram

^+( t - to )——^ ^)

Ad{j) J J <pocr

^+(^<o)——^ ̂ )
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This diagram shows that the automorphism of H,, induced by conjugation by s on T

corresponds under e) to the automorphism <p* of H^xc-O^Ss*') induced by <p. (We

can ignore (T.) Hence, ifp^Piz
: ̂ Ss" -" 9 are tne projections, we have y*(^2(^)) = PuW

for ^eH^c.(9) = S. We have p^=p^<? hence p\^ = <p*(^(^)) =/W). By
definition, A'(S) 7, = ̂ (^ .T) = p^) .T) = A(^) T), ^ e H° x ̂ (Y^', ̂ ).

This completes the proof of c ) .

We now prove d ) . Assume first that h e D, (notation of 4.9). Then A(j-) h e D,

by 4;.9f), hence we have

A(S) A(.) h = A'(^) A(.) h (by .;)

=A(J)A'( 'S)A (by 4.4 a;)

= A ( J ) A ( ' ^ ) A (by 4.3^)

as desired. If now AeD, , then applying the identity d) to A( ,$-)AeD< we obtain

A(.f) A(^) A(J) h = A('S) A. Multiplying both sides by A(^) gives A(S) A(.f) A = A(^) A('^) A.

We now use that H0^')^, ̂ ) = D, + D. and d} follows.

Corollary 4.14. — In the setup qf4~. 12, ^Aerff exists p e C jwA fAaf fA^ identity

A(J) A(a) + A(a) A(J) == j» Id

Ao/& /or all h e H° x c* (9, ̂ ).

Proof. — From 4.6 and 4.13 a) we see that the open embedding j : T^\g '->• T^ = Q
gives rise to an exact sequence

a) 0 ̂  H° x "'(g, ̂ ) ̂  H° x ̂ (g, ^?) ^- H" x "'(g, ̂ ) -> 0.

Since A(^) A(a) + A(a) A(^) = 0 on H^^g, .y), we see from a) that there

exists a C-linear degree-preserving endomorphism 0 of H^^g, ..̂ 5) such that

^ A(^) A(a) A + A(a) A(^) A = rO(A) for all h e H^^g, ̂ ).

We know that A(^) A(a2) h = A(a2) A(J) A, see 4.3 d ) . Applying b) twice, we

have

A(a2) A(^) h = A(J) A(a) A(a) h = — A(a) A(J) A(a) A + rO(A(a) A)

= - A(a) (- A(a) A(^) A + rO(A)) + r<D(A(a) A)

= A(a2) A(^) A — rA(a) <D(A) + r<D(A(a) A).

Thus r(0(A(a) A) — A(a) <D(A)) = 0. Cancelling r, we have

c) 0(A(oc) A) = A(a) €>(A).

Since A'(a), A'(J) commute with A(^), A(a) we also have

d) <D(A'(a) A) = A'(a) 0(A),

e ) <D(A'(.r) A) = A'(,r) 0(A).

If Ao e D, we have A(a) Ao = A'(a) hy (see 4.3 e}).
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If however, A, e A(,?) D, Ag + 0, then A(a) A(, + A'(a) h'o. Indeed, we have hy e A(^) A,,,

A o e D

A'(a) A, = A'(a) A{s) h^ = AM A'(a) h, = A(^) A(a) A.,

= - A(a) A(.) A, + rO(A,),

A(a) A, = A(a) A(^) Ao.

If we had A'(oc) hy = A(a) h'o, then 2A(a) A^) ̂  = rO(Ao). Using 4.6 it would

follow that hy = 0 so h'y = 0, a contradiction.

Thus, D = Ker(A(a) - A'(a) : H^'^a, ̂ ) -^^^•(g, ̂ )).

By c^, d), 0 maps this kernel into itself, hence ODC D . I f A o i s a non-zero element

of D we have therefore OAo = phy for some p e C.

Using ^ we have 0(A'(^) Ao) = p A'M A,,. Since Ao, A'(J) Ao form a basis

of H^ x °* (9, £') we must have 0 (A) = />A for all h of degree 0. Using 4.6 and d ) we have

<D(A) == ph for all A.

Proposition 4.15. — TA^ O/>CTI embedding i^-ss '-> ̂ s ^i:'̂  nse to an "P^ embedding

j '. Î BN '"^ "^•s ==: QN aK^ ^•y induces a surjective homonwrphism

r: HF^ON, ̂ ) ^ H^0*^^, ̂ ).
Proof. —j* preserves degrees by 3.3 k ) . We have a cartesian diagram

^ c-^ Ql

3.3 €/•)

^BN c——— SN

J

It induces a commutative diagram

HF0*^, ̂ ) -»—— H '̂!•(9^ ̂ )

H^^^BN,^)-———— H^U,^)

,7*

and it remains to show thatj"* is surjective. Buty* is in fact an isomorphism, by 3.3 I )

and 1.5 b).
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5. The commutation formula

Theorem 5.1. — Lets^eW, a. e R be as in 2.5, let c^ 2 be as in 2 .12 (1 < »'< m),

let^eS and let h e H^^V, ̂ ), V = 9 or Qy. Then

a) A(^) A(S) h - A(^) A(^) A = c, A(r(^ - '••!;)/a,) A

^ A'^,) A'(S) A - A'(^) A'(^) A = ,. A'(r(^ - ̂ )/a.) h.

5.2. The proof will occupy most of this chapter. We shall first make some reductions.

Using the injectivity of y, : H0^^, ̂ ) ^V
QXC

'{Q,^) in 4.11 c) we see that if

the theorem is known for V = g, then it also follows for V = Qy. (y, commutes with the

operators A(J.), A'(J.), cf. 3.10, and with the operators A(^), A'(^).) Hence we can

assume that V = g. It is enough to prove 5.1 a); the proof of 5.1 b) is the same.

Let P,, A, be as in 2.4, P, Q^, S as in 3.9. Assume that 5.1 a; holds

on H^0^, £P) (i.e. when G, P, L, ^ are replaced by L,, P, L, <^). The map 3.9 k )

is compatible with the operators A(J,) and the operators A(^); moreover, from its
definition, its image is the same as the image I of

HG x ̂ (gP.-,^) ̂  H° x
 °\Q, J?)

(see 4.8 with ^ = P(). Hence the identity 5.1 a; holds for A e I; in particular, it holds

for A 6 D (see 4.10). Hence it holds for A in S A'(w) D (since A'(w) commutes with
roew

.̂h A(T)) (T) e S)), hence, by 4.11 a} it holds for any A e H^^g, J5). It must then
hold for any element of form A = S A' (^) A, (i], e S, A, of degree 0), since A'(T),) commutes
with A(J(), A(7)) (7)eS). But in this way one obtains the most general elements

of H°x ""(s, .2') (by 4.6). Thus, we are reduced to proving 5.1 a; for L. instead
of G.

Therefore, in the rest of this chapter we shall assume (as we may) that V = g a»a P is

a maximal parabolic subgroup of G. We shall write s, a, c instead of s,, a,, c,.

Note that if the identity 5.1 a; holds for ^ = ̂  and ^ = ̂  (and any A) then it

also holds for $ = ̂  ̂  and ^ = a^ Si + a^ ̂  (a^, a^eC). Hence it is enough to

prove 5.1 a; when ^ runs through a set of algebra generators of S, for instance

{ a } u S".

If ^ eSW we have A(^) = A'(^) (see 4.3 d}) and A(J,) A'(S) = A'(^) A(J()
(see 4.4 a^) hence A(J.) A(^) = A(^) A(^) so that 5.1 a^ holds in this case.

It remains to verify 5.1 a) for ^ = a. We have 'a = — a so that in this case,
5.1 a) is equivalent to

A(J) A(a) A + A(a) A(,?) A = 2crA.

By 4.14, we only have to show that^ in 4.14 is equal to 2c.
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Proposition 5.3. — a) The two S-module structures on H^0^^^,^) defined by

A(^), A'($) coincide; they give an isomorphism of ̂ 'modules

S/(a - cr) 00 H^OT^, ̂ ) ̂  H0^^, ̂ )

wA^ (a — cr) is the ideal generated by a — <r. In particular, on H0^*^^, J )̂ we have

A (a) == A'(a) = cr and multiplication by r has kernel 0.

b) A(.) == A^) == Id on H?^^ ̂ ).
c) dimH^^,^)^!.

Proo/*. — b) is clear from the definitions of the actions 3.8 b). The equality

A(^) =A'(S) on H0^^,^) follows from 4.3 <?; and 3.3^. In the following
computations we shall sometimes omit writing local systems.

H0^*^,^) £ H^0^^,^) (see 3.3 j)}

aH^y^nCy+n), ) (by 1.6 a;)

s H^^y^ n (%• + n), ) (by 1.4 h)}

s H"-^^ n (^, + n), ) (by 1.6 a))

a H"1 '̂̂  + (n - Jf), ) (see 2.10 c))

& H '̂̂ o + (n - 3^), ) (by 1.4 A;).

Let M == M^(9o)> M^ the kernel of the character % : M° ->- C* by which M° acts on

nl^", m == Lie M, aT/ : m -»• C the tangent map to ^, nii == Lie M^ == ker d-^. Let J?'i be
an affine hyperplane in n parallel to 3^ and distinct from 3^.

Clearly (Mo X {xy + ̂ 'i))/Mi ̂  x^ + (n — 3^) as M°-varieties.
We have

H° x ^(fiNB, ̂ ) s HM•(^ + (n - Jf), )" (by 1.9 a))

aH^^o+jfi, )" (by 1.6 a))

S H"?(^, (^ ® .S?*)̂  (by 1.4 e), 1.9 a;)

s H^ (see 1.12 6;).

It remains to note that H^H^^-H^, H^ = S(m;) = S/(^) and ^ = a - cr
(see 2.10 b)).

5.4. Using the injectivity ofY, : H^0^, S} -^H^0^, £') m 4.11 c ) , we see
that the identity in 4.14 which holds on H° x ""(g, ̂ ) must also hold on H° x "'(g^, ^5);

using 4.15, it must also hold on arbitrary elements of H^"'''^^, J^). We now take

such an element h with h + 0 (see 5.3 c}). By 5.3 a), b), we have A(a) A = crA, A(^) h == A.
Hence, if/» is as in 4.14, we have

0 = AM A(<x) A + A(a) A(^) A — prh

= A(J) <rA + A(a) h— prh= 2crh — prh.

By 5.3 a;, we have rh + 0 in Hi^0*^^, ̂ ). It follows that p == 2c. This completes
the proof of Theorem 5.1.

24
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6. The algebra H

6.1. Let Q be as in 3.3 c)\ assume that it is closed in G. If £l{w) CO, then the

inclusion t ra^CQ^ induces a homomorphism

^H^^^.^^Hr0^,^)

(see 3 . 3 g ) , h)).

Taking the direct sum, we get a homomorphism

^ H^^ag^, ̂ ) -> Hr^OS, ̂ ).
0(w) C "

This is an isomorphism; the proof is by induction on N(Q) as in 4.7. In particular for
Q = G, we have

e H^0^^, ̂ ) ̂  Hr^ ̂ ).
w t "f

The image of H^^'"', ̂ ) ̂ H^*^, ̂ ) is denoted by E«,. It is a line,
since

Hr^siF', ̂ ) ̂  H^^-o^"', ̂ )
by the irreducibility of aS*"" (3.3^ and 1.5 b)), and the space H^0^"', £'} is
one dimensional by 4.7.

Hence, we have a decomposition

^ H^-O^.^ © E,.
wew

We have clearly

b) E,=D^ (see 4.10).

We have isomorphisms

p. ^ •pJ-GxC*/^P ^5\ ^ t-rlri(<po) ̂  TJO,
^< = -"O ^9N5 <^J = -"0 = -"̂ (po)

(see the proof of 4.7). We denote by 1 the element ofE corresponding to the unit element

of the algebra H^ ̂  C.

Lemma 6.2. — For w e W, ̂  Aay^ A(w) 1 == A'(w-1) 1 e H^ ̂ (g^, -^).

Proo/'. — Using 6.1 b) and 4.11 e ) ^ we see that

^ A(w) 1 == a A'(W1) 1 for some a e C\

From 6.1 a), we have

A(^)l-(3.1e © E,,
A; ^^^

A'^-1)! -p'l e © E^.
w' 4= e

for some [B, (B' e C.
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Under the homomorphism.;*: H^0^, J?) -^ H '̂O^ •^) in 5.4, the lines
E«,< (w' + e) are mapped to zero. Indeed, we have a cartesian diagram

K"*")X ^— SN

^ c^ ^

where X^^ng^. By 3.3 j), X is contained in sS*" n sS^ and hence

dim X < 8' (see 3.3 g } ) . On the other hand, "T^y is open in Qy hence X is open in Q^

which is irreducible of dimension 8'. It follows that X is empty. The cartesian diagram
above gives rise to a commutative diagram

0 ——————— H^y,;^)

Hr0*^, ̂ ) ——— H^^SH, ̂ )

so that j* £„, = 0, as asserted.

Applying '̂* to b) we obtain therefore

A(w)y*(l) = (y-(l), A'(ar1).;* 1 = p'j*(l).

But A(a») = A'(w-1) = Id on H^^-r^, .25) (by the definition of the actions 3.86;)
hence (f3 - 1)^(1) = (p- - l)j*(l) = 0.

The surjectivity off* in the proof of 4.15 shows thatj'*(l) + 0. It follows that

(3 = p' == 1. Thus, A(w) 1 — 1 and A'(a>-1) 1 — 1 are in © £„,. Using a; we have

aA'(ar1)! - 1 e Q) E.,,.
w' * <

Clearly we have

aA'(w-1)! -ale ^ E^,.
W' + <

Subtracting we get {a — 1) 1 e © E^. But 1 ̂  © E^,, so that a = 1. The lemma is
W + e w' + <

proved.

Theorem 6.3. — Z^ H = S ® C[W]. TA^ ^ a Mwy^ structure of associative C-algebra

with unit \® e on the C-vector space H such that

a) ^}->^®e is an algebra homomorphism S -> H,

b) w\->l®w is an algebra homomorphism C[W] -> H,

c) ( ^®<0 . ( l®w) =S®^, ( ^eS ,weW) ,

^ ( l ® ^ ( S ® ^ ~ ( ^ ® ^ ( l ® ^ = ^ r ( ( S ~ ^ ) / a , ) ® ^ ( ^ e S , l < t < m ) .
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Proof. — Let Jf = H° x ̂ (9^, ̂ ). Let A be the subalgebra of End^) generated

by the endomorphisms A(^) A(w) :Jf->Jf, ($ eS, w eW). Let A' be the subalgebra

of Endc(^) generated by the endomorphisms A'(^) A'(w) :Jf ->Jf (^ e S, w e W).

We have C-linear maps

A : H -> A, A(S ® w) == endomorphism A -> A(S) A(w) A of ^f

' A': H -> A', A'(^ ® w) = endomorphism A -> A'(S) A'(w) A of Jf

PL :A-^, (.(/) =/(!)

(X':A->^ ^(/) =/'(!).

From 4.11 d ) and 4.6 it follows that

f) pio A and ^ o A' are isomorphisms H ^> <^.

In particular, ^, (JL' are surjective and A, A' are injective.

From 4.3 b), 4.4 we see that

g) ACZ(A'), A'CZ(A)

where Z(A) (resp. Z(A')) is the set of all endomorphisms of^ which commute with all

endomorphisms in A (resp. A').

Let /eZ(A). Then by f), f(l) = A'(^) (1) for some ^ eH. Now let h e^f.

We have (by a)) h == A(/) (1) for some ^ eH. Hence

/(A) =/(A(S) (1)) = A()C) (/(I)) (since fe Z(A))

= A(x) (A'(/) (1))

== A'(x') (A(x) 1) by b)

=A'(x')A.

Thus3/= A'(/'). This shows that Z(A) Cimage(A'). We have obviously

image(A')CA'CZ(A)

(see g ) ) hence image A' = A' = Z(A). Similarly, image A == A = Z(A').

It follows that A and A' are isomorphisms. Using f) it follows that (A, \i! are iso-

morphisms.

We now define an algebra structure on H by transporting to H via A the algebra

structure of A. Then properties a)-d) are satisfied; for example property d ) follows

from 5.1 a). The uniqueness statement in the theorem is clear since j, (1 ̂  z < m)

generate W. This completes the proof.

Corollary 6.4. — a) ^ == H^^O^, -^) can be regarded as a left H-module in two

ways:

^ h h> A(^) h

or ^ h ̂  A'(/) A.
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b) We have AQc) A'Qc') h = A'Qc') A(/) h for all h eJT, ^ ̂  eH.

c) The two maps H ->^, ̂  H- A(/) 1 and ̂  A'(^) 1 ar<? ^A isomorphisms.

d) TA^ ij a Mw'y^ anti-automorphism / -> x <2/^ algebra H .y^A ^A^ A(%) 1 == A'(^) 1.
It satisfies (1®^ = l®w-1 , (^0^ = S ® ^ / o r ^ e W , ^ e S.

Proof. — a) is clear from the definitions of A(^), A'(^) (see 6.3 ̂ ) and from 5.1$
b) is just 6.3 ^1$ c ) is just 6.3/^.

From ^ we see that there is a unique C-linear endomorphism % -> % of H such
that A(^) 1 == A'(^) 1. From a), b), c ) we see that ^ -> ^ is an algebra anti-automorphism.

We have (^®e}^==^®e by 4.3 ^ and (1 ® z^ = 1 ® w-1 by 6.2.

n<wwi 6.5. — r& ^n^ ofHis{^®e\^eSW}.

Proof. — It is clear that ^ ® ^ e centre (H) for all ^ e S^ We now prove the converse.
Let h e centre (H). We can write uniquely

A = S ^®w (^GS).
wGW

Assume that ̂  4= 0 for some w 4= e. Then we can find an integer j ̂  0 such that S«, e r^ S
for all w =t= <? and ̂  ^ r^'4'1 S for some w ̂  e (say w == zc^).

From 6.3 d ) we see by induction on the length of w that, for any ^ e S,

( l ® w ) (^®<?) - (^®<?) ( l®a/) e ( r ® l ) H , (weW).

We have therefore

fn ^ ^ t^r^ \ K wr^ e ( r J + l ® l ) H ifw^e.
( S w 0 ^ ) . ^ ® ^ ) - S w S 0 ^ . .

=0 ii w == e.

We use this in the following calculation

0= {^e)h^h^®e)

= S ̂ w ® "/ - S ̂  ̂  ® w + (r
3 + x ® 1) A'

w w

== S Su,(S ~ w^) ® w + (r^
1 ® 1) A', (A' e H).»w\

w

This equality shows that

^-^er^S.

Since ̂  (f:r
j+l

S, it follows that S — w1^ erS. But this clearly fails for ^ a generic

element of f. This contradiction shows that ^ == 0 for all w =t= e. Thus A = ^®^-

We now write the equation (1 ® s,) h == A(l ® ̂ ). Using 6.3 </J, we see that

(^ - ̂ ) ®^ = <:,r((^ - %)/a,) ®^. It follows that ^ = a*^. Since i is arbitrary, it
follows that ^ e S^ The theorem is proved.
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7, Preparatory results

7.1. Let M be a connected algebraic group, let X be an M-variety and let S be an

M-equivariant local system on X. We define a filtration of H^X, <^) by

a) P == F^H^X, <?)) = the H^-submodule of H^X, €} generated by © H^X, §}.
7i<$ i

Then F°C PC ... and F == 0 for z < 0. Let

b) II, == H^X, (^/H^X, <?) n F,_i == component of degree ? of FJF,_i.

We regard II, as a graded vector space which is zero in degrees 4= i.

We have a natural embedding I"̂  *->- FJF^_i of graded vector spaces (isomorphism

in degree i). Since F^/F,_i is an H^-module, this extends to an H^-linear map

c ) H^®cII,->FJF,_,.

The homomorphism

d ) HM(X, S} -^ H^^X, ^) (see 1.4 /;)

is zero on H^X, S) n F,_i hence it factors through a C-linear map

e ) II,->H^(X,<?).

Proposition 7.2. — jR^/ /Aa^ M ^ connected. Assume that H^X, ^) = 0. Then:

a) TA^ w^ 7.1 ^J, ̂  flr^ isomorphisms. Hence H^®^ Hl^^X, ^) ^ FJF^_i flj H^-modules.

b) H^(X, ̂  = 0.

c) jEacA F, is a finitely generated projective H^-module and F^s = ^25+1 = ... == HM(X, ̂ ),

where 8 = dim X.

In particular^ H^X, <?) is a finitely generated projective li^-module.

d) The C-linear map C ®sL HM(X. <f) -> H^^X, ^) ^^rf by 7 A d) {where C is regarded

as an H^-algebra via H^1-4^ H^^ == C) zj an isomorphism.

Proof. — Let m be a large integer and let F be an irreducible, smooth variety with

a free M-action such that H^F) == 0 for 1 ̂  i^ m. We assume, as we may, that M\F

is simply connected (since M is connected). Consider the fibrationy: M\(F X X) -> M\F

with fibres » X. We study the Leray-Serre spectral sequence for y,(p^*). Since M\F

is simply connected, this spectral sequence has E^ == H^(M\F) 0 H^(X, ^+). This

is zero if at least one of the following four conditions is satisfied:

p odd and p ̂  2 8' - m (8' = dim(M\F)),

yodd,

?>28 ,

p > 2 8'.

(For the first condition, note that H^ == 0 for i odd, H^M^F) = H^ for i^m and

M\F is smooth so it satisfies Poincar^ duality.)
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If E^0 were zero for all odd p, then the spectral sequence would degenerate

at Eg. As it is zero only for p odd in the indicated range, the spectral sequence is only
degenerate in some range:

E^=E^ i f p + q ^ 2(8+8') - (w - 2 8 - 1).

The spectral sequence converges to H^(M\(F x X), ?<?*).
We now define a new spectral sequence:

]gP,ff ̂  / " I728'—»,28—ff \*

whose differentials are duals of the differentials of { E^'q }. We have

E^ Q = H^ ® H^>(X, <?) if /» ̂  m

E^==ES;3 i f ^ + ^ w - 2 8 - 1

and the spectral sequence converges to H;(M\T x X, p^T? which is equal to H^X, <E?)
in degrees ^ m.

a) follows from these statements, by taking m large. (Recall that H? = H^ by 1.7 c).)

Now &J, ^, d ) are immediate consequences of a).

7.3. We want to state a form of Kunneth's formula in equivariant homology.

Let <?, € ' be local systems on the algebraic varieties X, X'. We have a natural isomor-
phism (external cup-product)

a) H;(X, S-) ®H;(X', <?') ̂  H;(X x X', S ^ ^/).

Assume now that X, X' are M-varieties and <?, S ' are M-equivariant. Let w, F
be as in the proof of 7.2, with m large. Applying a) to M\(F x X), M\(F x X'), p^*,
p <?' * instead of X, X', <?, <?' we obtain an isomorphism

b) ©_ H^(M\r x X, p^) ® (M\r x X', p^'*)
i "f" } — k

1»
Y

H^((M x M)\r x r x x x x', r<r s p^*);
taking duals and assuming k ^ w we obtain an isomorphism

^ H^
XM

(X x X', ^ ̂  <?') ^ ©̂  (Hr(X, ^) ®c H^X', ^')).

We compose this with the homomorphism 1.4^

TJ-MXM/'V v/ y jp [57] j(p'\ _, TJM/V' \/ Y ^ 171 ^'\
-njfe ^-^Y X -A> , © L l̂ 6 ) —> ±1^ ^A. X A., © 12SJ © )

induced by the diagonal embedding M C M X M and we obtain a homomorphism

H?(X, <?) ®c H^X, <T) -^ H^X x X', g S € ' } .

One verifies easily that this homomorphism factors through a homomorphism of
H^-modules:

d) H^X, <?) ®^ ^^^(X, ^') -> H^X x X', S S S'Y
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Proposition 7.4. — Assume that H^X, <T) == 0, H^X', <T*) = 0 and that M ij

connected. Then the homomorphism 7.3 d) is an isomorphism.

Proof. — Both factors in the left hand side of 7.3 d ) have canonical filtrations F1

(see 7.1) hence their tensor product has a canonical product filtration; similarly, the

right hand side of 7.3 d ) has a canonical filtration F1 (by 7.1 for X x X'). From the

definitions we see easily that the map 7.3 d ) is compatible with these filtrations hence

it induces a homomorphism on the associated graded spaces for these filtrations:

a) (H^cH^X, ^))00^ (H^H^X', <?')) ^H^H^(X x X', g S <T).

(We have used 7.2 a) for X, X', X x X'.) It is enough to show that a) is an isomorphism.

But a) is the homomorphism 7.3 d) with M replaced by { e } and with scalars extended

to H^(. Thus, we are reduced to the case where M = { e }. In that case, the result follows

from 7.3 a).

Proposition 7.5. — Let M, X, § be as in 7.2, and let M' be a closed connected subgroup of M.

Then the Hy-linear map H^X, §} -> H^X, §} (see 1.4-f)} extends to an H^-linear isomorphism

a) H^^H^X.^H^X,^).

(H .̂ is regarded as an H^-algebra, via H^ -> H^ in 1 .4 g).)

Proof. — We consider the filtration F1 ofH^X, <s?) in 7.1. It defines a filtration

{ UM' ®HM Fi} of the left hand side of a
) ' (we use 7.2 c}.) Similarly, Hf(X, <s?) has a

canonical filtration, by 7.1. It is clear that the map a) is compatible with these filtrations

hence it induces a homomorphism on the associated graded spaces for these filtrations:

b) HM- ®HM (UM^C H^X, <^)) -^ HM/ ®c Hî X, <?).

(We have used 7 .2 a) twice.) It is enough to show that b) is an isomorphism. But b ) is

the identity map. This completes the proof.

8. Standard H-modules

8.1. The results in this chapter bear some resemblance to results in chapter 5

of [5]. Letj? e g be a nilpotent element, 0 its G-orbit in g, and

a) ^={gPe G/P | Ad{g-1)^ e ̂  + n }.

Then M(j^) == M^jy) (see 2 . 1 a}) acts on ̂  by

b) {gi^):gf^gig^

Let S= (G X Cr)/M°(jQ-^a be defined by (^,X) -^-"Ad^js this is a

G x C*-equivariant, finite principal covering of (S with group

c) M{y) = M(j/)/M°(j/)

(G x C* acts on Q by left translations). Let

d ) 0 = (G x C* x ^,)/M°(jO

(MOQ acts on G X C x ̂  by (^,X) : (^ X', ^P) -> (^-1^-1^P))•
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We have a cartesian diagram

k

^ ——^ Q

• i . i-e)

<P ——»- 8

where T is the projection to the first two factors and h is defined by

(^X^P^^Ad^J^P).

We may regard ̂  as a closed M(j^)-stable subvariety of Q (see 3.1 d)) by iden-

tifying gP e ̂  with {y, gP) e Q. The restriction of ^, ̂  from 9^ to ̂  will be denoted

again ,̂ oS .̂

We want to define operators A(^) on H^^y, oS^) for any integer j and w e W.

Choose m, T as in 3.5 with m^ j and form the cartesian diagram associated to e)'.

^ r^
r^ ———^ r9

/; ^ ^ ^ r^

T® ———^ r9
pA

Then pA*(rK) = (rr), (rA*) (r-^*) a^ld pA* defines a homomorphism

^ End^^(rK) -> End^WrK)) = End^^((rT), (r^) (r^)).

Composing 3.5 d) with g ) we find a homomorphism

W^Aut^^^rT),^)^^)).

This induces a homomorphism

W ->AutH^(r^ (rT). (r^) (r^)) == Aut H2/ - ̂  r^ r^)

(rf == dim r^). Taking duals we find a homomorphism

A; A : W -̂  Aut H2/- ̂  r^ r^)'

^AutH^^A*^)

=AutHMO(v)(^,^). (See </; and 1.6 a).)

This homomorphism defines the operators A(w) on H^^y, JS^) (^ eW). Replacing

in the previous construction ^ by ^ we obtain in the same way operators A'(w)

on Hf0^^,, J^*) (weW) . Replacing in the previous construction JS^ by ^S^

and the diagram /^) by

25
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r(^X<s^) -1-— r(9 Xfl)

r^ ————»- r(9 X 8)

(A is defined by (A, A)), we obtain a homomorphism

W x W -> Aut H° x
 ̂ (ffl x e ^, h\S S ^*))

= Aut H"011 ,̂, x ̂ , ̂  13 ̂ •);

the operator corresponding to (a>, a/) e W X W is denoted by A(w, w').

8.2. We now define operators A(^) on H"0*1"̂ , ̂ ) for ^ e S. Let

^Hr""^,^) = H0^,^), SeS = H^,o.(9).

Then A"(^) e H^c.(0) and we define A(^) -»i as the product (1.3 b))

A'*(^). T) e H? x ̂ (^ A* ̂ ) = H"011"̂ , ̂ ).

Thus, H"0"" ,̂ ^5) becomes an S-module.

Similarly, replacing ̂  by ^*, we obtain an S-module structure on H110""̂ , .25*)
with operators A'(^), ^ e S.

We now define operators A(^), A'(^) for ^ e S on H110""̂  x ^y, ^ S ^*).

Let T) e H"0""̂  x ̂ , ̂  B ^*) == H0^*^ ̂ S,h\^ S ^)), $ e H^^a),

andlet/»,:9 x 9 -^ g be the two projections (t = 1,2). Then A'^(S) (=H^^y{S xs^),

{h as in 8.1) and we define A(^) 11, A'(^) T) respectively as the products (1.3 b}) h* p\(f,) .•>),

A* ̂ (S). 7) e H? x ̂ (^ x s^, V(^ S ^*) = H"0""̂  x ̂ , ̂  S ^*).

Thus H110'1'̂ ^ x ̂ , ̂  B ̂ *) becomes an S-module in two different ways,

via A(^) or A'(^).

8.3. The operators A(w), A'(w) in 8.1 are H^-linear. (Same proof as for 4.4 a),

b}.) The operators A(S), A'(^) in 8.2 are also H^-linear.

8.4. Consider the homomorphisms

A' = H^'^, ̂ ) ® .̂̂  H110'1"̂ , ̂ *)

i"
A" = H^'^ x ̂ , ̂ 5 B ̂ •)

t-
A'" = H^^ x ̂ , ̂ i El y} ̂  H0^^, ̂ )
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where a is given by 7.3 d ) , (B is given by 1 Af), and (9 is as in 3.3 b ) . Let w, w' e W,

i;, ^' e S. From the definitions one verifies that the operators

A(w) ® A'(w') (8.1); A(S)®A'(^) (8.2), on A'

A(^) A'(0 (8.1); A(S) A'(S') (8.2), on A'7

A(^) A'(^) (4.3); A(^) A'(^) (4.3), on A'"

are compatible with the homomorphisms a, p.

8.5. The finite group M(j^) (see 8.1 c}) acts on H^o(y) (by 1.9 a}), by C-algebra

automorphisms and on H^^,, o^), H^^, J^*), H^^ x ̂ , ̂  Kl J^*) (by

1.9 a)) by automorphisms which are compatible with the H^o(y)"module structures

(i.e. are semi-linear with respect to the automorphisms of H^o(y) defined by M(j/)).

The tensor product of the M(j^) actions on the factors defines an M(j/) action on

H^^, J^) ® .̂̂  H^^, ^*). The map a in 8.4 is compatible with the

M(j^)-actions.

One verifies from the definitions that

a) the action of M(j?) commutes with the operators A(w), A(^) on H^^^y, .S^),

and with A'(w), A'(^) on H?0^ ,̂ ̂ ).

We have the following c< vanishing " result.

Proposition 8.6.

a) H^^, J^*) = H^(^, jy) = 0.

b) H^(^ ̂ ) == H^(^, ̂ ) == H^(^ x ̂ , ̂  S JSn = 0.

c) a in 8.4 ij fl^ isomorphism.

d) H?0^ ,̂, J27), H?^^, JS^) are finitely generated projective H^-modules.

e) H^U.^-O.

Proq/'. — aj is proved in [10, V, 24.8]. Now b), c ) , d) follow from a) in view

of 7.2 b), c ) and 7.4; e ) follows from b) and the injectivity of (B in 8.4. (See 1.9 a).)

8.7. H^o(y) is the coordinate ring of an affine algebraic variety V whose points

are the semisimple M°(^)-orbits on

a) m(j0 == Lie M(jQ == Lie M°(^) = {{x, r,) e Q ® C | [x^] = 2r,y }.

(Let v e V. Iff e H^yp we may regard,/as a polynomial on the reductive quotient tn(^)y,

invariant under M°(^), see 1.11 fl^. Theny(y) e C is by definition the value of^at any

point in the image of v under the canonical map Tn(j^) -> Tn(j0,.-) Then by 8.6 d), c),

HWV)(^ ̂  H^^y, JSn, H^^ x ^y, .̂  ̂  ^*) may be regarded as spaces of

sections of the algebraic vector bundles E, E', F = E ® E' (respectively) over V.

Thus, the fibre of E at y e V is E, = C!,,®^ H^^, £") where C, is C

regarded as an Hj^-algebra via the homomorphism H^o(y) -> C, f^->f{v) as above.
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Similarly, E, == C, 00^ H^^, ̂ ), F, == E, ®c E;.
By 8.3, the operators A(z^), A(S) (resp. A'(^), A'(^)) on H^^, ̂ )

(resp. H^^,, J§^)) come from vector bundle maps A(^), A(S) : E -> E (resp.

A'(w), A'(S) : E' ->E'), inducing the identity on the base V. Hence these operators

act on each fibre E,,, E^.
By 8.5, M(j^) acts on H^). This corresponds to an action of M{jy) on V. (It

is induced by the adjoint action of M(j/) on its Lie algebra.) Moreover, E, E' are natu-

rally M(j/)-equivariant vector bundles over V and the operators A(w), A(^), A'(w),

A'(^) on them are M(j/)-in variant.

8.8. For each v eV we denote the stabilizer ofv in M(j/) by M(j/, v). (We shall

also write M(j/, CT, 7-0) instead of M(j/, v) where (or, r^) is any element of the orbit v.)

Then M{jy,v) acts naturally on the fibres E^, Ey.
Let rep(M(j^, ^)) be a set of representatives for the isomorphism classes of irre-

ducible M(j/, v) -modules.
For each p e rep(M(j/, v)) we define E,,̂  (resp. E^p*)) to be the p-isotypical

(resp. p'-isotypical) component of the M(j^, y)-module E,, (resp. E^), and we define

a) E,,p = (p* 00 EJ5^ E^, = (p 00 E;) .̂

From 8.7 it is clear that A(w), A(S) (resp. A'(w), A'(S)) act naturally on E<,^pp E^p

(resp. on E^p^pE^p*).

8.9. We have

a) EO^H^(^,,^), EO^H^(^,^) (by 7.2 ^).

Now the action of M(jQ on ^y, J^, Ji^* induces an action of M(jQ on H;(^, J^),

H;(^, ̂  hence on Hi^^, ̂ ), Hi^^y, ̂ ); it is easy to see that these are compa-

tible under a) with the actions of M(j/) on Eo, Eo considered before. Let:

b) repo M{y, v) be the set of those p e rep M(j^, y) which occur in the restriction of the

M(j0-module H^^, S) to M(j/, v).

Proposition 8.10. — Z^ p erep M(j, y). The following conditions are equivalent:

a) E. ,p+0;

b) E^+0$

c) p erepoM(j^).

p^oy. _ We restrict the vector bundles E, E' to the subset V = { tv \ t e C } of V.

(If v is a semisimple M°(j0-orbit in m(^) and ^ eC then ^.y is again a semisimple

M°(j/)-orbit.) Now M(j, v) acts on these vector bundles (as identity on V). Since V

is connected and the representations of a finite group do not change by deformation, it

follows that the M(js v) modules E,,_Eo (resp. E,, E^) are isomorphic. Using 8.9 a)

we are reduced to showing that the M(j, y)-module H^^y, oS^) is isomorphic to the
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dual of the M(j/, v) -module H^^y, ^*). It is enough to show that the M(^)-module

H;(^, oS^) is isomorphic to the dual of the M(^)-module H;(^, ̂ ).

Since oS^ has finite monodromy, we can find a flat, positive definite hermitian form

on JS^; we can assume, by averaging, that this form is invariant under the action of the

maximal compact subgroup K ofM(j/). This form gives an isomorphism S w £f* of local

systems/R which is semilinear with respect to complex conjugation and is K-invariant.
• w

This induces an isomorphism H^(^y, JSf) ->• H^(^y, oSf*) of R-vector spaces which is

again semilinear with respect to complex conjugation. It is compatible with the action

ofK hence with that ofM(j) (which is also the group of components ofK). From this,

the desired result follows immediately.

Proposition 8.11. — Let Y be a locally closed sub variety of g^, which is a union of nilpotent

orbits.

a) H^(Y,^)=0.

b) The open embedding i : Y <-̂  Y (closure of Y) induces a surjecfive homomorphism

f : H° x ̂ (Y, J^) -> H0 x ̂ (Y, J^).

c) IfY is closed in g^, the closed embedding] : Y ^-> Q^ induces an injective homomorphism

j.-.H^^^Y.^-^H^0^^,^).

Proof. — a) is proved by induction on the number w(Y) of nilpotent orbits contained

in Y. If^(Y) = 1, we use 8.6 e ) . Ifn(Y) > 1, we write Y == Y^ u Yg where Yi is closed

in Y, Ya is Y - Yi and n(Yi) < ^(Y), ^(Yg) < 7z(Y). We write the long exact

sequence 1.5 a) for the partition Y = Y^ u Y^. We may assume a) known for Y^, Yg

and we deduce that it is also true for Y. Now b) follows from the long exact sequence 1.5 a)

for Y = (Y — Y)" u Y and from a) for Y, Y and Y — Y; c ) follows from the long exact

sequence 1.5 a) for g^ == Y u (9^ — Y)'* and from a) for 3^, Y and Qy — Y.

Corollary 8.12. — If Y is as in 8 . 1 1 then ^®1- .A(S) , l®w^A(w) (see 4.3)

define an ^module structure on H^^Y,^). Similarly, S^l-^A'^), l®wh>A'(w)

define another H-module structure on H^^Y, J^). These two li-module structures commute

with each other and hence define an VL®'H'module structure on H^^Y, J?).

Proof. — When Y = g^, this follows from 5.1. When Y is closed in g^, one uses

the case Y = g^? together with 8.11 c) and 3.10. When Y is arbitrary, the corollary

follows from the already known results for Y, using 8.11 b) and 3.10.

Theorem 8.13. — Let y e (9 be as in 8 .1 . Then S ® 1 — A(S), 1 ® w h> A(w) (see 8.1,

8.2) define an H-module structure on H^̂ ,, ̂ ).

Proof. — Let

n, == A(^) A(S) - A(8^) A(^) - ., A(r(S - ̂ )/a,)

as an operator on H^ ,̂ JS )̂ (1 ^ ̂  m).
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We may also regard II, as an endomorphism of the vector bundle E -> V (see 8.7)

mapping each fibre into itself. We only have to prove that this endomorphism is zero.

Consider the endomorphism IT,®1 o f E ® E / = = F (see 8.7).

Let cr be a section of the vector bundle F which is M(^)-invariant. Then a is in

the image of the homomorphism (3 in 8.4 (see 1.9 a}); now II, is zero on the source

of p by 8.12 for Y == (P, and (3 is compatible with the operators A(w), A(^), hence

(II, ® 1) o a == 0 as a section of F.

Now let v e V and let f be an M(j, v) invariant element of the fibre F,,.

For each v ' in the M(j^)-orbit of y, we define f^. eF,,. by f^ = ̂ (f) where

Y : F,, -> Fy, is the action on F of an element y e M(j») such that yy = v\ (Then fy, is

independent ofy by the M(j^, v) invariance of v.)

Since the M(j/)-orbit ofv is finite, we see from the Chinese Remainder Theorem

that there exists a section ^ of F such that Oi(y') ==f^ for all v ' in that M{jy) -orbit.

Let or == | M(j/) |~"1 Syo a^ (sum over all y eM(^)).

This is then an M(j/)-invariant section, still satisfying Gr(»') =f^ for all v ' in the

M(j^)-orbit in v. In particular, it satisfies a{v) ==f^ ==/. As (II,® 1) o cr == 0, we must

have also (II, ®1) (/) ==0.

Thus II,® 1 is zero on F^.

Consider the C-linear map

Y:E,®E;®(E;)* -^E^

defined by ei® e2®S3-> £3(82) ei. It ijs clearly compatible with the endomorphisms

n,® 1 ® 1 of E^®E;® (E;)* and 11, of E,.
Its restriction to the subspace (E^® Ey)^^® (E^)* is surjective. (This follows

from the equivalence of a) and b) in 8.10.) But as we have seen above, II,® 1 ® 1 is

zero on this subspace. It follows that II, is zero on E,,. Since v is arbitrary, II,: E -> E

is zero and the theorem is proved.

8.14. The H-module structure on H^^y, ̂ ) in 8.13 is defined by operators

which are H^o^-linear and commute with the action of M(j»), hence it defines an

H-module structure on each fibre E,, (v e V) of E -> V (see 8.7) and on each E,, p

(p erepoM(j, v), see 8.9 b}). The H-modules E,, p (p erepoM(j», v)) are called stan-

dard. Let (<T, To) ev. We shall write sometimes E ^ y ^ y p instead of E,,p. Thus, the

standard H-module E^y^y ̂ p is defined for any semisimple element a e g, any nilpotent

element y e g, any TQ e C such that [cr,Y] = 2roj/ and any p e repo M(j?, CT, rg) (see 8.8,

8.9). Clearly, the isomorphism class of the H-module Eo^^p depends only on r^

and the G-conjugacy class of 0,^5 p.

Theorem 8.15. — Any simple H-module ̂  is a quotient of a standard H-module.

Proof. — We can clearly find a non-zero H-linear map H -> c ,̂ where H is regarded

as a left H-module in the obvious way. By 6.3 we can find a non-zero H-linear map
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H0^^, S") ->JK where H^0^, J^) is regarded as an H-module as in the first

sentence of 8.12. Let Y be a closed G X C* stable subvariety of Qy such that a) there

exists a non-zero H-linear map 9 : H^^Y, J^) ->J( (for the H-module structure

in the first sentence of 8.12) and b) Y is minimal subject to property a). ( (< Minimal "

refers to the partial order given by inclusion.) Such Y exists since Y === Qy satisfies a)

and the number of nilpotent orbits in g is finite. Consider a nilpotent orbit which is

open in Y. We may assume that it is 6 of 8.1. We have an exact sequence

0 -^^((Y - OY\ ̂ ) ^> H^^Y, ̂ ) -^H^0^, J^) ->0

(by 1.5^ and 8.11 a) applied to Y, Y — (P, 0). It is an exact sequence ofH-modules

(8.12, 3.10). By the minimality ofY, 9 must be zero on the image ofy hence it factors

through a non-zero H-linear map H^0^,^) ^JK.

Using 8.6 a) and the fact (1.9 a)) that (B in 8.4 is an isomorphism onto the

M(j^)-invariants, we deduce that there exists a non-zero H-linear map (A')^^ —>^K

where A' (see 8.4) is regarded as an H-module using the operators 8.13 on the first

factor and the identity on the second factor of the tensor product. Composing this with

the averaging map A' -> ^
tmv) (a surjective H-linear map) we find a non-zero H-linear

map A' ->^. It follows that there exists a non-zero H-linear map 9:^ —>^( where
^ ^ H^O^, J^).

A well-known argument of Dixmier (applicable since H has countable dimension

over C) shows that the centre of H acts on ̂  by scalar operators. Hence, by 6.5, there

exists a maximal ideal I of Sw such that I acts as zero on c .̂

Let v : HQ^C* "^^Wv) ^e t^le homomorphism induced (1.4 g ) ) by the inclusion
M°(^) <-^G X C* and let v': H^c* -^SW be the (surjective) homomorphism defined

by 4.3 c ) .

Then I' = '/"^(I) is a maximal ideal of H^c** I^om the definitions, it is easy

to see that, for h eH^c*? t^le ^tion of v(A) on ^ (by the H^o^-module structure)

coincides with the action ofv'(A) (by the H-module structure). It follows that 9(1" .^) == 0

where I" is the ideal ofH^y) generated by v(I').

Now v corresponds to a finite morphism between the corresponding affine varieties

(a semisimple orbit of G X C* on g <9 C intersects m(j^) in a union of finitely many

orbits ofM°(j?)). Hence H^y) is integral over the image of v and I" has finite C-codi-

mension in H^y). Note also that I" is a proper ideal (otherwise it would follow

that 9 = 0 ) . Since H^y)/!" is an artinian C-algebra =t= 0, there exist maximal ideals

Ji? J2? • • • ? J s
 of ^(y) (J ^ !) and integers n^ ^ 1, ^ ^ 1, ..., n, ̂  1 such that

I"^jrS ... ,r 'CJ^ and the natural map H^/I" -> ® ^WvW
 is an algebra

• i • l^i^ 8
isomorphism.

It follows that Jf/r'J^^ © Jf/J^Jf hence there exists i d ^ i ^ s ) such
l^i<<

that 9 defines a non-zero H-linear map J^/J^'J?7 ->^.

Let Jf' =J^/JnJ^ (J ==Jp^ = ^). Then ^f' is finite dimensional over C, is
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a module over the local algebra H^o^/J^ with maximal ideal J/J", is an H-module

and there exists a non-zero H-linear map ^ ' ->^(. By a simple lemma [5, 5.14] it

follows that there exists a non-zero H-linear map Jf/J^' == ̂ 7J^ —>^. Hence with
the notation of 8.7, there exists a non-zero H-linear map E,, -> ̂  for some v e V.

Since Ey is a direct sum of standard H-modules, the theorem follows.

8.16. As in 8.7, we regard H^ ^ c* as ̂  coordinate ring of an affine variety U
whose points are the semisimple G X CT-orbits in 9 © C. If ^ is a finitely generated

H^ x c*-module we define the support of ^K to be the set of all u e U such that the loca-

lization of^ at the maximal ideal of H^c* corresponding to u is non-zero. This is a

closed subvariety ofU. From the two descriptions of A " ' in 8.4, we see that the support

of H^0111 ,̂ ̂ ) is contained in the set of semisimple G X C-orbits on Q@C which

meet vc\{y). Using this, and the exact sequences 1.5 a) we see that:

a) if Y is as in 8.11 andj/i, .. .,j^ is a set of representatives for the G-orbits in Y, then

the support of the H^ ̂ -module H^^Y,.^) is contained in the set of semi-

simple G x C*-orbits on Q@C which meet m(^i) u m{y^ u ... u m(j^).

Theorem 8.17. — Let (cr, r^ e Q @ C be a semisimple element such that r^ =t= 0. Then

a) Z^(cr) acts (by the adjoint action) on the vector space { x e Q [ [a, x] = 2ro x } with

finitely many orbits. This vector space consists of nilpotent elements.

b) Let y be an element in the unique open orbit of the action in a). Then (or, ry) em{y).

Let p e repo M(^, (T, r^). Then the standard H-module Eg ^y^ (see 8.14) is simple.

c) Let CT', ^o,y, p' be another set of data satisfying the same assumptions as (T, ro,j/, p above,

and assume that the standard H-module Eg. y. y. . is isomorphic to E^ y y . Then rg == r^

and there exists g e G which conjugates (cr',j»', p') to (<r,j, p).

In preparation for the proof, we state the following elementary result.

Lemma 8.18. — Let A be an algebra over C with an involutive anti-automorphism a \-> 2,

let E,,E,' be finite C-dimensional A-modules ( l ^ i ^p ) . We regard E = © (E,®nE,')
_ i^i^p

as an A® Q A-module in a natural way. Assume that there exists e e E such that

a) (fl®l) e = ( 1 ® ^ ) efor all a e A,

b) a -> {a ® 1) s is a surjective map A —> E.

Then E^ (1 ^ z ̂  p) are simple, mutually non-isomorphic A-modules.

The proof is left to the reader.

8.19. Proof of 8.17. — The second statement of 8.17 a) is obvious. The first

statement of 8.17 a) is a consequence of [5, 5.4 c}] and the finiteness of the number of

nilpotent orbits in g.

We now prove 8.17 b). As in 8.1, we denote by (9 the G-orbit ofy in g. Let (9 be the

union of all nilpotent G-orbits in g which contain (0 in their closure. Then 0 is closed in 0
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and (5 is open in g^. From our assumption it follows that the vector space in 8.17 a)

has empty intersection with (9 — 0. Hence, by 8.16 a),

a) the support of the H(^ ̂ -module H0^*^ — 0 ) " , ̂ ) does not contain the

G X CT-orbit of (o, r^) in g @ C.

Using 1.5 a) for the partition ((?)" == Q U {S — fl?)" and 8.11 a) we obtain an
exact sequence of H0H-modules

0 -.H0^^,^) -^H0^^)",^) -^H^0^^- ^P)",^) ->0

regarded as a H^ x c*-algebra via the homomorphism H^ ^ c» -^ C defined by evaluation

of an element ofS(g®C) at ((7,^0). We tensor the previous exact sequence with Cy y

over Ho-
using a), we see that we obtain an isomorphism:

b) C,, „ ®Hoxc. H° x c^, ̂ ) ̂  C,, „ ®^ H0 x ̂ ((^ •\ ^).

From 8.11 &^, we have a surjective H®H-linear map

c ) H^^a^^-^H0^^^)",^).

Tensoring the algebra homomorphism H^c,-^C^^ with H0"0^^)*', J')
gives a surjective H®H-linear map

d) H^^^)",^) -^C.^^^^H^^^)"^).

The composition of c ) , d) and the inverse of b) is a surjective H®H"linear map

e ) H^0^,^) ^C.^^^^H0^'^^).

Using 8.4, 8.6 a) and 1.9 a) we have an isomorphism of H ® H-modules

f) H0^^, ̂ ) ^ (A')^.

(A' as in 8.4; we regard A' as an H0H-module using the H-module structure on

H^^y, JSf5) in 8.13 and the analogous H-module structure on H^^y, ̂ ).)

Let y be the M°(j»)-orbit of (o, fo) in m(^). Taking the value of a section of F

at », defines an H ® H-linear A' -> F,,. This restricts to a surjective H ® H-linear map

^ (A^^-^F^^

(see the proof of 8.13). We have

h) F^ == (E^E;)5^^ = © (E^®E^)
p

where p runs over repo(M(^, v)) (see 8.10).

Composing f)^ g ) , h) we obtain a surjective H® H-linear map

i) HGXC^,^)->e(E^p®E^,).
p

The maximal ideal I of H^ ^ c* corresponding to (cr, To) clearly acts as 0 on the

right hand side of i) (via H^c* ̂  SWCH@ CCH0H) hence l
) factors through a

surjective H ® H-linear map

^ €!„,,, ®H^,. H0 x
 ̂ {Q, ̂  -> ® (E,, p ® E;,,,).

P

26
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Composing e ) andjj gives a surjective H®H-linear map

k ) HGXC-(9^^)^©(E^®E^,).
p

Using 8.4 we see that the assumptions of 8.18 are satisfied for E the right hand
side ofk), A == H, e == image of 1 under the map k). We conclude that the H-modules Ey

are simple and the H-modules E^p, E^p, are isomorphic if and only if p == p'. This
proves 8.17 b).

We now prove 8.17 c) . The G X CT-orbit of (o, ro) e g ® C, or equivalently, the

corresponding maximal ideal I of H^ ̂  can be reconstructed from the H-module E, $

indeed, I is the set of elements of H^ ^ y which act as 0 on E^p, via H^ ^ ̂  -
OD

^ S^ ^> H.

Hence (<T, rj and {a , r^) in c ) are G X CT-conjugate. We can thus assume that

(<y? ^o) == (a/? ^o)- Nowj,y are in the same Z^o) -orbit, by assumption. Hence we can
assume y ==y. But then p === p' by an earlier part of the proof. The theorem is proved.
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