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Abstract

To predict the profitability of a aistomer, today’s firms have to pradice Customer Lifetime
Value (CLV) computation. Different approaches are propacsed in the last ten yeas to
analyze the complex customer phenomenon. One of them is Markov Dedsion Process
(MDP) model. The dassof Markov Modelsis an effedive and aflexibility dedsion model.
Whereas the use of MDP model is limited by its assumption, in this paper, we atempt to
introduce an extension model for MDP: Higher-order Markov Dedsion Model (HMDP).
HMDP can perform excdlently in CLV cdculation and overcome the limitation @ MDP.
By using ared applicaion, we will demonstrate how it can be used efficiently in afirm’s
daily operations.

1. Introduction

The prominent topic of today’s marketers is Customer Relationship Marketing (CRM).
Customers as assets beaome atheme of today’s firm. Firms are seeking ways to maintain
and develop long-term relationships with customers. More or less CRM brings changes to
our lives. For example, dired addressed advertisements are boamed into your mail box or e-
mail acourt everyday. And instead of being abandoned in a narrow space you would try
on clothes in a glamorous fitting room and ke given advice from nice salesmen. In general,
we have been served the best in these years. But, does CRM simply mean something that
only invaves the frontal staff of a firm? Actualy, the revolution d CRM requires a
boundryless corporation across the firm. CRM is an integrated business $rategy to
manage and coordinate austomer interadions, to understand and anticipate the existing and
future need o its current and pdential customers. Facilitating this drategy requires
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appropriate plan, management, processand techndogy [Zablah, 2004. A better CRM can
enforce a harmony mutua longstanding relationship between an organization and its
customer. In abusinessterminology, CRM aims at building up bsinessloyalty. Over years,
rel ationship-marketing promoters claim enthusiasticdly that aloyal customer will repeat a
businesswith the firm so that the businessposition d this firm will be strengthened and the
profitability will be enhanced. As though, investors capitalize billion d ddlars in the
development of CRM. According to a study conduwcted by Aberdeen.com in 2003,it is
estimated that US firms would spend $17.7hilli on onCRM in 2006compare to $10 hilli on
in 2002.However, would it be that simple to clam loyal equals to profit? Certainly the
answer of CRM software vendas is yes, whereas this is a question for the business
exeautives foud take astop before investing expenditures on CRM. The gospel of loyalty
beames a ommon concept for the last ten years. In faa, there isaraising concern of how
much o whether a loya customer will generate atremendous profit for a firm [Reinartz
and Kumar, 2003. The truth is, to grasp the metric of customer revenue, we have to
exercise the Customer Lifetime Value (CLV) analysis.

The main aim of this paper is to give atutoria implementation d higher-order Markov
dedsion processfor customer lifetime value based onthe paper [Ching et a. 2003. The
rest of the paper is organized as follows. In Sedion 2,weintroducethe concept of customer
lifetime value. In Sedion 3,we give the notations and ou models. In Section 4,we present
some pradical numericd examples. Finally a summary is given to conclude the paper in
Sedion 5.

2. Customer Lifetime Value

In marketing research, quantitatively predict revenue generated by a austomer’s entire
trading life with a company is called “Customer Lifetime Value” (CLV). The study of CLV
iIs an art of forecast. Despite the importance of CLV, few companies have adually
cdculated it. Even so, common padices use traditional numericd ill ustrations, like
graphicd representation a tableau olservation, to analyze the complex metric generated by
its customers. One of the reasons for the hesitation d using mathematical models is the
misunderstanding of the complexity of mathematica models [Gupta and Lehmann, 2003.
Besides, many marketers have an impresson that mathematicd models are hard to
implement in a day-to-day operation. Indeed, to compute CLV efficiently and accurately, it
is notable that company shoud move a step further to consider mathematical models
[Berger and Nasr, 1998. Moreover, with today's computer software, lots of mathematicd
models can be easily embedded into a personal compuiter.

The metric of CLV can be divided into two mainstreams: individual-approach or average-
approad [Kumar et al, 2004. Both approadhes can estimate the austomer value in either a
discrete or continuous time planning horizon. The average-approach estimates the total
value gained from al customers. These models incorporate a stochastic distribution
function for the prediction o customer aqquisition rate & different time horizon. Gupta and
Lehmann [Gupta and Lehmann, 2004 present an average-approach that is easy to be
modeled in an infinite horizon and to be cmputed by pulic avail able financial data. The
root of their model is from a popuar classof financia discourt cash flow work where the
time horizon dscount value & well as customer retention rates are incorporated within.
Their study successfully addressed the link between the austomer value and the firm market
value.
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The use of individual-approach, on the other hand, address to the action level. The
individual CLV approach aims at predicting the customer migration. The most well known
method would be RFM [Recency, Frequency, and Monetary]. The cornerstone of RFM is
that a customer’s probability of consumption in the following horizon is governed by
customers recency of purchase, the frequency of purchase and the amount spend on
purchase. Markov Decision Process (MDP) is one of the RFM modes (Pfeifer and
Carraway, 2000). MDP is so well-developed in the field of decision science that
methodology for implementing are widely published. In CLV calculation, MDP can be
used to model both customer retention and customer migration situations. However, the
MDP assumption of static at the entire process is hard to achieve in areal setting [Jain and
Singh, 2002]. The flexibility and simplicity of MDP build on an assumption: every
probability incident solely relies on those in the previous state. That is, what happens today
Is the consequence of yesterday, only. And, the probability of incident is the same for
everyday. However, in redlity, most of the incidents are intertwined from more than one
previous horizon. In addition, as supported by Reinartz and Kumar (2002), the generd
class of RFM approach, including MDP, will leave out non-frequent buyers. Reinartz and
Kumar (2003) proposed a new approach that the profitable lifetime duration captures the
dynamic nature of the customer-firm relationship through the time varying nature of the
independent variable. That is no matter a customer is a frequent-loyaler or non-frequent-
loyaler, the value of him/her would be studied. It is remarkable that their study deals with a
single firm. Competitive information is out of the study scope.

To fill the delinquency of these models, we intend to present a model that establishes base
on MDP: Higher-order Markov Decision Process (HMDP). First we show how one can use
HMDP to efficiently incorporate the estimation non-frequency customers values. Also,
although different individual CLV models are proposed, very few researchers have studied
models which incorporate promotion budget allocation under competitive and stochastic
situation. We will demonstrate how to model MDP or HMDP to achieve such situations. In
addition, the solutions of our proposed MDP and HMDP models are computed by an
optimization tool that solution formula can be embedded into an EXCEL worksheet to
demonstrate the ssimplicity of incorporating these so called sophisticated models into daily
operations. A real businesses application will be presented to show the efficiency of HMDP
and MDP as well as the use of them in budgeting. Finally, we will pinpoint remarks for
researchers and managers.

3. Definition and Modeling

To set an idea, we illustrate our work based on areal business problem encountered by Tel
(we use a nickname here). A telecommunication company Tel is a long distance phone
caling service provider. The call receiving quality of Tel is known to be the best in the
market. Pros and cons, to pledge its service quality, Tel invests numerous for operation and
maintenance. In recent year, the competition in the long distance phone calling service
market has been set to intensify. Companies, specifically for middie-size and small
enterprises, are shifting to use other long-distance call providers which provide cheap but
only acceptable receiving quality. The cheap phone rates provided by competitors continue
to impose pressure on this once dominant carrier.

Tel strives strategy to struggle out of this chalenge. Improving and strengthen its
relationship with customers is one of the thoughts. Tel will promote a special discount rate
for existing customers as well as potential customers. Tel believes that a promotion is
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beneficial to a longer period as it stands. This is becaise austomers establish a sense of
business loyalty to Tel. Whereas money is the key ingredient of running business this
sense of businessloyalty will flame out in a certain time. To launch promotion, additi onal
operational costs are required for media alvertisement, mailing caegory and hring
temporary staff for warm telephore call. Under this circumstance Tel has to estimate four
figures. Thefirst one is the value of the canpaign to ead individual customer. Isit worth
to give adiscourt rate to each customer? What is the return? The secondis the duration o
promotion undr the budget control. The third is the promotion periodic pattern. The last
one is the anourt for capitalizing this campaign. None of these fadors are necessarily
mutually exclusive. Indeed, they are aossrelated to ead ather.

We seethat the dass of Markov models is the most suitable for pradicing CLV in this
circumstance. The gproach will be illustrated in this sdion. To simplify the discusson,
reference for classof Markov models, i.e. bah MDP and HMDP, will be called Markov.
All Markov formulation is applicable to bah MDP and HMDP. We will aso identify the
different setting or operation between MDP and HMDP.

Step 1. Spedficaion d states and danning horizon

There ae two core bases for Markov: planning horizon and state. The entire studying
period is decompaosed into an equal length of duration which is termed as the planning
horizon. We fix “week” as the planning horizon for the Tel study and use whale planning
horizon to describe the entire planning period. The planning horizonis indexed by t, where
t=1, 2, ... T. If Tel amsat estimating twenty weeks of its CLV, T would be equal to 20.
Also, in Markov, the whale planning horizon would be ather finite or infinite. A prefixed
time line of the whae planning horizon is defined as a finite study (for example T=20).
Infinite horizon refersto a plan that last forever.

The second Markov specificdion is state which is the mode of existence for the system.
For example, states for daily weaher forecast are sunny, cloudy and rainy. States defined

asSt where t= 1,2, ..., T indicaes the planning horizon undyr study. At each panning
horizon, we dassfy al existing customers into three céegories according to their long-
distance cdl usagerate, starting from highest to lowest: 1-Gold, 2-Silver, and 3-Bronze. We
add the fourth state, 4-Audit which represents an individua who is a astomer of Tel ‘s
competitors. In our foll owing discusson, we use the word “outsider” to describe them. All
four caegories are states of the Markov, as illustrated by Figure 1. For example, if a
customer migrates from Gold at week 1 to Bronze & week 2, the state for this customer is

S =1S,=3

Step 2: Calculation d transition probabiliti es
A customer will undergo a change of state & the end of every horizon. The dange is in
asciate with a set of probabiliti es. A probability for a austomer, who, at time t, in state

9. (fall sinto ore of those categories) given that, at timet he or shewasin statesY: | is
P(S = 0k |Sl =0 782 = qkr",a-l :q|)

For example, the probability for a austomer who hes the state pattern: Silver, Silver, Gold,
Silver and Bronze from week 1to week 5is

P(s,=31S=2,5,=25,=15,=2)

The formulationisindeed orly a general representation d any stochastic process(a process
characterized by probabiliti es).
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Markov Decision Process

A key feature of MDP is built on the absence of all predecessor states, i.e. the future
prospects of customers spend are a function only of the current state and not of the
particular path for the customers took to reach this state. The process of MDP is assumed to
specify only arecency, i.e. astate before. The transaction is a consequence of the previous
state. The probability representation is thus truncated to

P(S =015=0.5,=0.S.=6)=P(S =0 S, =0)
Furthermore, in MDP, the transition is assumed to be independent of time (See Figure 2 for
illustration), thereby leading to the form

P =P(S§ =0 1S41=q) for al t.

These are termed as transition probabilities, which are the probabilities that a state moving
from one to another after a period of transition. Apart from states, there is one more factor

In associate with p'k, promotion or no-promotion. The transition patterns are
correspondence to whether promotion has been launched or not. In 2003, Tel launched the
same campaign for 8 weeks. Together with 12-week data for the no-promotion period, it is
possible to compare the customer behavior between the period of promotion and no-

M
promotion. Thus, one could compile two sets of transition probabilities where Pic’ stands for
the probability at state k which transits from state | in which there is no promotion;

(2)
similarly, Pi” stands for the probability at state k which transits from state | in which there
is promotion launched. It is assumed that all customers in the market are under study, thus
the relationship of these transition probabilities are

N N
lefkl)for 1=12-.. N lelﬁf’ forl=12,---,N

Empirical examples for the transition probabilities are listed in Table 1. The data is a
promotion week’s record. In this promotion week, the total number of customersin state 1
for the whole planning horizon is 5010 and the actual count of the number of customers
from state 1 transit to 3 is 1013. Thus, the transition probability from state 1 to state 2
under promotion would be 1013/5010=0.2022.

Higher-order Markov Decision Process

The general first-order MDP is famous for its flexibility which can be implemented into
many applications, and its objective optimality which best decision can be determined.
However, in the real world, it is easy to violate MDP's “solely single recency” association.
Although we seek for mathematical representations to simplify the real application
problems, a dramatic truncation will bring delinquency to the results. On the other hand, a
sophisticated mathematical model would narrow the scope of application. It is hard to find
atwo-way balanced solution.

Thanks to the fast-growing computational technology, there is a direct and simple
improvement that can generate a better optimal strategy for MDP. This is the introduction
of a higher number of recency, Higher-order Markov Decision Process (HMDP). To
facilitate the discussion, in this paper we will consider a second-order Markov Decision
Process (2-MDP) as a demonstration of this approach. The main difference between MDP
and HMDP is the transition probability. The operation of a 2-MDP requires a specification

69



of events happened in the previous two horizons. The probability of transition becomes
P(St =0 1S, =0,S, =0, S, =G, S :q|): P(S =0 |S-, =0.,S4=9)
= Pi
This is an extension of MDP. Given the above probabilities, the number of transition
probabilities for the 2-MDP expand to N2*N compare with N*N of MDP, where N is the
number of states. In Tel study, the number of transition probabilitiesis sixteen for MDP and
sixty-four for HMDP. The convergence of infinite horizon to a stationary policy is nicely

preserved by the 2-MDP. We termed this as a 2-transition probability. Similar to transition
probability, sum of all 2-transition probabilities at every state are

N N

Zpﬁt’fori,lzlz,---,N lei(li)fori,l=12,---,N

=1 ’ = ’
P ang Pk " - .

where Fikand Mk account for the 2-transition probability for no-promotion and

promotion respectively. For example, the 2-transition probability from state 4 to state 4 to
state 3 under promotion would be 0.1815 (See Table 1).

Step 3: Define promotion cost, operation cost and profitability
As named, customer lifetime value, what are the values here? Values associated with states
are the profit gained from a customer and the resources required for carrying out

promotion. Tel estimates that the promotion budget at state i for a customer would be d,
fori =1, 2, 3, 4. Also, the revenue obtained from a customer in State i with no-promotion

() (2)
would be & and with promotion would be G fori=1, 2 3,4 Asthose for transition
probabilities, these values are computed by 20 weeks data.

Step 4: The mathematical model
We can now start building the mathematical model. At each state, Tel has to decide whether
launching promotion or not.

M arkov Decision Process

At the beginning of every week, Tel aims at maximizing its expected net present value
Vil(t):

l 2 2 L
V. (t) = Maxc® + a; pPV, (t-1),c? —d, + az P2V, (t-1)C
0 = = L (1)
The first choice in the parenthesis is the expected return of the ith type of customer when

@
thereist planning horizon left if no-promotion is launched at this time horizon. Here s

the net gained plus the transition probabilities multiply the gained at the t-1 following
planning horizon, i.e. Vi(t-1) times the discount factor @ . We have similar representation of
the second choice for the expected return for launching promotion.

One of the advantages of MDP is that it can be proved mathematically that a stationary
policy, vi for i =1,2,3,4, exists for an infinite planning horizon. A stationary policy is a
policy that the choice of alternative depends only on the state of the system isin and is
independent of time. This paper attempts not to get deep into this proof. But this nice
property is extremely useful in practice. Interested readers may consult the book by Altman
(Altman ,1999). The existence of a stationary policy implies at any time frame the decision
depends only on the state of the customer is in and is independent of t. The stationary
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policy has the advantage of being computationally simpler. For the infinite horizon case, a
MDP can be represented by the following linear programming problem see [Altman, 1999]:

minx, = ivi

4
0 ©)
V, >C +az P Vi

Subject to , fori=1,2,3,4,5

4
Vi 2 Ci(Z) -d +GZ pi(kZ)Vk
= ,fori=1,2,3,4,5

Vi20 ¢ori=12345

Linear Programming model (LP) is a general decision tool (for more details please refer to

Winston, 1994). In short, it aims to achieve the best value of the objective function
4
minx, = Z "
( =T inthis case) with a set of governed constraints. The set of constraints can be
divided into two, one for the no-promotion period and the other for the promotion period. If
it is a stationary policy, its expected reward is greater than al the right-hand-side value in
(1. Also, theterm Vi(t-1) in (1) isreplaced by vi as this stationary policy achieves the best

across the whole planning horizon. The above linear programming problem can be solved

easily by using spreadsheet EXCEL.

Higher-order Markov Decision Process

Similar to MDP, an optimal strategy exists for HMDP [Ching et a, 2003]. At every time
step, the model aims at maximizing

0 2 4 L
Yy (O =MaxE? +a'y PV (t-D,67 ~d, +a > PV, (-1
. - ; -2
Thisis the total expected reward with state | and previous state i. The model seeks for the

2
best move at the next time step. The probability of being in state k is Piic if promotion is

launched at the Ith planning horizon. In state (i,l), if Tel launches promotion at t, then the
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)
expected reward would be the customer revenue generated by an Ith type of customer, I

minus the promotion cost spends on this Ith type customer, dl, plus the discounted expected

4
az pi(li)\/lk (t-1)
sum of the next planning horizon k= . Similar definition stands for the first

choice of (2)’s parentheses. The stationary policy, vil where i,1=1,2,3,4, for HMDP exists.

The LP that can find the optimal stationary policy for reference:

4 4
minx, = Z Zv”
1= =

4
@ @
ViI 2 Cl +az piIkVIk
=1

Subject to ,fori=1,23,4,1=1,2,34,

4
Vi 2 c:|(2) _dl +GZ pi(li)vlk
= ,fori=1,234,1=1,23,4

Vi 20 fori=1234 1=1234.

4. Numerical Examples

We will present a set of numerical results that can demonstrate the effectiveness of MDP
and HMDP. The numerical data is a real data set provided by Tel.. Settings include the
number of state, the state definition and the planning horizon, are stated as before. We have
four states, 1,2,3,4, and we use week as our planning horizon. We seek for optimal
stationary policy, i.e. optimal solution for infinite horizon.

In each period, we record the number of customers switching from state i to state j. Then,
we divide it by the total number of customersin state i. Thus we get the estimations for the

&

transition probabilities, one for the promotion period, Pic’ | and the other one for the no-
(2)

promotion period, Pic” Similarly one can estimate the 2-transition probabilities. The

calculated transition probabilities are shown in Table 2.

It leaves to compute the 2-transition probabilities for HMDP. Again for each period, we
record the number of customers switching to state k given that the current state isi and the
previous state isj. We then divide it by the total number of customers whose current state

isi and previous state isj. Then we get the estimates for all 2-transition probabilities. The
() 2
2-transition probabilities under promotion Pii and no-promotion Piik period are presented

in Table 3.

For ssimplicity, we fix same promotion cost for all types of customers and this standard
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promotion cost is termed as d. From the customer database, we can obtain the average
@
revenue of a customer in different states in both the promotion period (Ci fori =1,2,34)

®
and the no-promotion period (Ci fori =1,2,34). Weremark that in the promotion period,
a big discount was given to the customers and therefore the revenue was significantly less
than the revenue in the no-promotion period. The revenue is shown in Table 4.

There are three aims for thisreal application. First isto estimate CLV for different types of
customers under promotion and no-promotion period. Second, decide an appropriate
promotion budget for launching promotion. Third, determine the best promotion period. To
do so, we simply modify d in the worksheet. Then, check the optimal solution period with
different d and see the periodic promotion desired by this optimum. Also, discount factor
can be modified to tailor the economic situation.

To demonstrate the operation of optimizing MDP and 2-MDP, we present one set of the
diaindta s Hed3 o0 el Pt tpfr grat ipMIPt oayp biyis
minX, =V, +V, +Vv, +Vv,

Subject to
v, 2139.2 +0.95(0.2380v, +0.2809v, + 0.2069v, + 0.2742v,)

v, 251.72+0.95(0.3261v, +0.1158v, +0.1744v, +0.3837v,)
Vv, =14.03+0.95(0.4964v, +0.0267v, + 0.0623v, + 0.4146v,) |
v, 2 0.95(0.8762v, +0.0053v, +0.0121v, +0.1064v,) '
v, = 43.75-3+0.95(0.1372v, + 0.4447v, +0.2034v, + 0.214’17v4)
Vv, 218.09 — 3+ 0.95(0.2285v, + 0.2148v, + 0.2109v, + 0.3458v,) |
Vv, = 6.97 -3+ 0.95(0.4163v, + 0.0615v, +0.0992v, + 0.4230v,) |
v, = -3+ 0.95(0.8054v, +0.0191v, + 0.0266v, + 0.1489v,) |
Vi, V,,V,;,Vv, 20 ’
For 2-MDP, the LP settingsis ’

mInXO :Vll +V12 +V13 +V14 +V21 +V22 +V23 +V24 +V3l +V32 +V33 +V34 +V41 +V42 +V43 +V44
Subject to
v, 2139.2+0.95(0.4848v,, +0.1923v,, +0.1968v,, + 0.1251v,,)

v, 2 51.72+0.95(0.2302v,, +0.2434v,, + 0.3224v,, +0.2040v,,)
V3 214.03+0.95(0.1437v,, +0.1493v,, + 0.4392v,, + 0.2678v,,) |
v,, = 0.95(0.0818v,, +0.0575v,, +0.2114v,, + 0.6493v,,) |

V,, 2139.2+0.95(0.2901v,, +0.2385v,, +0.2928v,, + 0.1785\;14)
V,, 251.72+0.95(0.1445v,, + 0.2531v,, + 0.3992v,, + 0.2032v24)’
V,; 214.03+0.95(0.0757v,, +0.1411v,, +0.4783v,, +0.3048v,,) |
V,, 2 0.95(0.0349v,, +0.0847v,, +0.2253v,, +0.6551v,,) 1 |
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Va, =139.2+0.95(0.1900v,, +0.2624v,, + 0.3750v,, + 0.1727v,,)

vy, > 51.72+0.95(0.0872v,, +0.1860v,, + 0.4763v,, +0.2505v,,)

Va, =14.03+0.95(0.0234v,, +0.1064v,, +0.5117v,, +0.3584v,,) :
vy, = 0.95(0.0086v,, +0.0227v,, +0.2400v,, + 0.7287v,,)

v, >139.2+0.95(0.1587v,, +0.1343v,, +0.2298v,, +0.4771v,,)

V,, 2 51.72 +0.95(0.0753v,, +0.0980v,, + 0.3069v,, + 0.5199v24)’,

V,; 214.03+0.95(0.0136v;, +0.0329v,, +0.3051v,; +0.6484v,,)
v,, = 0.95(0.0041v,, +0.0098v,, +0.0904v,, +0.8957v,,)

v, > 43.75 - 3+ 0.95(0.6159v,, +0.1855v,, +0.1399v,, +0.0587v,,) |
Vy, 218.00 - 3+0.95(0.3671v,, +0.2487v, +0.2562V, +0.1286v,,)
Viy 2 6.97 = 3+0.95(0.2308vs, +0.2086,, +0.3343v;, +0.2263v,,)

vy, = —3+0.95(0.1494v,, +0.1496v,, +0.2189v,, +0.4822v,,)

v, > 43.75~3+0.95(0.3840v,, + 0.2630v,, +0.2500v,, +0.1030v,,)
V,, = 18.09 - 3+ 0.95(0.2304v,, +0.2704v,, + 0.3757v,, +0.1235v,,,) :
Vzs 2 6.97 = 3+0.95(0.1183v,, +0.2043v,, +0.4323v,, +0.2451,,)

V,, = —3+0.95(0.0834v,, +0.1043v,, +0.2371v,, + 0.5752v,,)
v, > 43.75-3+0.95(0.3203v,, +0.2271v,, +0.3158v,, +0.1368v,,) |
Vz, 218.00 -3+ 0.95(0.15631,, +0.2160v,, +0.4353v,, +0.1915v,,)
Va, = 6.97 — 3+ 0.95(0.0375v,, +0.1661v,, + 0.4952v,, +0.3012v,,)
vy, > ~3+0.95(0.0205v,, +0.0394v,, +0.2662v,, +0.6739v,,)
v, > 43.75 - 3+ 0.95(0.2304v,, +0.1482v., +0.2919v,, +0.3295v.,) |
Vi 218.00 -3+ 0.95(0.1172v,, +0.1324v,, +0.3033v;, +04471v,,)
V,, = 6.97 — 3+ 0.95(0.0320v,, +0.0549v,, + 0.3258v,, + 0.5873v,,)
V,, 2 ~3+0.95(0.0088v,, +0.0166v,, +0.1225v, +0.8521v,,) |

V117V12’V13'Vl4'V21’V22’V23'V24'V31'V32’V33’V34’V417V42'V43'V44 20

Interested readers can download the EXCEL files for trial: http://hkumaths/~wkc/mdp.zip
for MDP and http://hkumaths/~wkc/hmdp.zip for HMDP. All the transition probabilities,
revenue, promotion cost and discount value are available in the sheet. To activate the LP
solver, readers can click Tools->Solver->Solve. The generated expected reward and
optimal policy are presented in the given worksheet. For further information concerning
about using worksheet to build HMDP models, please refer to [Ching et al., 2004].

In order to compare the result generated by MDP and HMDP, we plotted the expected
reward generated by these two models with different discount factors and promotion costs
in Figure 3. In Figure 4, the top left chart corresponds to discount value 0.99. The expected
reward for MDP and HMDP are similar. Only the expected reward of HMDP is slightly
higher than that of MDP when promotion cost was increased to 6 units. However, for a
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higher discount value, the difference is significant. The top-right figure and bottom
correspond to discount value 0.95 and 0.90. For promotion costs 1 to 6, the expected
reward of HMDP is higher than those of MDP.

5. Summary

This paper illustrates how the class of Markov Processes is appropriate for CLV modeling.
A magor advantage is the flexibility in the way of incorporating budgeting, customer
retention rates and expected revenue into a single model. Secondly, as shown, the
advantage for both HMDP and MDP is the existence of an optimal stationary policy. Also,
the generation of optimal solution is convenient and fast. Firms can easily incorporate it
into a day-to-day by using a PC. Moreover, numerous of extensions can be incorporated
into Markov models. For example, users can dedicate the promotion period into the
solution LP.

Readers would wonder: what are the differences for these two models? What are the
criteriafor using them? The greatest assumption underlay MDP is the sole dependence of a
state before. For most of the situations, this would prohibit the accuracy of MDP. If an
application that forecasts to be an intertwined of several consequences, it is suggested to
use HMDP. On the other hand, the main draw back for HMDP is abundance of data is
required for the transition probabilities estimation. Thus, it is recommended that HMDP is
used in the case where sufficient data are available. In any case, Markov type models are
well-defined and convenient to usein real settings.
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FIGURES
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TABLES

Transition Probabilitiesfor M DP at one of the promotion week

Tr?na;?on ay la |y | w | ey |ey eyl ey | 6| 6|6y 6a| 4y | @2 | 43 | @
ActualCount| 74 | 34 | 33 | 36 | 9 | 61 | 8 | 77 | 100 | 215 | 789 | 727 | 357 | 330 | 1257 | 4876
Pfgsna;tl'l‘t’& 0.4181 | 0.1921 | 0.1864 | 0.2034 | 0.2839 | 0.1924 | 0.2808 | 0.2429 | 0.0989 | 0.1119 | 0.4107 | 0.3785 | 0.0523 | 0.0484 | 0.1843 | 0.715
Transition Probabilities for HM DP at one of the promotion week

Tr?na;?on a1y |ary |y |ais | @2y | @22 @23 | @249 | @3y | @32 | w33 | @3] @) | @wa2) | 143 | @44
Actual Count | 15 6 4 4 8 6 3 3 7 6 6 7 1 3 5 9

JLSZE.T.?.'; 05172 [ 0.2069 | 0.1379| 0.1379| 0.4 | 03 | 015 | 015 |0.2692|0.2308 | 0.2308 | 0.2692 | 0.0556 | 0.1667 | 0.2778 | 05
Tr?na;fon iy ei|ery|eia |2y ] 222|223 | @24 | @31 | 232|233 | 234 @41 | 242 | 243) | 244
Actual Count | 9 8 2 3 8 7 11 5 4 15 | 35 | 12 5 5 12 37

Pfgsna;“z’; 0.4091 | 0.3636 | 0.0909 | 0.1364 | 0.2581 | 0.2258 | 0.3548 | 0.1613 | 0.0606 | 0.2273 | 0.5303 | 0.1818 | 0.0847 | 0.0847 | 0.2034 | 0.6271
Tr?na;fon 611|612 | 6Ly |cLe|E21](6B22]G23)| G244 ]G3 |332 (333|634 ]| G341 | 342 | 343) | (344
Actual Count | 15 7 8 2 16 | 15 | 35 | 17 | 38 | 77 | 299 | 172 | 13 23 156 | 405
Ptggg;tl'lz'; 0.4688 | 0.2188 | 0.25 | 0.0625 | 0.1928 | 0.1807 | 0.4217 | 0.2048 | 0.0648 | 0.1314 | 0.5102 | 0.2935 | 0.0218 | 0.0385 | 0.2613 | 0.6784
Tr?na;?on @10 @12 | @13 | @1a| @20 ] @22 | @23 | @249 ] 430|432 | 433 | 4349 ]| @42 | @42 | 443) | @44
ActualCount| 35 | 13 | 19 | 27 | 58 | 33 | 40 | 52 | 141 | 139 | 449 | 543 | 340 | 304 | 1110 | 4363
Ptggg;tl'lz'; 0.3723 | 0.1383 | 0.2021 | 0.2872 | 0.3169 | 0.1803 | 0.2186 | 0.2842 | 0.1108 | 0.1093 | 0.353 | 0.4269 | 0.0556 | 0.0497 | 0.1815 | 0.7133

Table 1. Calculation of transition
promotion)

probabilities and 2-transition probabilities (with
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Promotion No-Promotion
States 1 2 3 4 1 2 3 4
1 0.1372 0.4447 0.2034 0.2147 | | 0.2380 0.2809 0.2069 0.2742
2 0.2285 0.2148 0.2109 0.3458 | | 0.2380 0.2809 0.2069 0.2742
3 0.4163 0.0615 0.0992 0.4230 | | 0.4964 0.0267 0.0623 0.4146
4 0.8054 0.0191 0.0266 0.1489 | | 0.8762 0.0053 0.0121 0.1064
Table 2. Transition Probabilities for MDP
Promotion No-Promotion
States 1 2 3 4 1 2 3 4
(1,2) 0.6159 0.1855 0.1399  0.0587 0.4848 01933 0.1968 0.1251
(1,2) 0.3671  0.2481 0.2562 0.1286 0.2302 02434 0.3224  0.2040
(1,3) 0.2308 0.2086 0.3343  0.2263 0.1437 01493 04392 0.2678
(1,4) 0.1494 01496 0.2189  0.4822 0.0818 0.0575 0.2114  0.6493
(2,1) 0.3840 0.2630 0.2500  0.1030 0.2901 02385 0.2928 0.1785
(2,2) 02304 02704 0.3757 0.1235 0.1445 02531 0.3992 0.2032
(23) 0.1183  0.2043 04323 0.2451 0.0757 01411 04783 0.3048
(2,4) 0.0834 01043 0.2371 0.5752 0.0349 0.0847 0.2253  0.6551
(3.1 0.3203 02271 0.3158  0.1368 0.1900 02624 0.3750 0.1727
(3.2 0.1563  0.2167 04353  0.1915 0.0872 0.1860 04763  0.2505
(33) 0.0375 01661 04952 0.3012 0.0234 01064 05117 0.3584
(34) 0.0205 0.0394 0.2662 0.6739 0.0086  0.0227 0.2400 0.7287
4,2 02304 01482 0.2919 0.3295 0.1587 0.1343 0.2298 0.4771
4,2) 0.1172 01324 0.3033  0.4471 0.0753 0.0980 0.3069  0.5199
4.3 0.0320 0.0549 0.3258 0.5873 0.0136 0.0329 0.3051 0.6484
(4,4) 0.0088 0.0166 0.1225 0.8521 0.0041 0.0098 0.0904 0.8957

Table 3. 2-Transition Probabilities for HMDP

State 1 2 3 4
Minutes >40 21to40 1to20 0
Promotion 43.75 18 6.97 0
No-promotion | 139.2 51.72 14.03 0

Table 4. Revenues
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