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Abstract—Disruption of electric power operations can be
catastrophic on national security and the economy. Due to the
complexity of widely dispersed assets and the interdependences
among computer, communication, and power infrastructures, the
requirement to meet security and quality compliance on opera-
tions is a challenging issue. In recent years, the North American
Electric Reliability Corporation (NERC) established a cybersecu-
rity standard that requires utilities’ compliance on cybersecurity
of control systems. This standard identifies several cyber-related
vulnerabilities that exist in control systems and recommends
several remedial actions (e.g., best practices). In this paper, a
comprehensive survey on cybersecurity of critical infrastructures
is reported. A supervisory control and data acquisition security
framework with the following four major components is proposed:
1) real-time monitoring; 2) anomaly detection; 3) impact analy-
sis; and 4) mitigation strategies. In addition, an attack-tree-based
methodology for impact analysis is developed. The attack-tree
formulation based on power system control networks is used to
evaluate system-, scenario-, and leaf-level vulnerabilities by iden-
tifying the system’s adversary objectives. The leaf vulnerability
is fundamental to the methodology that involves port auditing or
password strength evaluation. The measure of vulnerabilities in
the power system control framework is determined based on ex-
isting cybersecurity conditions, and then, the vulnerability indices
are evaluated.

Index Terms—Attack tree, cybersecurity, defense systems,
power system control, security vulnerability.

I. INTRODUCTION

CRITICAL infrastructures are complex physical and cyber-
based systems that form the lifeline of a modern soci-

ety, and their reliable and secure operation is of paramount
importance to national security and economic vitality. In most
sense, the cyber system forms the backbone of a nation’s critical
infrastructures, which means that a major security incident on
cyber systems could have significant impacts on the reliable
and safe operations of the physical systems that rely on it.
The recent findings, as documented in government reports [1]–
[7], indicate the growing threat of physical and cyber-based
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attacks in numbers and sophistication on electric grids and
other critical infrastructure systems. The focus of this paper
is the cybersecurity of an electric power infrastructure. The
three modes of malicious attacks on power infrastructure are
as follows: 1) attack upon the system; 2) attack by the system;
and 3) attack through the system [8].

Physical security of the power infrastructure has been recog-
nized by the power community as an important issue. One
example precaution was to prevent vandalism on unmanned
substations [9]. Due to the growing concern over the potential
sabotage, the focus of physical security has been broadened
to incorporate critical substations that may result in cascading
effects, leading to a wide-area blackout [10]. The application of
sensors to monitor the structural health of transmission lines is
also an important way to reduce the power system vulnerability
[11]. Electronic security is as important as physical security due
to the potential impact that can be made through operations
of critical cyberassets. Electronic security here refers to the
security of critical cyberassets of the power infrastructure. It
includes the supervisory control and data acquisition (SCADA)
systems that are widely used in the industry for monitoring
and control of the power grid. These systems include computer
and communication devices installed in power plants, substa-
tions, energy control centers, company headquarters, regional
operating offices, and large load sites. Cybersecurity of crit-
ical infrastructures systems encompasses three major control
systems. SCADA systems are the central nerve system of a
wide-area control network that constantly gathers the latest
status from remote units [1]. A process control system (PCS) is
implemented with a closed-loop control for an ongoing task. A
distributed control system (DCS) is the complex combinations
of SCADA and PCS. Fundamental materials about SCADA are
further detailed in [3], [12], and [13]. A variety of communica-
tion systems are deployed on the power grid for the purpose of
monitoring and control. The analog and status data acquired by
SCADA are utilized by an energy management system (EMS)
in the control center to perform a wide range of system func-
tions, including real-time control. The communication system
for wide-area protection and control of a power system can
be weakened due to component failures or communication
delays [14]. Failure of an important communication channel
in the operational environment could result in an inability to
control or operate important facilities, leading to possible power
outages. Other than the communication between the control
center and substations that has long been established, the inter-
control center communication through the Internet serves as the
data exchange mechanism between interconnected networks
[15]. Analyzing the events at the interfaces between power and
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telecommunication systems is an important way to understand
their dependences [16]. The use of standard protocols on critical
systems leads to a source of vulnerability [17].

Due to technological changes over the last decade, protocols
have been refined to become more flexible in their interoper-
ability and maintainability, specifically in an open architecture
with high-speed communications [12], [18]. The evolution of
SCADA systems has also raised concerns about cyber-related
vulnerabilities [2], [13]. In addition, interdependences among
computers, communication, and power infrastructures have in-
creased the risks due to complexity of the integrated infrastruc-
tures [19]. Although the complex infrastructure provides great
capabilities for operation, control, business, and analysis, it
also increases security risks due to cyber-related vulnerabilities.
Technological advances can help to reduce the deficiencies of
current power and communication systems [20]. However, tech-
nological complexity can also lead to security breaches that are
prone to electronic intrusions. A successful intrusion into the
control networks can lead to undesirable switching operations
executed by attackers, resulting in widespread power outages.
Another potential scenarios are intrusion into one or more
substations and alteration of the protective relay settings, which
could result in undesirable tripping of circuit breakers. The
vulnerabilities of a power system include three main compo-
nents, i.e., computer, communication, and power system [21]–
[24]. Attacks can be targeted at specific systems, subsystems,
and multiple locations simultaneously from a remote location.
Entities in the control center, substation automation system
(SAS) [25], [26], distribution management system, Independent
System Operator (ISO), and power plant process control system
[27]–[31] are interlinked. Interdependence plays an essential
role in vulnerability assessment. An enhanced authentication
process on the critical cyberassets, such as access to certain
control functions, should be validated through the biometric
features of an individual [32].

Security awareness for emerging technologies is critical to
prevent cyberattacks. Information security in an open system
architecture, with respect to potential threats and goals (in terms
of confidentiality, integrity, availability, and accountability), is
a challenging task [33]. ISO/IEC 17779 recommends a list of
important controls on the information security management
system [34]. A virtual enterprise is one way to promote a
collaborative group of managing existing network enterprises
by coordinating, controlling, and communicating remotely to
the networks with different roles and user types [35]. Govern-
ments have responded by increasing national readiness as the
connectivity of control networks increases [4]. Vulnerability
assessment for process control systems has been recognized
as an important task that has an impact on power system
operation [36], [37]. The International Electrotechnical Com-
mission Technical Council (IEC TC 57), i.e., power system
management and associated information exchange, has ad-
vanced the standard communication protocol security in
IEC62351 with stronger encryption and authentication mecha-
nisms [38]. Such mechanisms allow verification and evaluation
of potential threats. Aside from the deficiencies of the commu-
nication architecture on availability, scalability, and quality of
service in real time, a new approach has been envisioned for
strengthening power grid in terms of security, efficiency, and
reliability [39], [40].

The observation of computer intruder activities by the U.S.
Computer Emergency Readiness Team (US-CERT) has been
undertaken since the late 1980s. The sophistication of attack
trends has advanced from automated to highly firewall-
permeable and distributed fashions [41]. Increasingly sophis-
ticated tools help to penetrate existing network connections
[42]. Reference [7] identifies the latest cybersecurity technolo-
gies for protection. The findings in a 2004 report from the
Government Accountability Office (GAO) [3] highlight the
extensive plans of sabotage to disrupt the U.S. power grid.
A survey conducted by electric utilities indicates the growing
concern over the attacks on power grid through communi-
cation security breaches. Intrusion into the control networks
remains the highest concern based on the survey [43]. Recent
computer crime and security surveys from the Computer Se-
curity Institute (CSI) indicate that the system penetration by
outsiders may cause high financial losses [44]. Specifically,
it is the third highest financial loss among other attack types
based on the 2007 survey. Due to the fast-growing intrusion
attempts through cyberspace, the analysis of direct and indirect
cybervulnerabilities and cyberthreats is important. The analysis
identifies the possible consequences and measures to prevent
them from attacks [45]. Awareness programs about exploited
vulnerabilities are set up to improve the control system security
[46]. Initiatives addressing the critical infrastructures have been
established by US-CERT, i.e., national SCADA test beds [47],
[48]. Traditional IT solutions may not be well positioned to
control systems in which CERT and national test beds are set up
for strengthening the defense for the domain-specific purpose
[49]. The initial intention of the American Gas Association
12 Task Group is to establish the protection guidelines for
gas SCADA systems [50]. The guidelines have been applied
to water and electricity SCADA systems due to technical and
operational similarities. The compliance set by North American
Electric Reliability Corporation (NERC) Critical Infrastructure
Protection has established permanent policies for utilities in
the U.S. that are helpful for the reduction of risks from a
compromise of critical cyberassets [51], [52]. A comparison
between compliance standards of power entity and other similar
SCADA systems has been reported in [6] and [53]. Research
on information security has stressed on modeling dependability
[54] and risk assessment framework [55], [56]. A new paradigm
for classification of the security level using declustering in
database is introduced [57]. Correlation is also a technique to
identify intrusion into a network [58]. A game approach to
modeling of response strategies for attackers and administrators
is used as a technique to enhance network security [59].

II. SCADA SECURITY FRAMEWORK

A strategic roadmap framework has been developed to ad-
dress the security issue in a proactive manner [1], [60], [61].
To assess the information security of control systems, it is
useful to quantify the resiliency of a power grid in terms of
threats and the impact that they can make. Interdependence
modeling with computer and communication infrastructures is
useful for determination of the system bottleneck [62], [63].
Security system engineering deals with adversary models that
describe attack objectives and relevant impact/mission based on
hypotheses [64]. The key is to identify the system properties.
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Fig. 1. Proposed SCADA Security Framework: RAIM Framework.

Understanding of the mission impact facilitates analytical eval-
uation of the interdependences among infrastructures that can
hinder the effectiveness of attack modeling [65]. Analysis of
the economic impact helps to identify the appropriate measures
that mitigate risks at pivotal network nodes [66], [67].

Fig. 1 shows the proposed security SCADA framework,
which encompasses four key components: 1) real-time moni-
toring; 2) anomaly detection; 3) impact analysis; and 4) miti-
gation strategies (RAIM). Each of the key components will be
elaborated next.

A. Real-Time Monitoring

A variety of information networks are interconnected to the
electric power grid for the purposes of sensing, monitoring, and
control [68], [69]. These information networks are closely asso-
ciated with the SCADA system. The environment of a SCADA
system involves a control center, intelligent electronic devices
(IEDs) at substations, distributed sensors that measure electrical
and other quantities on the network, and a variety of communi-
cation links between the control center and substations. These
communication links are wireline circuits, microwave channels,
or power-line carrier channels. As mentioned, the data acquired
through the SCADA system are utilized in the EMS for a wide
range of system operation and real-time control functions.

Denial-of-service (DoS) attacks are among the most detri-
mental, which affect computer and communication perfor-
mance through resource exhaustion in terms of compute
cycles, buffers, and communication bandwidth [69]. A typical

resource exhaustion attack, such as a packet flooding attack,
involves compromised machines sending a large number of
spurious packets to a target server(s) and/or network, which is
the potential victim. In addition, there have been large-scale
worm propagation activities in recent years that consume a
significant amount of compute and network resources, causing
disruptions to information infrastructure systems. DoS attacks
have evolved to distributed forms [70]. Building a norm profile
is essential to detect various flooding attacks by identifying
the changes from normal activities. Information and commu-
nication infrastructures that are integral parts of the electric
power system are not exempt from this potential trend and
the consequences. In fact, these issues are more pronounced
in critical infrastructure systems due to the legacy nature of
the information/communication technologies used therein and
the catastrophic nature of the consequences. For example,
a DoS attack on power infrastructure elements such as the
substation, control center, or the communication network can
have a serious effect on the SCADA system and the associ-
ated critical functions. These functions include state estima-
tion, alarm processing, and preventive or emergency controls.
Resource-exhaustion-based DoS attacks could come in the
following forms in an electric power grid environment.

1) They slow down or bring down the control center
network, causing degradation in its real-time control
performance.

2) They slow down or bring down SASs, causing degrada-
tion in real-time sensing and actuation performance.
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3) Congest the forward and/or backward communication
paths, causing the communication latencies to exceed
the limit that can be tolerated for real-time SCADA
operation.

Resource-exhaustion-based DoS attacks can be launched
even if control centers and substations are fully secured by
the latest security technologies and secure versions of SCADA
protocols. Examples of secure versions are Modbus and Inter-
Control Center Communication Protocols (ICCP) [15].

B. Anomaly Detection

Anomaly detection is based on event correlation techniques
to systematically establish the relationship between statistical
data sets from various sources. This is an approach to ex-
tract and analyze the audit data from power instruments and
cyber-related logs to distinguish if a threat is credible [41].
Event correlations can be categorized as follows: 1) temporal;
2) spatial; or 3) hybrid. These combinations introduce a dif-
ferent perspective of threats that may capture local or global
abnormality [71], [72].

Sources in SASs that can be correlated in the substation-level
(local) and control center (global) networks include the follow-
ing : 1) relay setting of IEDs [73], [74]; 2) user credentials and
application logs; 3) traffic logs, such as volume within local
and global networks; and 4) status of running applications. An
adaptive anomaly detection strategy to deal with the incomplete
data is essential, particularly to identify intentional deception
or data errors [75]. Threats such as actual intrusions, intrusion
attempts, or DoS shall be inferred through correlation analysis.
The correlations that may be applied to the power infrastructure
are as follows.

1) Temporal correlation: This is a data extraction from a
local environment that can be learning- or rule-based by
training the instrumental devices to detect the malicious
modification in relay settings. There has been a work by
Su et al. [74] that introduces the intelligence to detect if
the relay settings can be altered by amplifying the mea-
surements from voltage or current transformers. How-
ever, such an implementation has only considered limited
perspectives of abnormality, which can be refined through
correlations among other local sources. Extension of the
hypotheses is possible.

2) Spatial correlation: This involves properties for the
analysis of events occurring in multiple substations, in
control centers, or at substations and control centers. This
is to ensure a higher security level when a system is
under sophisticated attacks that may lead to significant
economic losses and equipment damage.

3) Hybrid correlation: The hybrid approach combines both
temporal and spatial correlations to determine and com-
pare the likelihood of the attacks’ severity. This can refine
the correlation hypothesis, depending on the credibility of
the current conditions from the various sources.

To perform anomaly detection and associated impact analy-
sis, the various system logs of the SCADA network need to be

periodically monitored and correlated. The system logs include
the following:

1) Communication systems: Status of the communication
server to all IEDs, such as communication link failure
(temporary or permanent), or degradation of the expected
throughput. An idle connection that has been made over
the allowed time frame should also be reported. Detection
of DoS by determining the maximum number of connec-
tions allowed by considering the number of simultaneous
connections or at a different time frame. An irregular
frequency and volume of usage on a specific application
should be included.

2) Computer systems: Alarms of intrusion attempts with
respect to the attempt frequency to each system. The
number of reset, shutdown, or stopping (dead heartbeat)
system applications or controllers, including timestamps
on all relevant events. The system should alert a computer
permanent failure.

The system logs for vulnerability assessment can be obtained
either from real SCADA environments or from a SCADA test-
bed platform that emulates various SCADA functions.

C. Impact Analysis

Impact analysis is the task to analyze the intrusion behaviors
and evaluate the consequences of a cyberattacks on the SCADA
system [76]–[79]. The proposed method is used to assess the
vulnerability of computer networks and power systems, pos-
sibly the potential loss of load in a power system as a result
of a cyberattacks. A compromised cybersecurity of a SCADA
system can cause serious damage to a power system if the attack
is able to launch disruptive switching actions leading to a loss
of load or equipment damage. This is particularly troublesome
if the attack can penetrate the control center network that is
connected to substations under the SCADA system. An inte-
grated risk modeling approach that captures both power control
system vulnerabilities and the resulting impacts on the real-
time operation of the power system was proposed in [80]. The
methodology has the following four key steps.

1) Cybernet: Network that incorporates combinations of
intrusion scenarios into the SCADA system. The cybernet
captures the system configuration, authentication, firewall
model, and login/password model. The transition rates of
the cybernet are obtained by statistical analysis of system
logs. The steady-state analysis of cybernet provides the
intrusion probability for each scenario.

2) Power flow simulation: The steady-state behavior of a
power system under a cyberattacks can be studied us-
ing intrusion models and power flow simulations. This
evaluation of a power system under cyberattacks can be
performed by isolating the compromised subsystems.
Failure to obtain a power flow solution is an indication of
a major impact that may lead to a power system collapse.
The impact of isolating a substation in the overall system
is measured by an impact factor corresponding to the
substation.
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3) Vulnerability index calculation: The scenario vulnera-
bility index is computed as the product of steady-state
intrusion probability for the scenario (obtained through
cybernet analysis) and the impact factor of the component
(obtained through power flow simulation). The maximum
among the scenario vulnerability indices is used as the
system vulnerability index.

4) Security improvements: Improve the cybersecurity of the
SCADA system based on vulnerability assessment results
with the available technologies. This improvement can
produce different probabilities that will be used in the
quantitative analysis.

D. Mitigation Strategies

The output of the event correlation and hypothesis formation
shows the risks. The likely scenarios will undergo an impact
analysis to study the severity of risks. If the associated risk
is high in terms of the loss of load [80], equipment damages
(costly devices such as generators and transformers), or other
forms of economic losses, then suitable control actions will
be initiated to prevent/mitigate the risks. The nature of the
prevention/mitigation techniques depends on the following na-
ture of risk: 1) intrusion attempts; 2) intruded scenario; or
3) ongoing DoS attack [68]. In case of an intrusion attempt,
suitable security improvements need to be made at the most
vulnerable components of the system that are associated with
the identified vulnerability scenario. The most vulnerable com-
ponents of a scenario can be identified through tracing the path
(sequence of events) in risk modeling. Implementation of the
proposed framework can be evaluated through test-bed studies
to quantify cyber-based vulnerabilities and associated risks in
power systems and to also evaluate the effectiveness of risk mit-
igation under realistic and sophisticated attack scenarios [81]–
[83]. A recovery strategy helps to mitigate the cyberattacks with
self-healing mechanisms [61].

III. ATTACK-TREE MODELING

The contribution of this paper is a new algorithm for eval-
uation of cybersecurity incorporating both password policies
and port auditing. The algorithm has been implemented as a
software prototype. A case study of the proposed algorithm is
simulated and reported in Section V. As shown in the previous
section, impact analysis is a way to evaluate the consequences
of an attack. Attack trees are simplified methodologies for
impact analysis of a computer network system by identifying
the adversary objectives. The exploitability index introduced in
[63] has associated a system profile with hypotheses. The risk
assessment methodology is based on the relevance and priority
with a list of hypothesized failures, which is formulated in
accordance with the given weight to the probable consequence
events. The proposed methods in this paper provide a similar
framework to identify system dependences of SCADA systems
without including the outage costs.

An attack tree is a graph that connects more than one attack
leaf from each node [84]–[88]. An attack tree may consist of
a multilevel hierarchy in a predecessor–successor structure that
captures the possible ways to achieve subgoals. The top node

Fig. 2. Attack leaves with “AND” and “OR.” (a) Attack leaf with logic operator
“AND.” (b) An attack leaf with logic operator “OR.”

TABLE I
RULES FOR CONDITIONS 1, 2, AND 3

of an attack tree is the ultimate goal with combinations of
subgoals. Each attack leaf may include one or more defense
nodes that are direct successors of the attack leaf. Defense
nodes provide countermeasures. An attack leaf can be an el-
ement of different intrusion scenarios, depending on the node
connectivity associated with it. The predecessors of each attack
leaf are nodes that are attributed with logic operators “AND” or
“OR.” Each predecessor node is specific for the given leaf node.
Fig. 2 shows attack trees with “AND” and “OR” configurations.
All leaves leading to an “AND” box will have to be penetrated
in order to move up the attack tree, i.e., a subsystem has been
penetrated. On the other hand, in Fig. 2(b), if one of the attack
leaves is penetrated, it is sufficient to move up the attack tree.

A. Introduction to the Methodology

A cybersecurity vulnerability index is a measure of the
likelihood that an attack tree or attack leaf will be compromised
by hackers. Each attack leaf may have weaknesses that are
prone to attacks. The vulnerability index ranges from 0 to 1,
from the most invulnerable (0 value) to the most vulnerable
(1 value). There are separate vulnerability indices for each
attack leaf and each intrusion scenario. There is also an overall
system vulnerability index. All indices range from 0 to 1.

A vulnerability index is determined based on the following
factors: 1) evidence of attempted intrusions; 2) existing coun-
termeasures and improved countermeasures; and 3) password
policy enforcement. The vulnerability index is evaluated with
the hypothesis listed in Table I. Three conditions are defined in
Table I. Condition 1 states that there is no evidence to suggest
that there are intrusion attempts for the system. Condition 1 is
not met when there are credible pieces of evidence of malicious
attempts based on electronic data. Condition 2 is met when there
are one or more countermeasures implemented for an attack
leaf. Any technology that is applied to defend the attack leaf
would satisfy condition 2. An example is a web server installed
with a firewall that monitors the access to prevent malicious
intrusions through online traffic. Password implementation for
each attack leaf is considered for assessment. Poor password
practices result in unauthorized access. A system can face the
risks of unauthorized access, even though it may be password
protected. Conditions 2 and 3 may influence condition 1.
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Fig. 3. Procedure to evaluate vulnerability indices.

IV. VULNERABILITY ASSESSMENT OF CYBERSECURITY

The procedure to evaluate vulnerability indices is shown in
Fig. 3. As shown in the figure, the procedure starts with an
analysis of the attack objectives. Then, the attack tree and coun-
termeasures are established. The system vulnerability index is
obtained by evaluating the scenario vulnerability and the leaf
vulnerability for the selected scenarios and the corresponding
attack leaves. This section describes the procedure to evalu-
ate the vulnerability indices: 1) cybersecurity conditions and
2) evaluation of vulnerability indices.

A. Cybersecurity Conditions

This section evaluates the cybersecurity conditions (χ),
which is a preliminary evaluation before the specific vulnera-
bility indices related to leaves and scenarios are calculated. The
cybersecurity condition assessment is based on technological
countermeasures and enforcement of the password policy.

The cybersecurity condition is measured by a number χ,
which assumes the value of 0.33, 0.67, or 1. A low value
indicates that the system condition is invulnerable, while the
value 1 indicates that the system is vulnerable.

1) χ = 0.33: If [(Condition 1) AND (Condition 2) AND

(Condition 3)], then = 0.33 → All conditions in Table I
are satisfied. Advanced countermeasures are deployed,
and comprehensive password policies are enforced. There
is no evidence that the system is subject to malicious
attempts.

2) χ = 0.67: If 〈 [(Condition 1) AND (Condition 2)] OR

[(Condition 1) AND (Condition 3)] OR [(Condition 2)
AND (Condition 3)] 〉, then = 0.67 → Any two of the
conditions in Table I are satisfied.

3) χ = 1.00: If ([(Condition 1) OR (Condition 2) OR (Con-
dition 3)] OR (None of the conditions)], then = 1.00 →
Only one or none of the conditions is met.

For instance, implementation of the new technological coun-
termeasures can reduce the likelihood of intrusions. Applying
boundary protection in a firewall with a set of rules can also

reduce access from anonymous users. This would reduce at-
tempted intrusions and enhance system security. Detection of a
potential intrusion attempt but without reinforcing at least one
password policy results in χ = 0.67, i.e., true for conditions
1 and 3 but not for condition 2. The other example is that
condition 3, with stronger password policies, would also protect
the system from being compromised (in this case, it would be
χ = 0.33 as only condition 1 is true). However, this does not
change the number of attempts.

B. Evaluation of Vulnerability Indices

This section is concerned with the cybersecurity vulnerability
of an attack tree. There are four steps to assess the security
vulnerability: 1) identifying the intrusion scenarios; 2) evalu-
ating vulnerability indices for the system, intrusion scenarios,
and attack leaves; 3) port auditing; and 4) password strength
evaluation.

1) Identifying the Intrusion Scenarios From the Attack Tree:
First, the intrusion scenarios from the attack tree are identified.
Then, the possible intrusion scenarios are enumerated. Each of
the intrusion scenarios is the combination of attack leaves that
are formed with “AND” or “OR” attributes configured in the
attack tree. The leaf vulnerability index v(Gk) of each attack
leaf is evaluated once all the intrusion scenarios are determined.
The scenario vulnerability is the product of the corresponding
attack leaf vulnerabilities.

2) Evaluating Vulnerability Indices: There are three secu-
rity vulnerability indices: 1) system vulnerability; 2) scenario
vulnerability; and 3) leaf vulnerability. The system vulnerabil-
ity (VS) is the vulnerability of an attack tree determined from
the scenario vulnerability, as shown in (1). K is the total number
of intrusion scenarios. A vector of scenario vulnerabilities is
given in (2), where I = {i1, i2, . . . , iK} is a set of intrusion
scenarios. The index VS is the maximum value over the scenario
vulnerability set. Each intrusion scenario is a possibility that
leads to successful penetration of the system. The vulnerability
of a scenario is the product of leaf vulnerabilities, where
each scenario vulnerability is formed with a different subset
of S. Scenario vulnerability indices are given in (2), where
s1, s2, . . . , sk ∈ S and S = {1, 2, . . . , n}

Vs = max (V(I)) (1)
V(I) = (V (i1) V (i2) · · · V (iK))%

=





V (i1) =
∏

j∈s1
v(Gj)

V (i2) =
∏

j∈s2
v(Gj)

...
V (iK) =

∏
j∈sK

v(Gj)




. (2)

A leaf vulnerability is evaluated by incorporating the
strengths of the implemented countermeasures, such as auditing
the ports vα and password combination vβ in a computer. The
cybersecurity condition χ must be identified first. The basis for
evaluation is to predetermine the leaf vulnerability condition
with respect to the evidence of attempted intrusions, technolog-
ical countermeasures, and password policy enforcement, which
was discussed in Section IV-A. Password policies and port
auditing on computer systems are important elements of the
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proposed analytical method. In this model, both elements are
combined for assessment of the leaf vulnerability

v(G) = χ · max〈vα, vβ〉. (3)

The leaf vulnerability index is the maximum value between
port and password vulnerability.

3) Port Auditing: Port auditing ensures that a computer
system is free from malicious threats that can lead to a system
compromise. This includes local security checks, root access,
remote file access, default account, Trojan horse, worm, or
possible backdoor. In the vulnerability test, the vulnerability of
the port is categorized into four levels, i.e., high, medium, low,
and relevant. The high risk level indicates that the system can be
in damage, particularly if it can be used to breach the integrity
of the system, or possibly resulting in a DoS attack that brings
down the system. The medium risk level has inappropriate data
or files in the system, which may be used for a subsequent
attack in the system. The low risk level is typically not severe
and can only serve as a conjunction to other vulnerability
risk that may lead to a security breach. The relevant level
is not classified as risky, but for informational purposes, the
system administrator should determine if there are malicious
indications. The weighted sum of port risk factor is defined as

c =
∑

i∈I

ni · ωi. (4)

Classification of risk factor is weighted in accordance with
the level of severity ωi, where each level carries a certain weight
of risk factor to the number of findings ni. The port vulnerabil-
ity vα can be normalized by σ, which is obtained from a set of c

vα =
c

σ
(5)

where σ denotes the historical worst case among all audits.
The weighting factors ω1, ω2, . . . , ω4 for each defined level are
assigned to 1, 0.75, 0.5, and 0.25, respectively.

4) Password Strength Evaluation: Password strength is de-
termined by the total combination of character types and
its length. The strength of password vulnerability can be
measured as

sβ = CL (6)

where C is the combination of character types and L is the
length of a password. The strongest password strength deters or
prolongs the cracking process. Neither brute-force trials nor so-
cial engineering techniques can break through in a short period.
For instance, a numeric combination of ten can be improved
with additional 52 alphabetical combinations (capital and small
letters). This would strengthen the password to prevent the
dictionary way of password cracking. In addition, password
policies can be enforced with minimum length, password age,

Fig. 4. Piecewise between the defined si and si−1.

and password combination. The password vulnerability vβ is
defined as

vβ = max〈1 − rβ〉 (7)

where rβ is the mapping of sβ between 0 and 1 representing the
set of total accounts on a computer system. Since the mapping
of rβ depends on risk classification, a piecewise linear function
for the range of each classification is derived. Supposing that a
linear function is defined in (8), where a denotes the slope of a
piece and b denotes the interception at the y-axis

rβ = a · sβ + b. (8)

sβ is the combination of password that maps to the strength of
password defined at the y-axis (shown in Fig. 4). The symbol
rβ is the mapping point of sβ . The slope of every piece of linear
function can be determined as

a =
ri − ri−1

si − si−1
. (9)

The interception of the point b is generalized as follows:

ri =
ri − ri−1

si − si−1
si + b ⇒ b =

ri−1 · si − ri · si−1

si − si−1
. (10)

In general, it can be expressed in (11), shown at the bottom
of the page.

5) Evaluating Security Improvements: Security improve-
ment can be achieved by a replacement or additional coun-
termeasures. The improvement for an attack leaf and intrusion
scenario can be measured with the implementation of defense
nodes denoted as v′(G) and V ′(i), respectively, for the leaf and
scenario vulnerability after an improvement is implemented.
The degree of improvement for a leaf vulnerability is given by
|(v′(G) − v(G)/v(G)) × 100%| and similarly for the scenario
improvement.

rβ =






0, if sβ < s0(
ri−ri−1
si−si−1

)
sβ + ri−1·si−ri·si−1

si−si−1
, if si−1 ≤ sβ < si, where ri+1 > ri, r0 = 0, i = 1, 2, . . . , n − 1

1, if sβ ≥ sn, sj > sj−1, j = 1, 2, . . . , n

(11)
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V. CASE STUDY: INTRUSION MODELING

USING AN ATTACK TREE

The methodology proposed in the previous section is applied
to the study cases in this section. The purpose is to identify the
access points of power system control networks and evaluate
the network vulnerability. The objective of the proposed attack
tree is focused on the ports and passwords of the computer
systems on the control networks, e.g., substation or process
control networks with virtual private network connection. The
case study is to ensure the following.

1) All of the computer ports are evaluated (to ensure that
there is no worm, Trojan horse, or spyware).

2) The strength of password is high with a good combination
of character types to prevent intrusions.

3) System vulnerability is within the reasonable range rela-
tive to each scenario vulnerability.

The case study is based on the computer networks set up at
Iowa State University. A total of 43 computer systems orga-
nized in five subnets, emulating subnets of electric power con-
trol networks, are evaluated based on the proposed methodology.

Although all networks are protected by firewalls, they are
distinctive in roles, technologies, and architecture.

1) Primary control center: This is a wide-area control that
consists of real-time communication servers, EMS appli-
cation servers, and relational databases. These servers are
highly redundant systems with additional servers as slave
mode; failover in case of unforeseen failures.

2) Backup control center: It has identical settings, config-
urations, and system architecture as the primary control
center that serves as “site-backup” mode for disastrous
coordination in case of a primary center failure. It pe-
riodically updates the latest databases of the primary
control center through ICCP servers for real-time data ex-
change, including real-time and historical power system
information.

3) Substation: An Ethernet-based peer-to-peer communica-
tion within the substation, linking the instrumental de-
vices, e.g., IP-based IEDs, to the substation computer.
The main role of substation control is within the sub-
station. The computer in the substation also serves as a
server that sends real-time data to other networks and
receives control commands from the control center.

4) Power plant: The power plant is deployed with high
redundancy for data reliability purposes within the net-
work. The power plant network involves complex process
control and monitoring functions. It is a high-speed and
large capacity network that acquires real-time data from
physical devices, e.g., boiler or gas turbine.

5) Web-based SCADA: It is a portal page of user interfaces
that manages the municipal (smaller) control network,
in which data reliability and backup are maintained by
third-party vendors. It is a client–server technology that
provides same role as a control center.

The evaluation is performed from a server outside the cam-
pus’ network to determine the vulnerability of the machines and
how effective the boundary protection is. Since each computer
has been exhaustively scanned through the ports, i.e., 65 535

TABLE II
RISK VULNERABILITY EVALUATION AND NUMBER OF

PASSWORDS ON COMPUTER NETWORK SYSTEMS

combinations and specific vulnerability tests, the time required
for each machine ranges from 5 to 9 h. The setup of the studies
includes different platforms to ensure that local security checks
are covered in the test. Tests for DoS are also included in the
evaluation. Table II shows the risk vulnerability assessment on
43 computer systems distributed in the control network. This
evaluation shows the number of findings that is grouped in
each category, i.e., high, medium, low, and relevant, with more
than 10 000 vulnerabilities scanned. For instance, potential high
and medium risk levels associated to each backdoor and DoS
shown in the table are detected in 1.1.5.3. It appears that the
backdoor can be accessed through ports 5800 and 5900. The
detection of DoS can crash a service by sending a single long
text line that crashes a software module. Lower risk factors
include traceroute from a scanning server and other unknown
services that are detected as nonmalicious. By going through
similar evaluations on each computer system, the worst case
index σ = 5.75 is obtained. Aside from backdoors that pose
the threat of a computer network system, accessing the control
network with administrative privilege passwords is one way that
can access the SCADA system. To harden intrusion attempts,
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TABLE III
PASSWORD COMBINATION AND ITS VULNERABILITY OF IP 1.1.1.1

a set of administrative passwords are randomly generated for
the case study for evaluation of their password strengths. This
also incorporates the existence of factory default password
and insufficient security improvement [52]. The last column of
Table II shows the number of passwords associated with each
computer system generated. Equation (12) shows the piecewise
functions to determine rβ , where the increment of ri is 0.25 for
each level. The strength of password that is “difficult to crack”
(si) has been given as 1000, 1 × 1015, 1 × 1020, 1 × 1035, and
1 × 1050. Table III shows a set of passwords that can be used to
access IP 1.1.1.1. It tabulates the combination of each password
and its vulnerability level for each password. Equation (7)
is used to determine vβ which is 1. Comparison with vα is
necessary to determine the maximum value. This maximum
value will be multiplied with the precondition of cybersecurity
to determine v(G)

rβ=






0, if sβ <1000
2.5×10−16sβ , if 1000≤sβ <1×1015

2.5×10−21sβ+0.25, if 1×1015≤sβ <1×1020

2.5×10−36sβ+0.5, if 1×1020≤sβ <1×1035

2.5×10−51sβ+0.75, if 1 1035≤sβ <1×1050

1, if sβ ≥1×1050.

(12)

An attack tree shown in Fig. 5 demonstrates the network
relationship between a power plant, a substation, a web-based
SCADA, and the primary and backup control centers. The
formulation of the attack tree is based upon the abstraction of
the power control networks that is monitored through control
systems. These combinations may result in an intrusion into the
control center. To derive the scenario combination, groups of
attack leaves are arranged as follows:

Group 1 : (G13 × G14 × · · · × G17)

Group 2 :




G22 × G23 × · · · × G26

G27 × G28

G29 × G30





Group 3 : (Group 2 × Group 4 × Group 5
× G1 × · · · × G10)

Group 4 :





G31 × G32

G33 × G34 × · · · × G36

G37 × G38

G39





Group 5 :
(

G40 × G41

G42 × G43

)
.

Each group represents the computer systems of a subnetwork
from a power plant, substation networks, and a web-based
SCADA system. Group 1 represents the disruption of the web-
based SCADA system, where security breaches in a web server
may be exploited by intruders. Groups 2 and 3 represent a

disruption of the backup control center and real-time services in
the primary control center. The importance of a backup control
center is to continue functions of the primary control cen-
ter under extreme circumstances. Communication, relational
database, and real-time application services in control centers
are critical elements. Groups 4 and 5 represent a disruption
of power plant operations and substation automation. Security
breaches in these groups may also result in penetration into the
control center. Each intrusion scenario is derived from attack
leaves, where G1, G2, . . . , G43 are attack leaves. Intrusion sce-
narios are expressed as follows:

∏

i=13,14,...,17

Gi → i1

∏

i=1,2,...,12,22,23,...,26,31,32

Gi → i2

∏

i=1,2,...,12,22,23,...,26,33,34,...,36

Gi → i3

∏

i=1,2,...,12,22,23,...,26,37,38

Gi → i4

∏

i=1,2,...,12,22,23,...,26,39

Gi → i5

∏

i=1,2,...,12,27,28,26,31,32

Gi → i6

∏

i=1,2,...,12,27,28,26,33,34,...,36

Gi → i7

∏

i=1,2,...,12,27,28,26,37,38

Gi → i8

∏

i=1,2,...,12,27,28,26,39

Gi → i9

∏

i=1,2,...,12,29,30,31,32

Gi → i10

∏

i=1,2,...,12,29,30,33,34,...,36

Gi → i11

∏

i=1,2,...,12,29,30,37,38

Gi → i12

∏

i=1,2,...,12,29,30,39

Gi → i13

∏

i=1,2,...,12,22,23,...,26,40,41

Gi → i14

∏

i=1,2,...,12,22,23,...,26,42,43

Gi → i15

∏

i=1,2,...,12,27,28,40,41

Gi → i16

∏

i=1,2,...,12,27,28,42,43

Gi → i17

∏

i=1,2,...,12,29,30,40,41

Gi → i18

∏

i=1,2,...,12,29,30,42,43

Gi → i19.

(13)

The preconditions of cybersecurity (χ) for all systems are
determined with 1.00, except for IPs 1.1.1.4, 1.1.1.8, 1.1.2.3,
1.1.4.2, 1.1.4.9, and 1.1.5.6 that are determined with 0.67.
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Fig. 5. Attack Tree of the Power System Control Framework.

Fig. 6. Leaf vulnerability with implemented and improved countermeasures. (a) Leaf vulnerability. (b) Vulnerability improvement for each attack leaf.

v(G) and v′(G) are computed in accordance with the con-
figuration of the attack tree. The leaf vulnerability and its
improvement are shown in Fig. 6(a) and (b). Since the password
combination in the set reveals a weakness, a password policy
with at least eight characters and four different character types
has been enforced for security improvement. This has resulted
in improvement of preconditions to 0.67 or, even better, 0.33.
The factory default passwords have been replaced with stronger

passwords, and the findings on high and medium categories
of risk factor for each system have been removed. Overall,
this has also lowered all of the leaf vulnerabilities shown in
Fig. 6(b). Among which, v(G30) has been improved the most
with 84.37%. Improvement in all cases has been archived at
the level of at least 50%. Also, eliminating the factory default
password and guest account reduced the leaf vulnerability. In
the next step, V (I) and V ′(I) are evaluated using (2). Each
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Fig. 7. Scenario vulnerability with implemented and improved
countermeasures.

intrusion scenario is the product of attack leaves. The scenario
vulnerability is shown in Fig. 7. Note that a logarithmic scale
is used to highlight the difference between V (I) and V ′(I).
The improvement of i1 is 92.11%. The remaining values are
close to 100%. The system vulnerability has been improved
from 0.0306 to 0.0024.

VI. CONCLUSION AND FUTURE WORK

Cybersecurity for critical infrastructures is an emerging area
that requires extensive new research. The comprehensive liter-
ature survey reported in this paper has identified the lack of re-
search in some areas. New research needs to be done in each of
the components of the RAIM framework, such as the following:
1) SCADA-system-specific real-time correlation and intrusion
detection algorithms; 2) online risk monitoring and mitigation
algorithms capturing both cyber system vulnerabilities and the
resulting consequences; 3) advanced modeling techniques that
capture the dynamic nature of the attacker behavior, as well as
the system behavior; and 4) advanced modeling that accounts
for impacts such as load loss, loss due to equipment damage,
and economic loss. Vulnerability assessment can be performed
periodically, and the validation of the proposed framework
can be conducted through test-bed development. For instance,
the components include instrumenting logs (both power equip-
ment logs and computer system logs), real-time monitoring
of logs, event correlations and hypothesis formation, what-
if impact analysis, and proactive/mitigation countermeasures
to restore a power system. The proposed methodology using
attack trees provides a simplified way to hypothetically eval-
uate the system vulnerability level. This paper can be further
extended by considering the reduction of system vulnerability
within a budgetary limit. Efficient delivery of information from
substations or control centers may be needed to help power
system dispatchers identify critical messages quickly. Various
techniques for visualization of the system health, in terms of
vulnerability level and other critical information, are desirable.
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