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Abstract In this work we propose a general integer
programming model to address the staff scheduling prob-

lem, flexible enough to be easily adapted to a wide-

range of real-world problems. The model is applied with

slight changes to two case studies: a glass plant and a

continuous care unit, and also to a collection of bench-
mark instances available in the literature. The emphasis

of our approach is on a novel formulation of sequence

constraints and also on workload balance, which is tack-

led through cyclic scheduling. Models are solved using
the CPLEX solver. Computational results indicate that

optimal solutions can be achieved within a reasonable

amount of time.

Keywords Staff scheduling · Rostering · Integer
programming · Sequence constraints · Workload

balance

1 Introduction

Workforce or staff scheduling is a complex and time-

consuming problem to deal with in any organization.

Which employee shall be doing which task? And when?
The answer to these questions must satisfy several con-

straints concerning demand requirements, task skills

specifications, legal or contractual obligations, employ-

ees’ preferences, among others. The objective to achieve
is, usually, to minimize costs or workforce size.
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The staff scheduling problem is often decomposed
into several sub-problems, which are then tackled inde-

pendently or in combination. In this paper we address

two sub-problems. The first one is the definition of the

days off (and consequently the work days) for each em-

ployee in the whole planning horizon. The second is the
definition of the shifts to assign to every employee in

each of the working days. These two sub-problems are

generally referred in literature as the days-off and the

shift scheduling problems, respectively. When tackled
together, they are classified as the tour scheduling prob-

lem (Morris and Showalter (1983)), which is easily iden-

tifiable with organizations with continuous operation,

24 hours a day, 365 days a year and it has been widely

explored in literature (Alfares (2004)). Staff schedules,
and tour schedules in particular, can still be classified

as cyclic or acyclic (non-cyclic), depending on whether

all employees have the same schedule, though lagged in

time, or not.

This work studies the staff scheduling problem in

a continuous 24 hour environment. The workforce con-

sidered is single skilled, the lengths and the starting

times of the shifts are fixed and the minimum and max-
imum daily staff levels required for each shift are known

in advance. We propose a mixed integer programming

model to simultaneously assign shifts and days-off to

each employee. A general model is first developed and

then applied with minor adjustments to the problem of
a glass manufacturing plant, to the problem of a con-

tinuous care unit and also to a collection of 20 bench-

mark instances. Two main concerns of this model are

to ensure a balanced and equitable schedule between
all employees, in terms of workload, and also to respect

a predefined sequence of shifts and days-off, either fol-

lowing work rules or employees’ preferences. The main
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2 Marta Rocha et al.

contribution of this work is the way these two issues

are tackled and formulated. The first concern is over-

come, initially, through the leveling of the number of

days that each team works in each shift, as imposed

by the objective function defined for the general model
and in a next phase, through the imposition of equal

schedules to all employees but with a time lag, of a

predefined number of days, between them. This feature

gives a cyclic dimension to the schedule. The second
condition is achieved through the formulation of an ar-

ray of indices that, together with the definition of a

maximum and a minimum number of consecutive days,

enable the imposition of any desired pattern of work-

ing shifts and days-off. This formulation also makes it
possible to control the periodicity of days-off, as well

as the length of the tour or sub-period of the planning

horizon. The definition of the planning period is not a

very explored issue in the literature, since it is closely
related to demand forecast periods and it is often an

input parameter. But the initially set planning period

may not be the one that gives the best solution and

so, it is pertinent to study which is the "ideal" plan-

ning period for a specific instance. This experience was
performed in the tests carried out during this work.

The model developed in this work is, therefore, general

and flexible, with several degrees of freedom and with

the capacity of being easily applied to different staff

scheduling problems but at the same time with a cyclic

feature that ensures the equitableness and predictabil-

ity of the schedule.

Staff scheduling is one of the major concerns of hu-
man resource management (Enz (2009)). Even nowa-

days, staff scheduling is still done manually in several

activity sectors, absorbing time and resources that could

be used more efficiently with automatic scheduling gen-

erators. It is not only a matter of reducing costs, but yet
a matter of finding a solution that better fits cost min-

imization, compliance with work and legal rules, sat-

isfaction of individual preferences of the employees, an

evenly workload distribution between employees, among
other constraints. In addition to this complexity in terms

of constraints and objectives, staff scheduling problems

usually have particular characteristics, becoming diffi-

cult to adapt models without significant reformulation

(Ernst et al (2004b)). The evaluation or comparison
of schedules/rosters is not, therefore, a simple exer-

cise. Some authors have worked on this issue, mainly

in the nurse rostering scope. De Causmaecker and Van-

den Berghe (2010a, 2010b) propose a framework for the
classification of personnel rostering problems in services

that considers three categories: personnel environment,

which includes different types of personnel constraints

and skills; work characteristics, which refers to coverage

constraints and shift types; and optimization objective.

It is a classification based on the problems’ characteris-

tics, more than on the models or solutions approaches.

In an earlier work, Warner (1976) identifies an interest-
ing set of indicators to measure schedules’ performance

in terms of: coverage, quality, stability, flexibility, fair-

ness and cost. Coverage measures how close the solution

fits the demand requirements. The quality of a roster
indicates how well the schedule matches the employee’s

request or wish, while fairness is a measure of how the

employee feels about his/her schedule when compared

to the schedules of the other employees. Stability is re-

lated to predictability, and cost is a measure of resource
consumption in developing the schedule. The impact

that a schedule’s attribute such as predictability, sta-

bility, quality or fairness, as defined above, can have on

the productivity and engagement of an employee can be
very significant (Glass and Knight (2010)). Short peri-

ods of rest and long periods of work, inadequate dis-

tribution between rest and work periods, non-standard

working shifts are some of the stressful factors that can

negatively affect the mental and physical health of em-
ployees, as explored by Totterdell (2005). The design

of schedules shall then take these issues into consider-

ation, when seeking simultaneously to optimize costs

and to respect other kind of constraints.

This paper is organized as follows. In the next sec-

tion, some literature review is pointed out. In section

3 we present the general model that was developed,

describing the problem into consideration, and we em-
phasize some singular features that aim to make it a

valid contribution to this field of research. Sections 4,

5 and 6 present the adaptation of the general model,

firstly to a glass industry, secondly to a continuous care
unit and lastly to the examples collected in the litera-

ture. The problems are introduced and the mathemat-

ical formulations are described. Section 7 reports the

computational results.

2 Literature review

A literature review on staff scheduling and rostering

problems, presented by Ernst et al (2004a), shows that

transportation, nurse scheduling or call-centers are within
the most explored application areas. A comprehensive

review work on nurse scheduling is presented by Burke

et al (2004), while Gans et al (2003) review studies on

telephone call centers. Several variations of the staff

scheduling problem can be found in literature, consider-

ing: different employees’ skills and availability (Loucks

and Jacobs (1991)), different contract types (Brusco
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Cyclic staff scheduling: optimization models for some real-life problems 3

and Johns (1996), Bard et al (2003)), employees with

different productivity levels (Thompson and Goodale

(2006)), staff mixed skills and weekend off requirements

(Rong (2010)), hierarchical rules (Ulusam Seçkiner et al

(2007)), work shifts flexibility in terms of starting-times
(Ni and Abeledo (2007)) or in terms of breaks (Bechtold

and Jacobs (1990), Rekik et al (2009)), among others.

Integer programming (IP) is among the most used
formulations for modeling the tour scheduling problem

(Alfares (2004), Ernst et al (2004a)). Blöchliger (2004)

develops a tutorial for modeling staff scheduling prob-

lems using IP. Typical techniques are based on the gen-

eral set-covering model developed by Dantzig (1954).
Bard et al (2003) address the staff scheduling prob-

lem of a postal service company, which includes full

and part-time staff as well as variable shift starting-

times. Eitzen et al (2004) develop a set of three IP
based methodologies (column generation, column sub-

set and branch-and-price) for solving multiskilled work-

force scheduling problems in dynamic environments,

with variable workforce size and individual preferences.

Emphasis is given to assuring equity between schedules
of the employees with the same skills, which is achieved

by means of a score levels assignment.

While coverage requirements are typically formu-

lated as hard constraints, workload balance and se-
quence constraints are often treated as soft constraints,

i.e., they can be violated, though at a defined cost added

to the objective function. Goal programming or multi-

objective techniques are used to incorporate these con-
straints into the IP scheduling models. Deviations from

desired patterns of shifts, patterns of working and rest

days, ratio between number of night and days shifts

or other requirements are penalized in the objective

function, which seeks the minimization of the sum of
the weighted deviations (see, for example, the work

of Topaloglu and Ozkarahan (2004), Azaiez (2005) or

Burke et al (2010b)). With these formulations the user

can analyze the impact of different weights to each of
the goals. This sensitivity analysis can be very helpful

in supporting the decision of choosing the most con-

venient from a set of feasible solutions. Sequence con-

straints have alternatively been formulated with net-

work flow models (Moz and Pato (2004)). When an op-
timal solution is not mandatory, metaheuristics, such

as Tabu Search (Burke et. al (1999, 2001)) and Ge-

netic Algorithms (Aickelin and White (2004)), as well as

Constraint Programming (Abdennadher and Schlenker
(1999)) are alternative approaches that have been widely

used to address consecutiveness and workload balance

constraints. The combination of different techniques is

becoming popular, since it can take advantage of the

best characteristics of the used methods. Examples of

the so called hybrid approaches are described in Qu and

He (2009), Valouxis and Housos (2000) or Sellmann

et al (2000). A randomized greedy procedure is pro-
posed in Carrasco (2010) to balance the workload in a

long-term (annual) planning horizon. Employees’ pref-

erences are not considered in that case, what decreases

the complexity of the problem. Hyperheuristics are a
more recent technique that uses a high-level strategy

to generate low-level heuristics, or to choose between

existing ones, at each decision point, in the search for

a better quality solution. It takes advantage of the best

features of the selected heuristics and overcomes their
limitations, having a more general application than any

single heuristic, which is typically customized to a par-

ticular problem. A deep insight on this topic can be

found in Burke et al (2010a). Examples of the appli-
cation of hyperheuristics to nurse scheduling and to a

home care scheduling problem are reported in Burke

and Soubeiga (2003) and Misir et al (2010), respec-

tively.

Cyclic scheduling problems have been tackled by

some authors: Baker (1976) reviews mathematical pro-

gramming formulations for the shift scheduling and the

days-off problems; Balakrishnan and Wong (1990) pro-
pose a novel formulation based on a network model; a

constraint programming algorithm is proposed by La-

porte and Pesant (2004). Heuristics and metaheuristics

based methods have also been used to solve the cyclic

scheduling problem, as in the work of Mora and Musliu
(2004) and Musliu (2006). In cyclic scheduling all em-

ployees have the same schedule but lagged in time. Enu-

meration of all feasible patterns (or segments) of work-

ing shifts/days and days off is often a common method
in the construction of cyclical schedules to overcome

sequence restrictions (Laporte (1999)). Laporte (1999)

suggests the manual designing of cyclical schedules, ar-

guing that integer programming formulations are too

rigid to be applicable to real-world problems and de-
fending therefore the creative break of some rules in

order to achieve “workable solutions”. In problems of

non-cylic nature, cyclical approaches are avoided be-

cause of their apparent inflexibility to deal with unex-
pected changes in schedules (absences, etc.), but they

guarantee the balance and fairness of the schedule, in

terms of workload distribution and days off.
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4 Marta Rocha et al.

3 General model

3.1 Problem description

The general model was developed for the staff schedul-

ing problem of an organization that works continuously,

24 hours a day. The day is divided in nS working shifts.

The model considers a set of nT teams of homogeneous
(single skilled and full-time) employees, that must be

assigned to either a work or a break shift, in each of

the nD planning period days. Daily shift demand lev-

els must be satisfied, meaning that the model must

guarantee a required number of teams working in each
shift on each day. Work rules include a minimum and a

maximum number of consecutive working days for each

team, as well as a predefined sequence of working shifts

to be respected. Each shift change must have a break or
non-working day in between. The objective is to mini-

mize and to level the number of days each team works

in each shift, in order to balance the workload.

3.2 Mathematical model

The following notation was defined:

Indices

d ∈ {1, . . . , nD}, day;

t ∈ {1, . . . , nT }, team;
s ∈ {1, . . . , nS}, working shift;

s′ ∈ {1, . . . , 2× nS}, extended shift;

Extended shifts s′ ∈ {nS+1, . . . , 2×nS} are non-

working shifts that carry the information on the
last working shift of the team;

n(s′) is the extended shift that follows the extended

shift s′ in a given sequence;

For example, considering 3 working shifts {1, 2, 3}

and 3 non-working shifts {4, 5, 6} a possible se-

quence could be 1-4-2-5-3-6-1-4-..., defined as fol-

lows:

s′ 1 2 3 4 5 6

n(s′) 4 5 6 2 3 1

The indices t and d should take values in a cir-

cular list. The list for index d should for instance be

{1, . . . , nD − 1, nD, 1, . . . , nD − 1, nD, . . .}. For imple-
mentation purposes index d should be replaced by [(d−

1) mod (nD)] + 1 and index t should be replaced by

[(t− 1) mod (nT )] + 1.

Parameters

nT number of teams;

nS number of shifts;

nD number of days in the planning cycle;

demands daily demand for each working shift s;
maxD maximum number of consecutive working days;

minD minimum number of consecutive working days;

Decision variables

xts′d =

{

1 if team t is assigned to shift s′ on day d

0 otherwise

Decision variables (auxiliary)

btdm =

⎧

⎨

⎩

1 if team t works at least minD consecutive days,

starting on day d+m− 1

0 otherwise

Objective function

minmax
ts

∑

d

xtsd (1)

Linearized objective function

minZ (2)

Constraints

∀ts
∑

d

xtsd − Z ≤ 0 (3)

∀td
∑

s′

xts′d = 1 (4)

∀sd
∑

t

xtsd ≥ demands (5)

∀td

maxD
∑

q=0

∑

s

xts(d+q) ≤ maxD (6)

∀td

minD
∑

m=1

btdm −
∑

s

xts(d+minD−1) ≥ 0 (7)

∀td ∀minD
m=1

∑

s

m+minD−1
∑

q=m

xts(d+q−1)

−minD × btdm ≥ 0 (8)

∀ts′d xts′d − xts′(d+1) − xtn(s′)(d+1) ≤ 0 (9)

∀ts′d xts′d, btdm ∈ {0, 1} (10)
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The objective function seeks the minimization of the

maximum number of days that a team works in each

shift. It levels the working days of each team, leading to

a solution in which each team works the same number

of days in each shift. The linearization of (1) results in
the linear objective function expressed in (2), where Z

represents the maximum number of days that a team

works in each shift, and also in Equations 3.

Equations 4 state that each day every team has ex-
actly one shift assigned, either a working shift or a break

shift.

Equations 5 are coverage constraints, making sure

that each shift daily requirements are fulfilled.

Equations 6 ensure that no team works more than

maxD consecutive days. For each day d a window of

length maxD+1 is opened and at least one of the cor-

responding xtsd must be 0, independently of the work-
ing shift s.

Equations 7 and 8 guarantee that each team works

at least minD consecutive working days. The second

term on the left-hand-side of equation 7 sums-up the
working days xts(d+minD−1) within a window of width

minD, starting at d. If all xts(d+minD−1) are zero no

constraint is imposed to the variables btdm. However,

if at least one xts(d+minD−1) = 1 then at least one of

the variables btdm must be equal to 1. When the vari-
able btdm equals zero, the corresponding equation 8 is

fulfilled. However if equation 7 imposes that a variable

btdm equals one, then the first term on the left-hand-

side of equation 8 has to sum-up at least minD, i.e. the
team has to work at least minD consecutive days. The

meaning of m is that if a team works one day within

a window of width minD, then it has to work at least

minD consecutive days, starting at m = 1 or m = 2

or . . . or at m = minD. Figure 1 illustrates this process.

Fig. 1 Illustration of Equations 7 and 8

Equations 9 ensure that the required shift sequence

is followed. The basic sequencing requirement is de-

fined over the working shifts that follow the sequence:

1, 2, 3, 1 . . ., but, as there are breaks between the work-

ing shifts, the breaks must carry the memory of the last
working shift. This is obtained through the “extended

shift” s′. For instance, if a team has an extended shift

s′ = 4 assigned, it means that the team is having a

breaking shift after a working shift 1. If the same shift
is assigned on days d and d + 1, then the correspond-

ing constraint 9 is satisfied independently of the value

of xtn(s′)(d+1). However if the shift ends, i.e. a different

shift is assigned on days d and d+1, then the next pos-

sible shift is imposed by the vector of indices n(s′) and
the equation 9.

3.3 Special features

Emphasis must be given to the wide scope and flexi-

bility introduced with the formulation of the sequence
shift restriction (constraint 9). Any desired sequence

pattern of working shifts and days-off can be imposed

through the proper definition of the vector of indices

n(s′).

The limits on the maximum and minimum number

of consecutive days for each shift enable the distinction

between the length of the working and rest periods, but
also between the work shifts’ length itself. Some activ-

ities have work rules that impose different maximum

allowable numbers of consecutive working shifts, for in-

stance night vs day shifts. But those parameters, to-

gether with the shift sequence constraints, also allow to
control the periodicity of days-off, as well as the length

of the tour or sub-period or sub-cycle of the planning

horizon. It is possible to impose a schedule with sub-

cycles of equal length (if it is a divisor of the planning
horizon) or give the model flexibility to construct sub-

cycles with different lengths.

4 Homogeneous workforce model

4.1 Problem description

In the base case for the glass industry, the workforce
was distributed in 4 teams of employees. However, dur-

ing the summer vacation period, they had to hire addi-

tional teams of temporary staff to keep the production

running. This temporary staff had to be trained be-
forehand during some weeks, but the company couldn’t

avoid having a higher number of quality problems dur-

ing the summer period. Besides that, the schedules for
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6 Marta Rocha et al.

the 4 teams of fixed staff were very inconvenient in this

period. For all these reasons they wanted to make some

studies with a higher number of teams of fixed staff.

The facility works 365 days per year, 24 hours a day,
in three different eight-hour shifts: M - morning (from

5:00 a.m. to 1:00 p.m), A - afternoon (from 1:00 p.m.

to 9:00 p.m.) and N - night (from 9:00 p.m. to 5:00

a.m.). All teams are homogeneous in terms of skills and
contract types, everyone works full-time. Shift daily de-

mand is fixed and known in advance: exactly 1 team

for each shift. A mandatory shifts sequence must be re-

spected (M-N-A) and there must be a rest shift (B) be-

tween each working shift change (M-B-N-B-A-B). There
is a predefined minimum and maximum number of al-

lowed consecutive working days.

4.2 Mathematical model

In order to adapt the general model to this new prob-

lem, the following adjustments were made.

Indices

n(s′) is the extended shift that follows the extended

shift s′ in a given sequence;

Considering the 3 working shifts {M,A,N} as {1, 2, 3}

and the 3 non-working shifts {4, 5, 6} the sequence

M-B-N-B-A-B is now defined as follows:

s′ 1 2 3 4 5 6

n(s′) 4 5 6 3 1 2

Parameters

δD offset between the working cycles of the teams

(in number of days).

Constraints

∀sd
∑

t xtsd = 1 (11)

∀nT−1
t=1 ∀s′d xts′d − x(t+1)s′(d+δD) = 0 (12)

Equations 11 make sure that the daily requirements

are fulfilled.

Equations 12 impose that all teams have the same

schedule, but with a time lag of δD days between them.

With this additional constraint the objective function
could be replaced by a constant number but the compu-

tational experiments showed that keeping the objective

function lowers the computational time.

5 Heterogeneous workforce model

5.1 Problem description

The problem of the continuous care unit brought to
light the challenge to adapt the general model to a

service environment. This organization works continu-

ously, around the clock, 24h a day, in a multi-shift work-

ing scheme: M - morning (from 8:00 a.m. to 2:00 p.m.),
A - afternoon (from 2:00 p.m. to 8:00 p.m.), N - night

(from 8:00 p.m. to 0:00 a.m.) and D - after-night (from

0:00 a.m. to 8:00 a.m.). The demand is now different

for each shift and the maximum and minimum number

of consecutive working (or rest) days is now indexed
to each shift. Again, no daily meal breaks are consid-

ered, as well as weekends-off restrictions. Employees’

preferred sequence of shifts and breaks (B) must be

assured (M-A-N-D-B) and preference is given to a bal-
anced schedule between employees. The workforce, still

single skilled, is now heterogeneous, combining a fixed

workforce of 49 full-time, permanent, employees with a

variable pool of part-time workers. The objective of the

model is now to minimize the part-time requirements,
assuming that full-time contracted hours must be as

fully assigned as possible.

5.2 Mathematical model

In order to adapt the general model to this new prob-

lem, the following adjustments are proposed.

Indices

n(s′) is the extended shift that follows the extended

shift s′ in a given sequence;

Considering 4 working shifts {1, 2, 3, 4} and 1 non-
working shift {5} the defined sequence M-A-N-D-

B is now:

s′ 1 2 3 4 5

n(s′) 2 3 4 5 1

maxDs′ maximum number of consecutive working (to

shifts 1 to 4) and rest (shift 5) days for each shift;

minDs′ minimum number of consecutive working (to
shifts 1 to 4) and rest (shift 5) days for each shift;

ptCosts hourly cost of a part-time employee working in

shift s;

hs number of working hours of shift s.

Parameters

δD offset between the working cycles of the teams

(in number of days).
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Cyclic staff scheduling: optimization models for some real-life problems 7

Objective function Minimization of the cost with part-

time work.

min
∑

d

∑

s ptCosts × hs × (demands −
∑

t xtsd)

Constraints

∀sd
∑

t

xtsd ≤ demands (13)

Equations 13 state that each day, the number of full-

time employees assigned to every working shift is less

than or equal to the demand. The difference between

the assigned and the demanded work will be assured by

part-time workers.

The constraints concerning the minimum and the

maximum number of consecutive days must also be

adjusted in order to consider the indexed parameters
maxD′

s and minD′

s.

6 Benchmark instances

6.1 Problems description

In order to evaluate the flexibility and wide ranging

scope of the proposed formulation and to compare re-
sults with other approaches, experiences were carried

out on a collection of 20 rotating workforce scheduling

problems presented in Musliu (2006), and available in

http://www.dbai.tuwien.ac.at/staff/musliu/benchmarks.

In these instances, the number of employees vary from
7 to 163. The number of standard shifts is either 2 (day

and afternoon) or 3 (day, afternoon and night). The

length of working and days-off blocks is now limited

by a minimum and a maximum number of consecutive
days, as well as the length of each sequence of days as-

signed to the same shift. In the previous case studies

only this last situation is considered. The main differ-

ence from these problems to the previous ones is the ex-

istence of a set of forbidden shift sequences, instead of
a predefined sequence to follow. Not allowed sequences

imposed are of two types: (N-D, N-A and A-D) or (N-

B-N, A-B-D, N-B-A and N-B-D). Naturally, the second

type is considered only if single day-off is allowed. Oth-
erwise, only the first type is taken into account. Prob-

lems have either both types of not allowed sequences or

only type 1.

6.2 Mathematical model

The adaptation of the general model to these problems

imposes constraints on the length of working and days-

off blocks and especially adjustments in the sequence

constraints. Following the same perspective used in the

previous case studies, it is possible to define allowable

sequences for each given type of not allowed sequences.

Consider the 3 working shifts {D,A,N} as {1, 2, 3}
and the 3 non-working shifts as {4, 5, 6}. An allowable

sequence would be: D-B-A-B-N-B, i.e., 1-4-2-5-3-6. But,

in opposition to the previous case studies, this is not the

only sequence allowed for the present problems.

For the first type of not allowed sequences: N-D, N-

A and A-D, the allowed sequences can be defined as

follows:

Table 1 First type of allowable sequences

s′ 1 2 3 4 5 6

n(s′)

4 5 6 1 1 1
2 3 2 2 2
3 3 3 3
5 5 4 4
6 6 6 5

n(s′) is the extended shift that can follow the ex-

tended shift s′ in a given sequence.

From Table 1, it is possible to realize that only the

shifts that follow the shifts 2 and 3 must be imposed.

All the remaining shifts can be followed by any of the

other shifts, inclusive by themselves. The sequence con-
straints in the general mathematical model are replaced

by the following constraints:

∀td xt2d − xt2(d+1) − xt5(d+1) − xt3(d+1) ≤ 0 (14)

∀td xt3d − xt3(d+1) − xt6(d+1) ≤ 0 (15)

Considering now both types of not allowable se-

quences: N-D, N-A, A-D, N-B-N, A-B-D, N-B-A and

N-B-D, the allowed sequences to consider are now de-
fined as follows:

Table 2 First and second types of allowable sequences

s′ 1 2 3 4 5 6

n(s′)

4 6 4 1 1 2
2 3 2 2 3
3 3 3 4
5 5 4 5
6 6 6
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8 Marta Rocha et al.

Note that, in this case, shift 3 (N) can only be fol-

lowed by another shift 3 or by a minimum of two consec-

utive days-off (B). To simplify the model and in order to

satisfy this limitation, shift 4 is now defined as the non-

working shift that follows shift 3 and, in the model’s
parameterization, the minimum number of consecutive

days (minD′

s) indexed to shift 4 is set to 2. The se-

quence constraints in the general mathematical model

are now restricted to the constraints on shifts 2, 3 and
6, defined as follows:

∀td xt2d − xt2(d+1) − xt6(d+1) − xt3(d+1) ≤ 0 (16)

∀td xt3d − xt3(d+1) − xt4(d+1) ≤ 0 (17)

∀td xt6d − xt6(d+1) − xt2(d+1) − xt3(d+1) − xt4(d+1) ≤ 0
(18)

For the problems with only two shifts {1,2}, the only

forbidden sequence is A-D, and so the allowed sequences

are now defined as follows:

Table 3 Allowable sequences for nS=2

s′ 1 2 3 4

n(s′)
2 4 2 1
3 3 4 3
4 1 2

The sequence constraints in the general mathemat-

ical model are replaced by the following constraints:

∀td xt2d − xt2(d+1) − xt4(d+1) − xt3(d+1) ≤ 0 (19)

7 Results

Models were coded in OPL Studio version 6.3 and solved

using the CPLEX 12.1.0 solver on a server machine
powered by 2 Intel R© Xeon R© processors of 2,4 GHz

and 1,39 GHz, and with 2 GB RAM.

7.1 Homogeneous workforce model

Tests were performed considering 5 teams and 3 work-

ing shifts. The maximum (maxD) and minimum (minD)

number of consecutive working days were set to 4 and 2,

respectively. A set of different planning periods and off-
sets combinations were tested. The experience showed

that this problem is extremely tight in terms of relation-

ships between parameters. There is no place for large

parameters’ variations and variables are strongly con-

nected, what makes the space of feasible solutions very

limited. The only combinations that always guarantee

the existence of a feasible solution are those that verify

the following condition:

δD =
nD

nT

The offset parameter (δD) must be equal to the ra-

tio between the number of days of the planning period
(nD) and the number of teams (nT ). Putting it simple,

what this means is that the offset parameter must be

the one that divides the planning period in a number

of sub-periods (or sub-cycles) equal to the number of

teams. Table 4 reports the computational time results
and model size, in terms of number of decision variables

and constraints, for a set of different planning periods.

Table 4 Model size and computational times

nD δD No. Decision No. Constraints Time
Variables (sec.)

30 6 900 2640 0.44
35 7 1050 3080 0.44
60 12 1800 5280 2.64
70 14 2100 6160 7.78
90 18 2700 7920 80.94

180 36 5400 15840 184.02

As an example, the solution found for a 35 days (5

weeks) planning period in 0.44 seconds is shown in Fig-

ure 2. This schedule can either be repeated as many

times as the company wants, or can be integrated with
schedules of other length, in order to build a longer

(yearly) plan. The summer holidays special period was

also taken into account in a subsequent phase. Consid-

ering a planning period of 16 days, with only 4 work-
ing teams (the fifth is on holidays), a holidays schedule

was developed, that could be easily integrated in the

5 working teams’ schedule with some calendar adjust-

ments. The offset parameter gives a cyclic dimension to

the schedule, since every team/employee is allocated to
exactly the same sequence of working shifts and days-

off, but with a time lag of δD days between each other.

This feature allows an evenly distribution of workload

among employees. In this case, any unexpected adjust-
ment to the schedule will be done within each team of

employees, having little or no impact in the long-term

schedule.
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Cyclic staff scheduling: optimization models for some real-life problems 9

Fig. 2 Case study 1 example - schedule for nD=35 days and
δD=7

7.2 Heterogeneous workforce model

In the second case study, the number of employees (nT )
is 49 and the working shifts (nS) are now 4. The daily

shift demand (demands) is 20 M, 17 A, 11 N and 11

D. Tests were conducted for planning periods of 25, 28

and 30 days, considering different combinations of the

parameters minDs, maxDs and ptCosts. The choice of
these parameters’ values took into account the desired

length of the sub-periods, the assurance of the minimum

of one day-off every 7 days, and also that the working

hours assigned to each employee should fall below 160h
in a 30-day period. The reasoning made in case study 1,

concerning the value of the offset parameter, does not

make sense in this problem, since the planning horizon

is now shorter than the number of employees. There-

fore, the offset was set to 1, as it achieved satisfactory

results.

The problem size is now larger than in the previous

case study, with the number of decision variables vary-
ing between 12250 for nD=25 and 14700 for nD=30

and the number of constraints reaching the maximum

of 41310 for nD=30 and maxDs=minDs=[2 1 1 1 1].

Table 5 reports the computational results for a set of
different values of input parameters. The column “solu-

tion pattern” illustrates the schedule for one employee

for the whole planning horizon considered. It is notice-

able the ability to control the solution pattern with

the variation of input parameters. For a 25 days hori-
zon, for instance, it is possible to get a balanced solu-

tion, with equal length sub-periods, with a reduction of

maxDs, forcing the model to assign exactly 1 day for

each shift. In this solution the number of sub-periods
increases (from 4 to 5), meaning that the number of

breaks or days-off of full-time employees will also in-

crease, as well as the requirements for part-time service

(higher/poorer solution value). The results of the tun-

ing of maxDs and minDs can also be checked in for a 30
days planning horizon. In this case, fixing to 2 the min-

imum number of consecutive days of shift M, results in

a balanced solution but with the same number of sub-

periods and, therefore, with the same solution value.
The influence of the ptCosts parameter can be verified

in the 28 days planning horizon case. The increase in the

cost of a part-time night and after-night shifts, from 1

to 3 units, results in a higher number of sub-periods and

therefore, in a higher number of days off of full time em-
ployees and higher part-time needs, leading to a worse

solution. The same happens in the nD=30 case, where

a raise in the cost of the part-time night and after-night

shifts from 1 to 1000 achieves a solution with 2 more
sub-periods, which means more part-time requirements

and a consequently a worse solution value. In terms of

execution times, all runs fall bellow 6.1 seconds. Figure

3 shows the schedule for nD=28 days, maxDs=[2 2 1

1 1], minDs=[1 1 1 1 1] and ptCosts=[1 1 1 1].

7.3 Benchmarking instances

Tests were performed for the 20 instances and results

are shown in Table 6. The offset considered for all the

examples is 7 days, so the planning periods are de-

fined by 7 × nT . The optimization model found the
optimal solution for 12 problems, with the number of

teams varying from 7 to 29. For the remaining prob-

lems, signed with “-”, the optimization model did not
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10 Marta Rocha et al.

Table 5 Model computational parameters and results

nD maxDs minDs ptCosts Solution Pattern PT Req.
[M A N D B] [M A N D B] [M A N D] (sub-periods) (hours)

25 [2 2 1 1 1] [1 1 1 1 1] [1 1 1 1] MMAANDB-MMAANDB-MMANDB-MANDB 2676
25 [1 1 1 1 1] [1 1 1 1 1] [1 1 1 1] MANDB-MANDB-MANDB-MANDB-MANDB 2970

28 [3 3 1 1 1] [1 1 1 1 1] [1 1 1 1] MMMAANDB-MMAANDB-MMAAANDB-MANDB 2856
28 [2 2 1 1 1] [1 1 1 1 1] [1 1 1 1] MMAANDB-MMAANDB-MMAANDB-MMAANDB 2856
28 [2 2 1 1 1] [1 1 1 1 1] [1 1 3 3] MAANDB-MANDB-MAANDB-MANDB-MAANDB 3150
28 [2 2 1 1 1] [1 1 1 1 1] [1 5 1000 1000] MAANDB-MANDB-MAANDB-MAANDB-MANDB 3150

30 [3 3 1 1 1] [1 1 1 1 1] [1 1 1 1] MMMANDB-MMMAANDB-MMMANDB-MMAAANDB 2976
30 [2 2 1 1 1] [1 1 1 1 1] [1 1 1 1] MANDB-MANDB-MAANDB-MMAANDB-MMAANDB 3270
30 [2 1 1 1 1] [2 1 1 1 1] [1 1 1 1] MMANDB-MMANDB-MMANDB-MMANDB-MMANDB 3270
30 [1 1 1 1 1] [1 1 1 1 1] [1 1 1 1] MANDB-MANDB-MANDB-MANDB-MANDB-MANDB 3564
30 [3 3 1 1 1] [1 1 1 1 1] [1 1 1000 1000] MANDB-MANDB-MANDB-MANDB-MANDB-MANDB 3564

reach any feasible solution within 20000 seconds of run-

ning time. These situations are all instances with more

than 27 teams. The model is able to reach an optimal
solution for problem 16, for example, while for prob-

lem 7 it does not find any feasible solution. Although

both problems have the same number of teams, 29, the

shift daily demand, the limits on the length of shift

sequences, working-day and days-off blocks differ from
one problem to another. It is evident that the combi-

nation of these parameters has a decisive influence on

the complexity of each problem and consequently on

the model’s performance. In Musliu (2006), the best
resolution times for these instances are achieved by a

tabu search based heuristic (MC-T). In the same work,

Musliu compares the resolution times of MC-T with

the ones achieved by a commercial software, First Class

Scheduler (FCS). The resolution times achieved by Mus-
liu with FCS are also reported in the last column of Ta-

ble 6, where “-” signs the problems to which FCS did not

find any solution within 1000 seconds of running time.

The problem explored by Musliu seeks always the sat-
isfaction of all the constraints, what means that when a

solution is found that satisfies all the constraints, that

solution is optimal. When comparing resolution times,

the heuristic based method outperforms the optimiza-

tion approach in all instances. Nevertheless, when com-
paring the resolution times obtained by the MIP model

and FCS, we can conclude that the former has better

times for 7 of these instances than the latter. The com-

parison of the values of the objective functions proves
that the solutions obtained by the MC-T method are

all optimal, in spite of the different pattern composition

of the schedules.

Table 6 Computational times for the benchmarking in-
stances using the MIP model, MC-T and FCS

Time(sec.)
Ex. nD nT nS MIP MC-T FCS

1 63 9 3 7.94 0.07 0.90
2 63 9 3 2.90 0.07 0.40
3 119 17 3 907.40 0.42 1.90
4 91 13 3 1.59 0.11 1.70
5 77 11 3 2.47 0.43 3.50
6 49 7 3 1.23 0.08 2.00
7 203 29 3 - 52.79 16.10
8 112 16 3 7.60 0.74 124.00
9 329 47 3 - 15.96 -

10 189 27 3 - 0.60 9.50
11 210 30 3 - 13.15 367.00
12 140 20 2 310.00 1.17 -
13 49 7 3 255.95 0.87 -
14 91 13 3 73.14 0.76 0.54
15 448 64 3 - 159.04 -
16 203 29 3 1923.00 0.54 2.44
17 231 33 2 29.64 2.16 -
18 371 53 3 - 6.83 2.57
19 840 120 3 - 75.83 -
20 1141 163 3 - 71.38 -

8 Conclusions

Staff scheduling is, typically, an intensive time-consuming

and cost-significant task. It represents, therefore, one of

the main management concerns for any organization, ei-

ther from manufacture or service sectors. In this work,

the staff scheduling problem was applied to two real-
life case studies: a glass industry and a continuous care

unit. Despite their apparent dissimilarity, the fact is

that these two problems do have common features. A

general mixed integer problem was first formulated and
then adapted introducing only slight changes. The same

model was adjusted to solve a collection of examples

of the rotating workforce scheduling problem available
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Fig. 3 Case study 2 example - schedule for nD=28 days and
δD=1

in the literature. The novelty of the proposed formula-

tion is both the flexible and wide-ranging way in which

the sequence conditions are tackled, and the cyclic ap-

proach of an initial non-cyclic problem, to ensure the

equity and predictability of the schedule. The proposed
automatic scheduling approach will not only lead to

cost reductions, by an efficient use of its resources, but

also to a productivity increase by improving the mo-

tivational and the satisfaction levels of its employees,
contributing also to the corporate social responsibility.

Usually, real-life instances dimension is not compatible

with exact methods because of the high number of vari-

ables. In this work, however, real-world size instances

were solved to optimality. Although low solution times
are not a must in this case, computational results re-

vealed that it is possible to reach optimal solutions in

an adequate amount of time.
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