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Abstract

In this paper we define a new type of quadratic variation for cylindrical continuous
local martingales on an infinite dimensional spaces. It is shown that a large class of
cylindrical continuous local martingales has such a quadratic variation. For this new
class of cylindrical continuous local martingales we develop a stochastic integration
theory for operator valued processes under the condition that the range space is a
UMD Banach space. We obtain two-sided estimates for the stochastic integral in terms
of the γ-norm. In the scalar or Hilbert case this reduces to the Burkholder-Davis-
Gundy inequalities. An application to a class of stochastic evolution equations is given
at the end of the paper.
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1 Introduction

Cylindrical local martingales play an important role in the theory of stochastic PDEs.
For example the classical cylindrical Brownian motion WH on a Hilbert space H = L2(D)

can be used to give a functional analytic framework to model a space-time white noise on
R+ ×D. A cylindrical (local) martingale M on a Banach space X is such that for every
x∗ ∈ X∗ (the dual space of X) one has that Mx∗ is a (local) martingale and the mapping
x∗ →Mx∗ is linear and satisfies appropriate continuity conditions (see Section 3.1).

Cylindrical (local) martingales have extensively studied in the literature (see [34, 60,
61, 49, 50, 73, 74]). In this paper we introduce a new type of quadratic variation [[M ]]
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Cylindrical continuous martingales

for a cylindrical continuous local martingale M on a Banach space X (see Definition 3.4).
Moreover, we develop a stochastic calculus for those M which admit such a quadratic
variation. The process [[M ]] is continuous and increasing and it is given by

[[M ]]t := lim
mesh→0

N∑
n=1

sup
x∗∈X∗,‖x∗‖=1

([M(tn)x∗]− [M(tn−1)x∗]), (1.1)

where the a.s. limit is taken over partitions 0 = t0 < . . . < tN = t. The definition (1.1) can
be given for any Banach space X, but for technical reasons we will assume that X∗ is
separable. The definition (1.1) is new even in the Hilbert space setting. Our motivation
for introducing this class comes from stochastic integration theory and in this case M is
a cylindrical continuous local martingale on a Hilbert space. A more detailed discussion
on stochastic integration theory will be given in the second half of the introduction.

In many cases [[M ]] is simple to calculate. For instance for a cylindrical Brownian
motion one has [[WH ]]t = t. More generally, if M =

∫ ·
0

Φ dWH where Φ is an L(H,X)-
valued adapted process, then one has

[[M ]]t =

∫ t

0

‖Φ(s)Φ(s)∗‖L(X∗,X) ds.

These examples illustrate that Definition (1.1) is a natural object. However, one has to be
careful, as there are cylindrical continuous martingales (even on Hilbert spaces) which
do not have a quadratic variation [[M ]]. From now on let us write M loc

var(X) for the class
of cylindrical continuous local martingales which admit a quadratic variation.

If M is a continuous local martingale with values in a Hilbert space, then it is well
known that it has a classical quadratic variation [M ] in the sense that there exists an
a.s. unique increasing continuous process [M ] starting at zero such that ‖M‖2 − [M ] is a
continuous local martingale again. It is simple to check that in this case [[M ]] exists and
a.s. for all t ≥ 0, [[M ]]t ≤ [M ]t. Clearly, [M ] does not exist in the cylindrical case, but as
we will see, [[M ]] gives a good alternative for it.

Previous attempts to define quadratic variation are usually given in the case M is
actually a martingale (instead of a cylindrical martingale) and in the case X is a Hilbert
space (see [14, 60, 49, 50]). We will give a detailed comparison with the earlier attempts
to define the quadratic variation in Section 3.

To study SPDEs with a space-time noise one often models the noise as a cylindrical
local martingale on an infinite dimensional space. We refer the reader to [13] for the case
of cylindrical Brownian motion. In order to study SPDEs one uses a theory of stochastic
integration for operator-valued processes Φ : R+×Ω→ L(H,X). Our aim is to develop a
stochastic integration theory where the integrator M is from M loc

var(H) and the integrand
takes values in L(H,X), where X is a Banach space which has the UMD property.

The history of stochastic integration in Banach spaces has an interesting history
which goes back 40 years. Important contributions have been given in several papers and
monographs (see [4, 7, 9, 31, 57, 58, 59, 70] and references therein). We refer to [56]
for a detailed discussion on the history of the subject. Influenced by results from Garling
[24] and McConell [48], a stochastic integration theory for Φ : [0, T ]× Ω→ L(H,X) with
integrator WH was developed in [53] by van Neerven and Weis and the first author. The
theory is naturally restricted to the class of Banach spaces X with the UMD property
(e.g. Lq with q ∈ (1,∞)). The main result is that Φ is stochastically integrable with
respect to an H-cylindrical Brownian motion if and only if Φ ∈ γ(0, T ;H,X) a.s. Here
γ(0, T ;H,X) is a generalized space of square functions as introduced in the influential
paper [36] (see Subsection 4.1 for the definition). Furthermore, it was shown that for
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Cylindrical continuous martingales

any p ∈ (0,∞) the following two-sided estimate holds

c‖Φ‖Lp(Ω;γ(0,T ;H,X)) ≤
∥∥∥ sup
t∈[0,T ]

∥∥∥∫ t

0

Φ dWH

∥∥∥
X

∥∥∥
Lp(Ω)

≤ C‖Φ‖Lp(Ω;γ(0,T ;H,X)),

which can be seen as an analogue of the classical Burkholder-Davis-Gundy inequalities.
This estimate is strong enough to obtain sharp regularity results for stochastic PDEs
(see [55]) which can be used for instance to extend some of the sharp estimates of Krylov
[40] to an Lp(Lq)-setting.

The aim of our paper is to build a calculus for the newly introduced class of cylindrical
continuous local martingales which admit a quadratic variation. Moreover, if M is a
cylindrical continuous local martingale on a Hilbert space H, we show that there is
a natural analogue of the stochastic integration theory of [53] where the integrator
WH is replaced by M . At first sight it is quite surprising that the γ-norms again play
a fundamental role in this theory although the cylindrical martingales do not have
a Gaussian distribution. Our theory is even new in the Hilbert space setting. The
proof of the main result Theorem 4.1 is based on a sophisticated combination of time
change arguments and Brownian representation results for martingales with absolutely
continuous quadratic variations from [60, Theorem 2]. Theorem 4.1 gives that Φ is
stochastically integrable with respect to M if and only if ΦQ

1/2
M ∈ γ(0, T, [[M ]];H,X)

a.s. Here QM is a predictable operator with norm ‖QM‖ = 1. Moreover, two-sided
Burkholder–Davis–Gundy inequalities hold again. We will derive several consequence of
the integration theory among which a version Itô’s formula.

We finish this introduction with some related contributions to the theory of stochastic
integration in an infinite dimensional setting. In [49] Métivier and Pellaumail developed
an integration theory for cylindrical martingales which are not necessarily continuous
and two-sided estimates are derived in a Hilbert space setting. A theory for SDEs and
SPDEs with semimartingales in Hilbert spaces is developed by Gyöngy and Krylov in
[26, 27, 25]. The integration theory with respect to cylindrical Lévy processes in Hilbert
cases and its application to SPDEs is developed in the monograph by Peszat and Zabczyk
[64]. Some extensions in the Banach space setting have been considered and we refer to
[1, 2, 45, 69, 68] and references therein. In [16] Dirksen has found an analogue of the
two-sided Burkholder–Davis–Gundy inequalities in the case the integrator is a Poisson
process and X = Lq (also see [17, 46, 47]). By the results of our paper and the previously
mentioned results, it is a natural question what structure of a cylindrical noncontinuous
local martingales is required to build a theory which allows to have two-sided estimates
for stochastic integrals.

Outline:

• In Section 2 some preliminaries are discussed.

• In Section 3 the quadratic variation of a cylindrical continuous local martingale is
introduced.

• In Section 4 the stochastic integrable Φ are characterized.

• In Section 5 the results are applied to study a class of stochastic evolution equa-
tions.

2 Preliminaries

Let F : R+ → R be a right-continuous function of bounded variation (e.g. nondecreas-
ing cádlág). Then we define µF on subintervals of R+ as follows:

µF ((a, b]) = F (b)− F (a), 0 ≤ a < b <∞,
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Cylindrical continuous martingales

µF ({0}) = 0.

By the Carathéodory extension theorem, µF extends to a measure, which we will call
the Lebesgue-Stieltjes measure associated to F . Conversely, if µ is a measure such that
µ((a, b]) = F (b)− F (a) for a given function F , then F has to be right-continuous.

Let (S,Σ) be separable measurable space and let (Ω,F,P) be a probability space. A
mapping ν : Σ×Ω→ [0,∞] will be called a random measure if for all A ∈ Σ, ω 7→ ν(A,ω)

is measurable and for almost all ω ∈ Ω, ν(·, ω) is a measure on (S,Σ) and (S,Σ, ν(·, ω)) is
separable (i.e. such that the corresponding L2-space is separable).

Example 2.1. Let F : R+×Ω→ R be a cádlág process which is of bounded variation a.s.
Then one can define a random measure µF : B(R+)× Ω → [0,∞] such that µF (A,ω) =

µF (ω)(A).

Random measures arise naturally when working with continuous local martingales M .
Indeed, for almost all ω ∈ Ω, the quadratic variation process [M ](·, ω) is continuous and
increasing (see [35, 49, 66]), so as in Example 2.1 we can associate a Lebesgue-Stieltjes
measure with it. Often we will denote this measure again by [M ](·, ω) for convenience.

Let (S,Σ, µ) be a measure space. Let X and Y be Banach spaces. An operator valued
function f : S → L(X,Y ) is called X-strongly measurable if for all x ∈ X, the function
s 7→ f(s)x is strongly measurable. It is called scalarly measurable if for all y∗ ∈ Y ∗,
f(s)∗y∗ is strongly measurable. If Y is separable both measurability notions coincide.

Often we will use the notation A .Q B to indicate that there exists a constant C
which depends on the parameter(s) Q such that A ≤ CB.

2.1 Positive operators and self-adjoint operators on Banach spaces

Let X, X be Banach spaces. We will denote the space of all bilinear operators from
X × Y to R as B(X,Y ). Notice, that for each continuous b ∈ B(X,Y ) there exists an
operator B ∈ L(X,Y ∗) such that

b(x, y) = 〈Bx, y〉, x ∈ X, y ∈ Y. (2.1)

We will call an operator B : X → X∗ self-adjoint, if for each x, y ∈ X

〈Bx, y〉 = 〈Bx, y〉.

A self-adjoint operator B is called positive, if 〈Bx, x〉 ≥ 0 for all x ∈ X.

Remark 2.2. Notice, that if B : X → X∗ is a positive self-adjoint operator, then the
Cauchy-Schwartz inequality holds for the bilinear form (x, y) := 〈Bx, y〉 (see [72, 4.2]).
From the latter one deduces that

‖B‖ = sup
x∈X,‖x‖=1

|〈Bx, x〉| (2.2)

Moreover, if X is a Hilbert space, then (2.2) holds for any self-adjoint operator.

Further we will need the following lemma proved in [60, Proposition 32]:

Lemma 2.3. Let (S,Σ) be a measurable space, H be a separable Hilbert space, f : S →
L(H) be a scalarly measurable self-adjoint operator-valued function. Let F : R→ R be
locally bounded measurable. Then F (f) : S → L(H) is a scalarly measurable self-adjoint
operator-valued function.

The next lemma allows us to define a square root of a positive operator in case of
a reflexive separable Banach space:

Lemma 2.4. Let X be a reflexive separable Banach space, B : X → X∗ be a positive
operator. Then there exists a separable Hilbert space H and an operator B1/2 : X → H

such that B = B1/2∗B1/2.

EJP 21 (2016), paper 59.
Page 4/53

http://www.imstat.org/ejp/

http://dx.doi.org/10.1214/16-EJP7
http://www.imstat.org/ejp/


Cylindrical continuous martingales

Proof. Since X is reflexive separable, X∗ is also separable. We will use the space
H, constructed in [42, p.154] (see also [9, p.15] and [61, Part 3.3]). Briefly speaking,
one can find such a separable Hilbert space H that there exists a continuous dense
embedding j : X∗ ↪→ H. Because of the reflexivity, j∗ : H ↪→ X∗∗ = X is a continuous
dense embedding and as an embedding it has a trivial kernel.

Consider the operator jBj∗ : H → H. Obviously this operator is positive, so one can
define a positive square root

√
jBj∗ : H → H (see [22, Chapter 6.6]). Now define

B1/2 =
√
jBj∗j∗−1 : ran j∗ → H.

This operator is bounded, because for each x ∈ ran j∗

‖
√
jBj∗j∗−1x‖2H = 〈

√
jBj∗j∗−1x,

√
jBj∗j∗−1x〉 = 〈jBj∗j∗−1x, j∗−1x〉

= 〈Bx, j∗j∗−1x〉 = 〈Bx, x〉 ≤ ‖B‖‖x‖2,

therefore it can be extended to the whole X. Moreover, for all x, y ∈ ran j∗

〈B1/2∗B1/2x, y〉 = 〈B1/2x,B1/2y〉 = 〈
√
jBj∗j∗−1x,

√
jBj∗j∗−1y〉 = 〈Bx, y〉,

Thus B1/2∗B1/2 = B on ran j∗, and hence on X by density and continuity.

Remark 2.5. The square root obtained in such a way is not determined uniquely, since
the operator j can be defined in different ways. The following measurability property
holds: if there exists a measurable space (S,Σ) and a scalarly measurable function
f : S → L(X,X∗) with values in positive operators, then defined in such a polysemantic
way f1/2 will be also scalarly measurable. Indeed, since f is scalarly measurable, then
jfj∗ and, consequently by Lemma 2.3 and the fact that jfj∗ is positive operator-valued,
the square root

√
jfj∗ is scalarly measurable. So, f1/2 =

√
jfj∗j∗−1x is measurable for

all x ∈ ran j∗, and because of the boundedness of an operator
√
jfj∗j∗−1 and the density

of ran j∗ in X one has that f1/2x is measurable for all x ∈ X.

2.2 Supremum of measures

In the main text we will often need explicit descriptions of the supremum of measures.
The results are elementary, but we could not find suitable references in the literature.
All positive measures are assumed to take values in [0,∞] (see [5, Definition 1.6.1]). In
other words, a positive measure of a set could be infinite.

Lemma 2.6. Let (µα)α∈Λ be positive measures on a measurable space (S,Σ). Then there
exists the smallest measure µ̌ s.t. µ̌ ≥ µα ∀α ∈ Λ. Moreover,

µ̌(A) = sup

N∑
n=1

sup
α
µα(An), A ∈ Σ, (2.3)

where the first supremum is taken over all the partitions A =
⋃N
n=1An of A.

From now on we will write supα∈Λ µα = µ̌, where µ̌ is as in the above lemma. A
similarly formula as (2.3) can be found in [21, Exercise 213Y(d)] for finitely many
measures.

Proof. The existence of the measure µ̌ is well-known (see e.g. [35, Exercise 2.2] [21,
Exercise 213Y(e)]), but it also follows from the proof below. To prove (2.3) let ν denote
the right-hand side of (2.3).

We first show that ν is a measure. It suffices to show that ν is additive and σ-
subadditive. To prove the σ-subadditivity, let (Bk)k≥1 be sets in Σ and let B =

⋃
k≥1Bk.
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Cylindrical continuous martingales

Let A1, . . . , AN ∈ Σ be disjoint and such that B =
⋃N
n=1An. Let Bnk = An ∩Bk. Then by

the σ-subadditive of the µα, we find

N∑
n=1

sup
α
µα(An) =

N∑
n=1

sup
α

∑
k≥1

µα(Bnk) ≤
∑
k≥1

N∑
n=1

sup
α
µα(Bnk) ≤

∑
k≥1

ν(Bk).

Taking the supremum over all An, we find ν(B) ≤
∑
k≥1 ν(Bk).

To prove the additivity let B,C ∈ Σ be disjoint. By the previous step it remains
to show that ν(B) + ν(C) ≤ ν(B ∪ C). Fix ε > 0 and choose A1, . . . , AN ∈ Σ disjoint,
α1, . . . , αN ∈ Λ and 1 ≤M < N such that

⋃M
n=1An = B,

⋃N
n=M+1An = C and

ν(B) ≤
M∑
n=1

µαn(An) + ε and ν(C) ≤
N∑

n=M+1

µαn(An) + ε.

Then we find that

ν(B) + ν(C) ≤
N∑
n=1

µαn(An) + 2ε ≤ ν(B ∪ C) + 2ε,

and the additivity follows.
Finally, we check that ν = µ̌. In order to check this let ν̃ be a measure such that

µα ≤ ν̃ for all α. Then for each A ∈ Σ we find

ν(A) = sup

N∑
n=1

sup
α
µα(An) ≤ sup

N∑
n=1

ν̃(An) = ν̃(A)

and hence ν ≤ ν̃. Thus we may conclude that ν = µ̌.

Remark 2.7. If the conditions of Lemma 2.6 are satisfied and there exists a measure µ
such that µα ≤ µ, then µ̌ ≤ µ. In particular if µ is finite, then µ̌ is finite as well.

Lemma 2.8. Let (S,Σ, ν) be a measure space. Let F be a set of measurable functions
from S into [0,∞]. Let {fj}∞j=1 be a sequence in F . Let f = supj≥1 fj and assume

supf∈F f = f . For each f ∈ F let µf be the measure given by

µf (A) =

∫
A

f dν.

Let µ̌ = supf∈F µf . Then µ̌ = supj≥1 µfj and

µ̌(A) =

∫
A

f dν, A ∈ Σ. (2.4)

Proof. Since f is the supremum of countably many measurable functions, it is mea-
surable. Since A 7→

∫
A
f dν defines a measure which dominates all measures µf , the

estimate “≤” in (2.4) follows.
To prove the converse estimate, let A ∈ Σ, ε > 0 and n ∈ N. Let A1 = {s ∈ A : f1(s) >

(1− ε)(f(s) ∧ n)} and let

Aj+1 = {s ∈ A : fj+1(s) > (1− ε)(f(s) ∧ n)} \
j⋃

k=1

Ak, j ≥ 1.

Then the (Aj)j≥1 are pairwise disjoint and
⋃
j≥1Aj = A, and therefore,

µ̌(A) =
∑
j≥1

µ̌(Aj) ≥
∑
j≥1

µfj (Aj) =
∑
j≥1

∫
Aj

fj dν

EJP 21 (2016), paper 59.
Page 6/53

http://www.imstat.org/ejp/

http://dx.doi.org/10.1214/16-EJP7
http://www.imstat.org/ejp/
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≥ (1− ε)
∑
j≥1

∫
Aj

f(s) ∧ n dν = (1− ε)
∫
A

f(s) ∧ n dν.

Since ε > 0 and n ∈ N were arbitrary the required estimate follows. The identity
µ̌ = supj≥1 µfj follows if we replace F by {fj : j ≥ 1} and apply (2.4) in this situation.

Lemma 2.9. Let (µn)n≥1 be a sequence of measures on a measurable space (S,Σ). Let
µ̌ = supn≥1 µn. Then for each A ∈ Σ,

( sup
1≤n≤N

µn)(A)→ µ̌(A), as N →∞.

Proof. Let A ∈ Σ. Without loss of generality suppose that µ̌(A) < ∞. Fix ε > 0.
According to (2.3) there exists K > 0, a partition A =

⋃K
k=1Ak of A into pairwise disjoint

sets and an increasing sequence (nk)1≤k≤K ⊆ N such that
∑K
k=1 µnk(Ak) > µ̌(A) − ε.

Hence (sup1≤n≤nK µn)(A) ≥ µ̌(A)− ε, which finishes the proof.

Remark 2.10. Assume that in the situation above S = R, Σ is a Borel σ-algebra. Define
µ̄ on segments as follows:

µ̄(a, b] = sup

N∑
n=1

sup
α
µα(An), (2.5)

where the first supremum is taken over all the partitions (a, b] =
⋃N
n=1An of the segments

(a, b] into pairwise disjoint segments. Then by Carathéodory’s extension theorem µ̄

extends to a measure on the Borel σ-algebra. Obviously µ̄ ≥ µα for each α ∈ Λ (because
(µ̄ − µα)((a, b]) ≥ 0 for every segment (a, b], and so, by [5, Corollaries 1.5.8 and 1.5.9]
for every Borel set) and µ̄ ≤ µ̌. Consequently, µ̄ = µ̌. Notice that the segments in the
partition (a, b] =

⋃N
n=1An can be chosen with rational endpoints (of course except a and

b). Then the supremum obtained in (2.5) will be the same.

3 Cylindrical continuous martingales and quadratic variation

In this section we assume that X is a Banach space with a separable dual space X∗.
Let (Ω,F,P) be a complete probability space with filtration F := (Ft)t∈R+ that satisfies
the usual conditions, and let F := σ(

⋃
t≥0 Ft). We denote the predictable σ-algebra by P.

In this section we introduce a class of cylindrical continuous local martingales on a
Banach space X which have a certain quadratic variation. We will show that it extends
several previous definitions from the literature even in the Hilbert space setting.

3.1 Definitions

A scalar-valued process M is called a continuous local martingale if there exists
a sequence of stopping times (τn)n≥1 such that τn ↑ ∞ almost surely as n → ∞ and
1τn>0M

τn is a continuous martingale.
LetM (resp.Mloc) be the class of continuous (local) martingales. OnMloc define

the translation invariant metric given by

‖M‖Mloc =

∞∑
n=1

2−nE[1 ∧ sup
t∈[0,n]

|Mt|]. (3.1)

Here and in the sequel we identify indistinguishable processes. One may check that this
coincides with the ucp topology (uniform convergence compact sets in probability). The
following characterization will be used frequently.

EJP 21 (2016), paper 59.
Page 7/53

http://www.imstat.org/ejp/

http://dx.doi.org/10.1214/16-EJP7
http://www.imstat.org/ejp/
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Remark 3.1. For a sequence of continuous local martingales one has Mn → 0 inMloc if
and only if for every T ≥ 0, [Mn]T → 0 in probability and Mn

0 → 0 in probability (see [35,
Proposition 17.6]).

The spaceMloc is a complete metric space. This is folklore, but we include a proof
for convenience of the reader. Let (Mn)n≥1 be a Cauchy sequence inMloc with respect
to the ucp topology. By completeness of the ucp topology we obtain an adapted limit
M with continuous paths. It remains to shows that M is a continuous local martingale.
By taking an appropriate subsequence without loss of generality we can suppose that
Mn →M a.s. uniformly on compacts sets. Define a sequence of stopping times (τk)∞k=1

as follows:

τk =

{
inf{t ≥ 0 : supn ‖Mn(t)‖ > k}, if supt∈R+

supn ‖Mn(t)‖ > k;

∞, otherwise.

Since each (Mn)τk is a bounded local martingale with continuous paths, (Mn)τk is a
martingales as well by the dominated convergence theorem. Letting n→∞, it follows
again by dominated convergence theorem that Mτk is a martingale. Therefore, M is a
continuous local martingale with a localizing sequence (τk)∞k=1.

Let X be a Banach space. A continuous linear mapping M : X∗ →Mloc is called a
cylindrical continuous local martingale. (Details on cylindrical martingales can be found
in [3, 34]). For a cylindrical continuous local martingale M and a stopping time τ we
can define Mτ : X∗ → Mloc by Mτx∗(t) = Mx∗(t ∧ τ). In this way Mτ is a cylindrical
continuous (local) martingale again. Two cylindrical continuous local martingales M
and N are called indistinguishable if ∀x∗ ∈ X∗ the local martingales Mx∗ and Nx∗ are
indistinguishable.

Remark 3.2. OnMloc it is also natural to consider the Emery topology, see [18] and also
[38, 3, 34]. Because of the continuity of the local martingales we consider, this turns out
to be equivalent. We find it therefore more convenient to use the ucp topology instead.

Remark 3.3. Since X∗ is separable, we can find linearly independent vectors (e∗n)n≥1 ⊆
X∗ with linear span F which is dense in X∗. For fixed t ≥ 0 and almost all ω ∈ Ω

one can define Bt : Ω → B(F, F ) such that Bt(x∗, y∗) = [Mx∗,My∗]t for all x∗, y∗ ∈ F .
Unfortunately, one can not guarantee, that t 7→ Bt is continuous a.s. Moreover, as we
will see in Example 3.26 for X a Hilbert space, it may already happen that for a.a. ω ∈ Ω,
for some t > 0, Bt /∈ B(X∗, X∗).

In the following definition we introduce a new set of cylindrical martingales for which
the above phenomenon does not occur.

Let (Ω,F ,P) be a probability space, (S,Σ) be a measure space and letM+(S,Σ) be
a set of all positive measures on (S,Σ). For f, g : Ω → M+(S,Σ) we say that f ≥ g if
f(ω) ≥ g(ω) for P-a.a. ω ∈ Ω.

Definition 3.4. Let M : X∗ → Mloc be a linear mapping. Then M is said to have a
quadratic variation if

(1) There exists a smallest f : Ω → M+(R+,B(R+)) such that f ≥ µ[Mx∗] for each
x∗ ∈ X∗, ‖x∗‖ = 1,

(2) f(ω)[0, t] is finite for a.e. ω ∈ Ω for all t ≥ 0.

Let [[M ]] : R+ × Ω→ R+ be such that

[[M ]]t(ω) = 1f(ω)[0,t]<∞f(ω)[0, t].

Then [[M ]] is called the quadratic variation of M and we write M ∈Mloc
var(X).

If additionally, for each x∗ ∈ X∗, Mx∗ is a martingale, we write M ∈Mvar(X).
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Cylindrical continuous martingales

Notice that in the definition above f = µ[[M ]] a.s. In the next proposition we collect
some basic properties of [[M ]].

Proposition 3.5. Assume M ∈ Mloc
var(X). Then M is a cylindrical continuous local

martingale and the following properties hold:

1. [[M ]] has a continuous version.

2. [[M ]] is predictable.

3. [[M ]]0 = 0 a.s.

4. [[M ]] is increasing.

5. For all x∗ ∈ X∗ a.s. for all s ≤ t,

[Mx∗]t − [Mx∗]s ≤ ([[M ]]t − [[M ]]s)‖x∗‖2.

In Example 3.26 we will see that not every cylindrical continuous local martingale is
in M loc

var(X).

Proof. Properties (3), (4) and (5) are immediate from the definitions. Properties (1) and
(2) will be proved in Proposition 3.7 below.

To prove that M is a cylindrical continuous local martingale, fix t ≥ 0 and a sequence
(x∗n)n≥1 such that x∗n → 0. Then by (5), [Mx∗n]t → 0 a.s., so by Remark 3.1 M is a
continuous linear mapping.

Remark 3.6. Let M ∈Mloc
var(X). Then M is a cylindrical continuous local martingale.

Proposition 3.7. Let M : X∗ →Mloc be a cylindrical continuous local martingale. Then
the following assertions are equivalent:

1. M ∈Mloc
var(X);

2. For any dense subset (x∗n)n≥1 of the unit ball in X∗ there exists a nondecreasing
right-continuous process F : R+ × Ω→ R+ such that for a.a. ω ∈ Ω we have that
µF (ω) = supn µ[Mx∗n](ω);

3. For any dense subset (x∗n)n≥1 of the unit ball in X∗ there exists a nondecreasing
right-continuous process G : R+ × Ω→ R+ such that for a.a. ω ∈ Ω we have that
µ[Mx∗n](ω) ≤ µG(ω).

Moreover, in this case F is a.s. continuous, predictable and F = [[M ]] a.s.

Proof. (1)⇒ (2): Since µ[[M ]] ≥ µ[Mx∗n] a.s. for each n ≥ 1, it follows that a.s. there exists
µ̌ := supn µ[Mx∗n] ≤ µ[[M ]] by the definition of a supremum of measures given in Lemma
2.6. By Remark 2.10 one can write µ̌ = µF where the process F is given by

F (t) = sup

J∑
j=1

sup
n≥1

(
[Mx∗n]tj − [Mx∗n]tj−1

)
, (3.2)

where the outer supremum is taken over all 0 = t0 < t1 < . . . < tJ < t with tj ∈ Q for
j ∈ {0, . . . , J}. The fact that F is increasing is clear from (3.2). The right-continuity of F
follows from the fact that µ̌ is a measure.

(2)⇒ (3): This is trivial.
(3) ⇒ (2): Since each of the measures µ[Mx∗n] is nonatomic a.s., by (2.3) µF is

nonatomic a.s. and finite by Remark 2.7 and hence F is finite and a.s. continuous.
(2) ⇒ (1): We claim that for each x∗ ∈ X∗ with ‖x∗‖ = 1 a.s. µF ≥ µ[Mx∗]. Fix

x∗ ∈ X∗ of norm 1. Since M is a cylindrical continuous local martingale we can
find (nk)k≥1 such that x∗nk → x∗ and a.s. [Mx∗nk ] → [Mx∗] uniformly on compact sets
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Cylindrical continuous martingales

as k → ∞ (see [35, Exercise 17.8]). Then a.s. for all 0 ≤ s < t < ∞ one has that
[Mx∗nk ]t − [Mx∗nk ]s ≤ F (t)− F (s) for each k ≥ 1, so a.s.

[Mx∗]t − [Mx∗]s = lim
k→∞

[Mx∗nk ]t − [Mx∗nk ]s ≤ lim
k→∞

F (t)− F (s) = F (t)− F (s),

and therefore µF ≥ µ[Mx∗] a.s. We claim that F is a.s. the least function with this property.
Let φ : Ω →M+(R+,B(R+)) be such that for all x∗ ∈ X∗ with ‖x∗‖ = 1, φ ≥ µ[Mx∗] a.s.
Then φ ≥ supn µ[Mx∗n] = µF a.s. and hence µF is the smallest measure with the required
property. By the definition of a quadratic variation we find that F = [[M ]] a.s.

Finally, note that by (3.2), F is adapted and therefore F is predictable by the a.s.
pathwise continuity of F .

Remark 3.8. Notice that by the above proposition the quadratic variation of M ∈
Mloc

var(X) has the following form a.s.

[[M ]]t = sup

N∑
n=1

sup
m

([Mx∗m]ti+1
− [Mx∗m]ti), t ≥ 0, (3.3)

where the limit is taken over all rational partitions 0 = t0 < . . . < tN = t and (x∗m)m≥1 is
a dense subset of the unit ball in X∗.

Next we give another characterization of M being inMloc
var(X).

Theorem 3.9. Let M : X∗ → Mloc. Then M ∈ Mloc
var(X) if and only if there exists a

mapping aM : R+ × Ω → B(X∗, X∗) such that for every x∗, y∗ ∈ X∗, a.s. for all t ≥ 0,
aM (t)(x∗, y∗) = [Mx∗,My∗]t and a.s. for all t ≥ 0, (x∗, y∗) 7→ aM (t)(x∗, y∗) is bilinear and
continuous, and for all t ≥ 0 the following limit exists

G(t) := lim
mesh→0

N∑
n=1

sup
‖x∗‖=1

(aM (tn)(x∗, x∗)− aM (tn−1)(x∗, x∗)). (3.4)

Here the limit is taken over partitions 0 = t0 < . . . < tN = t.

If this is the case then G(t) = [[M ]]t a.s. for all t ≥ 0.

Proof. Let M ∈Mloc
var(X). Fix a set (x∗m)m≥1 ⊂ X∗ of linearly independent vectors such

that span(x∗m)m≥1 is dense in X∗. Let F = (y∗n) ⊂ X∗ be the Q-span of (x∗m)m≥1. Then
there exists aM : R+ × Ω → B(F, F ) such that for each n, k ≥ 1 aM (y∗n, y

∗
k) is a version

of [My∗n,My∗k] such that µaM (y∗n,y
∗
k) � µ[[M ]]‖y∗n‖‖y∗k‖. Since by the last inequality aM is

bounded on F ×F , it can be extended to X∗×X∗, and by the continuity of M , aM (x∗, y∗)

is a version of [Mx∗,My∗]. To prove (3.4) notice that because of the boundedness of
aM and a density argument one replace the supremum over the unit sphere by the
supremum over x∗ ∈ {y∗n : ‖y∗n‖ ≤ 1}. Then this formula coincides with (3.3), therefore
a.s. G(t) = [[M ]]t for all t ≥ 0.

To prove the converse first note that for all x∗ ∈ X∗, µ[Mx∗] ≤ µG‖x∗‖2 a.s. and hence
M is a cylindrical continuous local martingale by Remark 3.1. Since aM is continuous
one can replace the supremum by the supremum over a countable dense subset of the
unit ball again. Now one can apply Proposition 3.7 and use (2.5).

Definition 3.10. Given M ∈Mloc
var(X) we define its cylindrical Doléans measure µM on

the predictable σ-algebra P as follows:

µM (C) = E

∫ ∞
0

1C d[[M ]], C ∈ P.
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Lemma 3.11. Let M ∈Mloc
var(X) and let τ be a stopping time and define a sequence of

stopping times by
τn = inf{t ≥ 0 : [[M ]]t ≥ n}, for n ≥ 1.

Then the following assertions hold:

1. Mτ ∈M loc
var(X), [[Mτ ]] = [[M ]]τ .

2. For each n ≥ 1, Mτn ∈Mvar(X).

Proof. (1): It is obvious from the scalar theory that for every x∗ ∈ X∗ with ‖x∗‖ ≤ 1,
Mτx∗ is a continuous local martingale. Moreover,

dµ[Mτx∗] = 1[0,τ ] dµ[Mx∗] ≤ 1[0,τ ] dµ[[M ]].

Since µ[[M ]] is the least measure which majorizes µ[Mx∗] for ‖x∗‖ = 1, it follows that
1[0,τ ] dµ[[M ]] is the least measure which majorizes µ[Mτx∗] for ‖x∗‖ = 1.

(2): To check thatMτn ∈Mvar(X) it remains to show that 1τn>0M
τnx∗ is a martingale.

By the Burkholder-Davis-Gundy inequality [35, Theorem 26.12] and the continuity of
[[M ]] we have for all x∗ ∈ X∗

E sup
s≤t
|1τn>0M

τn
t x∗| ≤ CE[Mτnx∗]

1/2
t = CE[[M ]]

1/2
t∧τn‖x

∗‖ ≤ Cn1/2‖x∗‖.

Therefore, the martingale property follows from the dominated convergence theorem
and the fact that 1τn>0M

τnx∗ is a local martingale.

We end this subsection with a simple but important example.

Example 3.12 (Cylindrical Brownian motion). LetX be a Banach space andQ ∈ L(X∗, X)

be a positive self-adjoint operator. Let WQ : R+ × X∗ → L2(Ω) be a cylindrical Q-
Brownian motion (see [13, Chapter 4.1]), i.e.

• WQ(·)x∗ is a Brownian motion for all x∗ ∈ X,

• EWQ(t)x∗WQ(s)y∗ = 〈Qx∗, y∗〉min{t, s} ∀x∗, y∗ ∈ X∗, t, s ≥ 0.

The operator Q is called the covariance operator of WQ. Then WQ ∈Mvar(X). Indeed,
since aWQ(t)(x∗, x∗) = t〈Qx∗, x∗〉 we have [[M ]]t = t‖Q‖.

In the case Q = I is the identity operator on a Hilbert space H, we will call WH = W I

an H-cylindrical Brownian motion. In this case [[M ]]t = t.

3.2 Quadratic variation operator

Let M ∈Mloc
var(X). From Example 3.12 one sees that essential information about the

cylindrical martingale is lost when one only considers [[M ]]. For this reason we introduce
the quadratic variation operator AM and its [[M ]]-derivative QM .

Let Ω0 ⊂ Ω be a set of a full measure such that G(t) from (3.4) is finite for all t ≥ 0 in
Ω0. Note that pointwise in Ω0 for all t ≥ 0,

|aM (t)(x∗, y∗)| ≤ [[M ]]t‖x∗‖‖y∗‖ ∀x∗, y∗ ∈ F.

It follows that for all ω ∈ Ω0 for all t ≥ 0 and all x∗ ∈ X∗, the bilinear map (x∗, y∗) 7→
aM (t, ω)(x∗, y∗) is bounded by [[M ]]t(ω) in norm, and therefore it defines a mapping
AM (t, ω) ∈ L(X∗, X∗∗). For ω /∈ Ω0 we set AM = 0. Note that for each x∗, y∗ ∈ X∗,
for almost all ω ∈ Ω, and for all t ≥ 0, 〈AM (t)x∗, y∗〉 is a version of [Mx∗,My∗]t. The
function AM is called the quadratic variation operator of M . By construction, for every
x∗, y∗ ∈ X∗, (t, ω) 7→ 〈AM (t, ω)x∗, y∗〉 is predictable. Moreover, one can check that for
each t ≥ 0 and ω ∈ Ω, and x∗, y∗ ∈ X∗,

〈AM (t, ω)x∗, x∗〉 ≥ 0, and 〈AM (t, ω)x∗, y∗〉 = 〈AM (t, ω)y∗, x∗〉.
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Proposition 3.13 (Polar decomposition). For each M ∈Mloc
var(X) there exists a process

QM : R+ × Ω→ L(X∗, X∗∗) such that almost surely for all t > 0

〈AM (t)x∗, y∗〉 =

∫ t

0

〈QM (s)x∗, y∗〉d[[M ]]s, x∗, y∗ ∈ X∗. (3.5)

Moreover, the following properties hold:

1. For all x∗, y∗ ∈ X∗, (t, ω) 7→ 〈QM (t, ω)x∗, y∗〉 is predictable.

2. Q is self-adjoint and positive µM -a.e.

3. ‖QM (t)‖ = 1 for µ[[M ]]-a.e. t on R+. In particular, ‖QM (t, ω)‖ = 1, µM -a.s. on
R+ × Ω.

In (3.5) the Lebesgue-Stieltjes integral is considered. In the proof we use the following
fact which is closely related to [5, Theorem 5.8.8] and [20, Theorem 3.21]. In the
statement and its proof we use the convention that 0

0 = 0.

Lemma 3.14. Let µ be a positive non-atomic σ-finite measure on R+ and let f ∈
L1

loc(R+, µ). Define the measure ν by dν = f dµ. Then for µ-almost all t > 0,

lim
ε↓0

ν((t− ε, t])
µ((t− ε, t])

= f(t).

Proof. It is enough to show this lemma given µ ≥ λ. If it is shown for µ ≥ λ, then in
general situation one can use µ+ λ: due to the fact that µ� µ+ λ one has that there
exists g : R+ → R+ such that dµ = g d(µ+ λ) and dν = fg d(µ+ λ), so for µ-a.a. t ≥ 0

lim
ε↓0

ν((t− ε, t])
µ((t− ε, t])

= lim
ε↓0

ν((t− ε, t])
(µ+ λ)((t− ε, t])

/
lim
ε↓0

µ((t− ε, t])
(µ+ λ)((t− ε, t])

=
(fg)(t)

g(t)
= f(t).

Now let µ ≥ λ, and define τ : R+ → R+ by τ(t) = inf{s : µ([0, s)) > t}. Then µ ◦ τ = λ

is the Lebesgue measure on R+, d(ν ◦ τ) = f ◦ τ dλ. By the Lebesgue differentiation
theorem (see [20, Theorem 3.21]) one has

lim
ε↓0

ν ◦ τ((t− ε, t])
µ ◦ τ((t− ε, t])

= f ◦ τ(t), (3.6)

for λ-almost all t. Define F : R+ → R+ by F (s) = µ([0, s)). Then F is strictly increasing
and continuous since µ is nonatomic. Therefore τ ◦ F (s) = s for all s ∈ R+, and it follows
from (3.6) that for µ-a.a. t ∈ R+

lim
ε↓0

ν((t− ε, t])
µ((t− ε, t])

= lim
ε↓0

ν ◦ τ ◦ F ((t− ε, t])
µ ◦ τ ◦ F ((t− ε, t])

= lim
ε↓0

ν ◦ τ((F (t− ε), F (t)])

µ ◦ τ((F (t− ε), F (t)])

= f ◦ τ(F (t)) = f(t).

Proof of Proposition 3.13. Let Ω0 ⊂ Ω be a set of a full measure such that G(t) from
(3.4) is finite for all t ≥ 0 in Ω0. Then pointwise on Ω0, for all x∗, y∗ ∈ X∗, 〈AMx∗, y∗〉
is absolutely continuous with respect to [[M ]]. Let (e∗n)n≥1 ⊆ X∗ be a set of linearly
independent vectors, such that its linear span F is dense in X∗. Then there exists a
process QM : Ω×R+ → L(F,X∗∗) such that 〈QMe∗n, e∗m〉 is predictable for each n,m ≥ 1

and
∫ t

0
〈QM (s)e∗n, e

∗
m〉d[[M ]]s = 〈AM (t)e∗n, e

∗
m〉. To check the predictability, note that by

Lemma 3.14 a.s. for µ[[M ]]-a.a. t ≥ 0,

〈AM (t)e∗n, e
∗
m〉 − 〈AM (t− 1/k)e∗n, e

∗
m〉

[[M ]]t − [[M ]]t− 1
k

→ 〈QM (t)e∗n, e
∗
m〉
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as k →∞. Since the left-hand side is predictable, the right-hand side has a predictable
version.

Let (f∗n)n≥1 in F of length one be dense in {x∗ ∈ X∗ : ‖x∗‖ = 1}. Then by the
definition of [[M ]], on Ω0 it holds that |µaM (·)(x∗,x∗)| ≤ µ[[M ]] for all m,n ≥ 1. Therefore on
Ω0, we find that for all m,n ≥ 1, |〈QM (s)f∗n, f

∗
m〉| ≤ 1 for µ[[M ]]-a.a. t ≥ 0. Let S ⊆ R+×Ω0

be the set where |〈QM (s)f∗n, f
∗
m〉| ≤ 1 for all m,n ≥ 1. Then S is predictable and for each

ω ∈ Ω0, µ[[M ]](R \ Sω) = 0, where Sω denotes its section. Taking the supremum over all
n,m ≥ 1, it follows that ‖QM‖ ≤ 1 on S. On the complement of S we let QM = 0. Since
F is dense in X∗, QM has a unique continuous extension to a mapping in L(X∗, X∗∗).

Fix t > 0. Let x∗, y∗ ∈ X∗, (x∗n)n≥1, (y
∗
n)n≥1 ⊆ F be such that x∗ = limn→∞ x∗n,

y∗ = limn→∞ y∗n. Since on Ω0 for all t ≥ 0,

〈AM (t)x∗n, y
∗
m〉 =

∫ t

0

〈QM (s)x∗n, y
∗
m〉d[[M ]]s,

letting as m,n→∞, (3.5) follows by the dominated convergence theorem.
We claim that for all ω ∈ Ω0, ‖QM‖ = 1, µ[[M ]]-a.e. on R+. Since µ[[M ]] is a maximum

for the measures µaM (·)(f∗n,f∗n) (where the f∗n are as before) it follows that ‖QM‖ =

supn〈QMf∗n, f∗n〉 = 1, µ[[M ]]-a.e. on R+. Indeed, otherwise there exists an α ∈ (0, 1) such
that C = {t ∈ R+ : ‖Q(t)‖ < α} satisfies µ[[M ]](C) > 0. Then it follows that for the
maximal measure and all measurable B ⊆ C

µaM (·)(f∗n,f∗n)(B) =

∫
B

〈QM (s)f∗n, f
∗
n〉d[[M ]]s ≤ αµ[[M ]](B).

This contradicts the fact that the supremum measure on the left equals µ[[M ]] as well.
Thus µ[[M ]](C) = 0 and hence the claim follows.

It follows from the construction that QM is self-adjoint and positive µ[[M ]]-a.s.

Remark 3.15. Assume that X∗∗ is also separable (e.g. X is reflexive). In this case
it follows from the Pettis measurability theorem that the functions AMx∗ and QMx

∗

are strongly progressively measurable for each x∗ ∈ X∗ (see e.g. [32]). Moreover, if
φ : R+ × Ω→ X∗ is strongly progressively measurable, then AMφ and QMφ are strongly
progressively measurable as well.

Remark 3.16. Let H be a separable Hilbert space and X be a separable Banach space.
In [50, 60, 61] cylindrical continuous martingales are considered for which the quadratic
variation operator has the form

〈AM (t)x∗, y∗〉 =

∫ t

0

(g∗x∗, g∗y∗)H ds,

where g : R+ × Ω → L(H,X) is such that for all x∗ ∈ X∗, g∗x∗ ∈ L2
loc(R+;H). In this

case [[M ]]t =
∫ t

0
‖gg∗‖ds. Indeed,

aM (b)(x∗, x∗)− aM (a)(x∗, x∗) =

∫
(a,b]

‖g(s)∗x∗‖2H ds

and hence the identity follows from Lemma 2.8, Remark 2.10, Theorem 3.9 and the
separability of X∗.

3.3 Quadratic variation for local martingales

In this section we will study the case where the cylindrical local martingale actually
comes from a local martingale on X. We discuss several examples and compare our defi-
nition quadratic variation from Definition 3.4 to other definitions. In order to distinguish
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between martingales and cylindrical martingales we use the notation M̃ for an X-valued
martingale.

For a continuous local martingale M̃ : R+ × Ω→ X we define the associated cylindri-
cal continuous martingale M : R+ ×X∗ → L0(Ω) by

Mx∗ = 〈M̃, x∗〉, x∗ ∈ X∗.

It is a cylindrical continuous local martingale since if (x∗n)n≥1 ⊆ X∗ vanishes as n→∞,
then for all t ≥ 0 almost all ω

sup
0≤s≤t

|〈M̃s(ω), x∗n〉| ≤ ‖x∗n‖ sup
0≤s≤t

‖M̃s(ω)‖ → 0 n→∞,

so 〈M̃, x∗n〉 → 0 in the ucp topology.
Below we explain several situations where one can check that the associated cylindri-

cal continuous local martingale M is an element ofMloc
var(X). In general this is not true

(see Example 3.25).
First we recall some standard notation in the case H is a separable Hilbert space.

Let M̃ : R+ × Ω→ H be a continuous local martingale. Then the quadratic variation is
defined by

[M̃ ]t = P− lim
mesh→0

N∑
n=1

‖Mtn −Mtn−1‖2. (3.7)

where 0 = t0 < t1 < . . . < tN = t. It is well known that this limit exists in the ucp sense
(see [49, 2.6 and 3.2]) and the limit coincides with the unique increasing and continuous
process starting at zero such that ‖M̃‖2− [M̃ ] is a continuous local martingale. Moreover,
one can always choose a sequence of partitions with mesh → 0 for which a.s. uniform
convergence on compact intervals holds.

Observe that for an orthonormal basis (hn)n≥1, letting Mn
t = (M̃t, hn)H we find that

almost surely for all t ≥ 0

M̃t =
∑
n≥1

Mn
t hn

with convergence in H. Moreover, the following identity for the quadratic variation holds
(see [49, Chapter 14.3]): a.s.

[M̃ ]t =
∑
n≥1

[Mn]t, for all t ≥ 0. (3.8)

Next we first consider two finite dimensional examples before returning to the infinite
dimensional setting.

Example 3.17. Let M ∈ Mloc
var(R). Then M̃ = M1 is a continuous real-valued local

martingale, [[M ]] = [M̃ ] and QM = 1 (where QM is as in Proposition 3.13).

Example 3.18. Let d ≥ 1 and H = Rd. Again let M ∈ Mloc
var(H). Let h1, . . . , hd be an

orthonormal basis in H. Then M̃ =
∑d
n=1Mhn ⊗ hn defines a continuous H-valued local

martingale. Moreover, its quadratic variation satisfies

[M̃ ]t =

d∑
n=1

[Mhn]t, t ≥ 0.

and in particular the right-hand side does not depend on the choice of the orthonormal
basis. It follows that

[M̃ ]t − [M̃ ]s
d

≤ sup
‖h‖=1

([Mh]t − [Mh]s) ≤ [M̃ ]t − [M̃ ]s, t > s ≥ 0,
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and hence from the definition of [[M ]] we see that

[M̃ ]t − [M̃ ]s
d

≤ [[M ]]t − [[M ]]s ≤ [M̃ ]t − [M̃ ]s, t > s ≥ 0,

which means that the Lebesgue-Stieltjes measures µ
[M̃ ]

and µ[[M ]] are equivalent a.s.

Example 3.19. Let H be a separable Hilbert space again and let M̃ be an H-valued
continuous local martingale. The quadratic variation operator (see [49, Chapter 14.3])
〈M̃〉 : R+ × Ω→ L(H) is defined by

〈〈M̃〉th, g〉 = [〈M̃, h〉, 〈M̃, g〉]t, ω ∈ Ω, t ≥ 0.

To see that this is well-defined and bounded of norm at most [M ]t, choose partitions with
decreasing mesh sizes such that the convergence in (3.7) holds on a set of full measure
Ω0. Then a polarization argument shows that pointwise on Ω0,

|[〈M̃, h〉, 〈M̃, g〉]t| = lim
∣∣∣ N∑
n=1

〈∆̃Mtn , h〉〈∆̃Mtn , g〉
∣∣∣

≤ lim

N∑
n=1

‖∆Mtn‖2‖g‖ ‖h‖ = [M ]t‖g‖ ‖h‖.

The operator 〈M̃〉t is positive and it follows from (3.8) that for any orthonormal basis
(hn)n≥1 of H, pointwise on Ω0 for all t ≥ 0,∑

n≥1

〈〈M̃〉thn, hn〉 =
∑
n≥1

[(M̃, hn)]t = [M ]t.

Hence a.s. for all t ≥ 0, 〈M̃〉t a trace class operator and Tr〈M̃〉t = [M ]t.
As in Proposition 3.13 one sees that there is a q

M̃
: R+ × Ω→ L(H) such that for all

g, h ∈ H, 〈q
M̃
g, h〉 is predictable and a.s.

〈M̃〉t =

∫ t

0

q
M̃

(s) d[M̃ ]s, t > 0.

Moreover, a.s. q
M̃

is a trace class operator µ
[M̃ ]

-a.a., and Tr(q
M̃

(t)) = 1 a.s. for all t ≥ 0.

Define M : R+ ×H → L0(Ω) by the formula

Mh := 〈M̃, h〉, h ∈ H.

We claim that M ∈ M loc
var(H). As before a.s. for ∀t > s > 0, sup‖h‖=1[Mh]t − [Mh]s ≤

[M̃ ]t − [M̃ ]s, so [[M ]]t − [[M ]]s ≤ [M̃ ]t − [M̃ ]s, which means that a.s. [[M ]]t is continuous
in t. Such M is called the associated local H-cylindrical martingale.

Now we find that almost surely, for all h, g ∈ H and t ≥ 0∫ t

0

〈QM (s)g, h〉d[[M ]]s = [Mh,Mg]t = [〈M̃, h〉, 〈M̃, g〉]t =

∫ t

0

〈q
M̃

(s)g, h〉d[M̃ ]s.

Moreover, an approximation argument yields that for all elementary progressive
processes φ, ψ : R+ × Ω→ H∫ ∞

0

〈QM (s)φ(s), ψ(s)〉d[[M ]]s =

∫ ∞
0

〈q
M̃

(s)φ(s), ψ(s)〉d[M̃ ]s. (3.9)
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Cylindrical continuous martingales

Remark 3.20. Example 3.19 illustrates some of the advantages using [[M ]] instead of
[M ]. Indeed, [M ] is rather large and in order to compensate for this qM has to be small
(of trace class). On the other hand [[M ]] is so small that only the boundedness of QM is
needed. The above becomes even more clear in the cylindrical case, where [M ] and qM
are not defined at all.

Let X be a Banach space, M̃ : R+ × Ω→ X be a continuous local martingale. Then
we say that M̃ has a scalar quadratic variation (see [14, Definition 4.1]), if for any t > 0

[M̃ ]εt :=

∫ t

0

‖M̃s+ε − M̃s‖2

ε
ds (3.10)

has a ucp limit as ε→ 0. In this case the limit will be denoted by [M̃ ]t := P− limε→0[M̃ ]εt .
Since in the Hilbert space case the above limit coincides with the previously defined
quadratic variation, there is no risk of confusion here (see [14, Remark 4.3.3-4.3.4]).

Outside the Hilbert space setting it is not so simple to determine whether the scalar
quadratic variation exists. Also note that the definition can not be extended to cylindrical
(local) martingales. In the next example we show that the existence of [M ] implies the
existence of [[M ]].

Example 3.21. Let M̃ be an X-valued continuous local martingale with a scalar quadrat-
ic variation. Then the associated cylindrical continuous local martingale Mx∗ := 〈M̃, x∗〉
for x∗ ∈ X∗ is in Mloc

var(X). Indeed, choose a sequence εn → 0 such that the limit in
(3.10) converges uniformly on compact intervals on a set of full measure Ω0. Then for
every ω ∈ Ω0, t > s ≥ 0, x∗ ∈ X∗,

[Mx∗]t − [Mx∗]s = lim
n→∞

∫ t

s

|(M̃x∗)r+εn − (M̃x∗)r|2

εn
dr ≤ ([M̃ ]t − [M̃ ]s)‖x∗‖.

Therefore, [[M ]] exists and for all ω0 ∈ Ω, t > s ≥ 0, [[M ]]t − [[M ]]s ≤ [M̃ ]t − [M̃ ]s. With a
similar argument one sees that the existence of the tensor quadratic variations of [14]
implies the existence of [[M ]].

It follows from Example 3.25 that there are martingales which do not admit a scalar
(or tensor) quadratic variation. We do not know if the existence of [[M ]] implies that [M ]

(or its tensor quadratic variation) exists in general.

3.4 Cylindrical martingales and stochastic integrals

Let X,Y be two Banach spaces, x∗ ∈ X∗, y ∈ Y . We denote by x∗ ⊗ y ∈ L(X,Y ) the
following linear operator: x∗ ⊗ y : x 7→ 〈x∗, x〉y.

Let X be a Banach space. The process Φ : R+ × Ω→ L(H,X) is called elementary
progressive with respect to the filtration F = (Ft)t∈R+

if it is of the form

Φ(t, ω) =

N∑
n=1

M∑
m=1

1(tn−1,tn]×Bmn(t, ω)

K∑
k=1

hk ⊗ xkmn,

where 0 ≤ t0 < . . . < tn < ∞, for each n = 1, . . . , N the sets B1n, . . . , BMn ∈ Ftn−1 and
vectors h1, . . . , hK are orthogonal. For each elementary progressive Φ we define the
stochastic integral with respect to M ∈Mloc

var(H) as an element of L0(Ω;Cb(R+;X)) as∫ t

0

Φ(s) dM(s) =

N∑
n=1

M∑
m=1

1Bmn

K∑
k=1

(M(tn ∧ t)hk −M(tn−1 ∧ t)hk)xkmn. (3.11)

Often we will write Φ ·M for the process
∫ ·

0
Φ(s) dM(s).
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Remark 3.22. For all progressively measurable processes φ : R+ × Ω→ L(H,R) with

φQ
1/2
M ∈ L2(R+, [[M ]];L(H,R)) one has[ ∫ ·

0

φdM
]
t

=

∫ t

0

φ(s)QM (s)φ∗(s) d[[M ]]s. (3.12)

This can be proved analogously to [49, (14.7.4)].
One can also prove that in the situation above for each stopping time τ : Ω→ R+ a.s.

for all t ≥ 0 (∫ ·
0

φ dM
)t∧τ

=

∫ t

0

φ(s)1s≤τ dMs =

∫ t

0

φdMτ . (3.13)

If the domain of φ is in a fixed finite dimensional subspace H0 ⊆ H, then (3.13) is an ob-
vious multidimensional corollary of [35, Proposition 17.15]. For general φ it follows from
an approximation argument. Indeed, let φn : R+ ×Ω→ L(Hn,R), where Hn ⊆ H is fixed

finite dimensional for each n ≥ 0, be such that φnQ
1/2
M → φQ

1/2
M in L2(R+, [[M ]];L(H,R))

a.s. Then thanks to Lemma 3.11 φnQ
1/2
M → φQ

1/2
M in L2(R+, [[M

τ ]];L(H,R)) a.s. and

φn1·≤τQ
1/2
M → φ1·≤τQ

1/2
M in L2(R+, [[M ]];L(H,R)) a.s. So, using (3.13) for φn, (3.12) and

Remark 3.1 one obtains (3.13) for general φ.

Remark 3.23. It follows from Remark 3.1 that for each finite dimensional subspaces
X0 ⊆ X the definition of the stochastic integral can be extended to all strongly pro-
gressively measurable processes Φ: R+ × Ω → L(H,X) that take values in L(H,X0),

and satisfy ΦQ
1/2
M ∈ L2(R+, [[M ]];L(H,X)) a.s. (or equivalently ΦQ

1/2
M is scalarly in

L2(R+, [[M ]];H) a.s.). In order to deduce this result from the one-dimensional case one
can approximate Φ by a process which is supported on a finite dimensional subspace of
H and use Remark 3.1 together with (3.12) and the fact that X0 is isomorphic to Rd for
some d ≥ 1 since it is finite dimensional. The space of stochastic integrable Φ will be
characterized in Theorem 4.1.

Proposition 3.24. Let H be a Hilbert space. Let N ∈ Mloc
var(H). Let Φ : R+ × Ω →

L(H,X) be such that for each x∗ ∈ X∗, Φ∗x∗ is progressively measurable and assume
that for all x∗ ∈ X∗, ω ∈ Ω0, 〈Φ(ω)QN (ω)Φ∗(ω)x∗, x∗〉 ∈ L1

loc(R+, [[N ]](ω)). Define a
cylindrical continuous local martingale M :=

∫
Φ dN by

Mx∗(t) :=

∫ t

0

Φ∗x∗ dN, x∗ ∈ X∗. (3.14)

Then M ∈Mloc
var(X) if and only if ‖ΦQNΦ∗‖ ∈ L1

loc(R+, [[N ]]) a.s. In this case,

[[M ]]t =

∫ t

0

‖Φ(s)QNΦ∗(s)‖d[[N ]], t ≥ 0, (3.15)

〈AM (t)x∗, y∗〉 =

∫ t

0

〈Φ(s)QNΦ∗(s)x∗, y∗〉d[[N ]]s, t ≥ 0, x∗, y∗ ∈ X∗,

QM (s) =
Φ(s)QN (s)Φ∗(s)

‖Φ(s)QN (s)Φ∗(s)‖
, for µ[[N ]]-almost all s ∈ R+.

In this section there are two definitions of a stochastic integral (see (3.11) and
(3.14)). One can check that both integrals coincide in the sense that (3.14) would be the
cylindrical continuous martingale associated to the one given in (3.11).

Proof. We first show that M is a cylindrical continuous local martingale. Clearly, each
Mx∗ is a continuous local martingale. It remains to prove the continuity of x∗ 7→Mx∗
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in the ucp topology. Fix T > 0. Let Ω0 be a set of full measure such that for ω ∈ Ω0,
t 7→ 〈Φ(t, ω)QN (t, ω)∗Φ(t, ω)∗x∗, x∗〉 ∈ L1(0, T ). By the closed graph theorem for each
ω ∈ Ω0 there is a constant CT (ω) such that

‖〈Φ(·, ω)QN (·, ω)∗Φ(·, ω)∗x∗, y∗〉‖L1(0,T,[[N ]](ω)) ≤ CT (ω)‖x∗‖ ‖y∗‖.

Also note that [Mx∗]t =
∫ t

0
〈Φ(s)QNΦ∗(s)x∗, x∗〉d[[N ]] for all x∗ ∈ X∗. Now if x∗n → x∗

as n → ∞, it follows from the above estimate and identity that [Mx∗n]T → [Mx∗]T on
Ω0, and hence by the remarks in Subsection 3.1 also Mx∗n →Mx∗ uniformly on [0, T ] in
probability. Since T > 0 was arbitrary, we find that M is a cylindrical continuous local
martingale.

To prove the equivalence it suffices to observe that

[[M ]]t = lim
mesh→0

J∑
j=1

sup
x∗∈X∗,‖x∗‖=1

([Nx∗]tj − [Nx∗]tj−1)

= lim
mesh→0

J∑
j=1

sup
x∗∈X∗,‖x∗‖=1

∫ tj

tj−1

〈Φ(s)QN (s)Φ∗(s)x∗, x∗〉d[[N ]]s

=

∫ t

0

‖Φ(s)QN (s)Φ∗(s)‖d[[N ]]s,

(3.16)

where the last equality holds true thanks to Lemma 2.8, Remark 2.10 and the separability
of X∗. At the same time this proves the required formula for [[M ]]t. In order to find AM
it suffices to note that for all x∗, y∗ ∈ X∗:

〈AM (t)x∗, y∗〉H = [Mx∗,My∗]t =

∫ t

0

〈QN (s)Φ∗(s)x∗,Φ∗(s)y∗〉d[[N ]]s

=

∫ t

0

〈Φ(s)QN (s)Φ∗(s)x∗, y∗〉d[[N ]]s.

Since d[[M ]]s = ‖Φ(s)QN (s)Φ∗(s)‖d[[N ]]s the required identity for QM follows from
Proposition 3.13.

Next we present an example of a situation where M̃ is a continuous martingale which
associated cylindrical continuous local martingale M is not in M loc

var(X).

Example 3.25. Let X = `p with p ∈ (2,∞) and let W be a one-dimensional Brownian
motion. It follows from [70, Example 3.4] that there exists a continuous martingale
M̃ : R+ × Ω→ X such that

〈M̃t, x
∗〉 =

∫ t

0

〈φ(s), x∗〉 dW (s),

where φ : R+ → X is such that 〈φ, x∗〉 ∈ L2(R+) for all x∗ ∈ X∗, but on the other hand
‖φ‖L2(0,1;X) =∞. Therefore, by Proposition 3.24 the associated cylindrical martingale
satisfies [[M ]]1 =∞ a.s., and hence M /∈Mloc

var(X).
The same construction can be done for any Banach space X which does not have

cotype 2 (see [70, Proposition 6.2] and [51, Theorem 11.6]).

In the next example we construct a cylindrical continuous martingale in a Hilbert
space which is not inMloc

var(H).

Example 3.26. Let H be a separable Hilbert space with an orthonormal basis (hn)n≥1

and W be an one-dimensional Brownian motion. Let [0, 1] = ∪∞n=1An be a partition of
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[0, 1] into pairwise disjoint sets. Let ψ : R+ × Ω → H be a deterministic function such
that ψ(t) =

∑∞
n=1 |An|−1/21An(t)hn. For each h ∈ H one has that∫

R+

〈ψ(s), h〉2 ds =

∫
R+

∞∑
n=1

|An|−11An(t)〈hn, h〉2 ds =

∞∑
n=1

〈hn, h〉2 = ‖h‖2, (3.17)

therefore 〈ψ, h〉 is stochastically integrable with respect to W and one can define
M : H → Mloc by Mh = 〈ψ, h〉 ·W . Obviously M is linear. Moreover, Mh is an L2-
martingale for each h ∈ H and thanks to (3.17) and the Itô isometry, ‖(Mh)∞‖L2(Ω) =∥∥∥ ∫ 1

0
〈ψ, h〉dW

∥∥∥
L2(Ω)

= ‖h‖. So Mh → 0 as h → 0 in the ucp topology by Remark 3.1,

hence M is a cylindrical continuous local martingale. On the other hand due to (3.15)
one concludes that

[[M ]]1 =

∫ 1

0

‖ψ(s)‖2 ds =

∫ 1

0

∞∑
n=1

|An|−11An(s)‖hn‖2 ds =

∞∑
n=1

‖hn‖2 =∞.

Consequently, M /∈Mloc
var(H).

3.5 Quadratic Doléans measure

Recall from Definition 3.10 that µM is the cylindrical Doléans measure associated
with M . Since it only depends on [[M ]] sometimes the information get lost. In the next
definition we define a bilinear-valued measure associated to M (see [49, Section 15.3]).

Definition 3.27. Let M be a cylindrical continuous martingale such that M(t)x∗ ∈ L2(Ω)

for all t ≥ 0. Define the quadratic Doléans measure µ̄M : P → B(X∗, X∗) by

〈µ̄M (F × (s, t]), x∗ ⊗ y∗〉 = E[1F ([Mx∗,My∗]t − [Mx∗,My∗]s)]

for every predictable rectangle F × (s, t] and for every x∗, y∗ ∈ X∗.
A disadvantage of the quadratic Doléans measure is that it can only be considered if

〈M,x∗〉t ∈ L2(Ω). Such a problem does not occur for µ[[M ]], AM and QM as in Proposition
3.13.

Note that µ̄M defines a vector measure with variation (see [15, 76]) given by

|µ̄M |(A) = sup
N∑
n=1

‖µ̄M (An)‖, (3.18)

where the supremum is taken over all the partitions A =
⋃N
n=1An. If |µ̄M |([0,∞)× Ω) <

∞, then it is a standard fact that the variation |µ̄M | defines a measure again and
|µ̄M | � µM (see [15]). Under the assumption that µ̄M has bounded variation a stochastic
integration theory was developed in [49, Chapter 16]. The next result connects the
measure µM from Definition 3.10 the operator QM from Proposition 3.13 and the above
vector measure µ̄M . It provides a bridge between the theory in [49, Chapter 16] and our
setting.

Proposition 3.28. Assume M is a cylindrical continuous martingale such that 〈M,x∗〉t ∈
L2(Ω) for all t ≥ 0. Then the following assertions are equivalent

1. M ∈Mloc
var(X) and µM ([0,∞)× Ω) <∞

2. µ̄M has bounded variation.

In that case dµ̄M = QMdµM in a weak sense, namely

〈µ̄M (A), x∗ ⊗ y∗〉 =

∫
A

〈QMx∗, y∗〉dµM , x∗, y∗ ∈ X∗, A ∈ P. (3.19)

Moreover, |µ̄M | = µM .
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The identity (3.19) coincides with [49, (16.1.1)]. To prove the above result we will
need a technical lemma. Let f : R+ × Ω → [0,∞] be an a.s. continuous increasing
predictable process. With slight abuse of terminology we say that the Doléans measure
of f exists if C 7→ E

∫∞
0

1C df defines a finite measure on P.

Lemma 3.29. Let (fn)n≥1 be a sequence of continuous predictable increasing processes
on R+. Suppose that for all n ≥ 1 the corresponding Doléans measure µn of fn exists.
Assume also that µ = supn≥1 µn is of bounded variation. Then F : R+ × Ω→ R+ defined
by

F (t) = lim
mesh→0

K∑
k=1

sup
n

(fn(tk)− fn(tk−1)), (3.20)

where the limit is taken over all partitions 0 = t0 < . . . < tK = t, is a predictable
continuous increasing process and its Doléans measure exists and equals µ.

Proof. For each N ≥ 1 define FN : R+ × Ω→ R+ as

FN (t) = lim
mesh→0

K∑
k=1

sup
1≤n≤N

(fn(tk)− fn(tk−1)), t ≥ 0,

where the limit is taken over all partitions 0 = t0 < . . . < tK = t. Then FN is a predictable
process by Remark 2.10. Moreover, it is continuous since the corresponding Lebesgue-
Stieltjes measure is nonatomic by (2.3). Let us consider the corresponding Doléans
measure νN of FN . We claim that

νN = sup
1≤n≤N

µn. (3.21)

Since νN ≥ µn for each given n ≤ N , we have νN ≥ sup1≤n≤N µn. Also notice that
νN ≤

∑
1≤n≤N µn.

It remains to show “≤” in (3.21). First of all by Remark 2.10 a.s. µFN (ω) =

sup1≤n≤N µfn(ω). By Lemma 2.8 a.s. the maximum of the Radon-Nikodym derivatives

satisfies max1≤n≤N
dµfn

dµFN
(t) = 1 for µFN -a.a. t ∈ R+. So by Lemma 3.14 a.s. for µFN -a.a.

t > 0

1 = max
1≤n≤N

dµfn

dµFN
(t) = max

1≤n≤N
lim
ε→0

fn(t)− fn(t− ε ∧ t)
FN (t)− FN (t− ε ∧ t)

. (3.22)

Notice, that for each n ≤ N the processes t 7→ fn(t) − fn(t − ε ∧ t) and t 7→ FN (t) −
FN (t− ε ∧ t) are predictable and continuous. Therefore, the sets

An := {(t, ω) ∈ R+ × Ω : lim
ε→0

fn(t)− fn(t− ε ∧ t)
FN (t)− FN (t− ε ∧ t)

= 1}, 1 ≤ n ≤ N,

are in the predictable σ-algebra P. Redefine these sets to make them disjoint: An :=

An \ (∪1≤k<nAk). Then by (3.22) for each predictable rectangle B ∈ P we have that
νN (An ∩B) = µn(An ∩B). Clearly this extends to all B ∈ P. Now it follows that for all
B ∈ P

νN (B) =
∑

1≤n≤N

νN (B ∩An) =
∑

1≤n≤N

µn(B ∩An) ≤ ( sup
1≤n≤N

µn)(B),

and hence (3.21) holds. Letting N →∞ in (3.21) by Lemma 2.9 we obtain

lim
N→∞

νN (A) = lim
N→∞

( sup
1≤n≤N

µn)(A) = µ(A), A ∈ P. (3.23)

By Lemma 2.9, pointwise on R+ × Ω, FN → F , where F is as in (3.20). Notice
that EFN (t) = νN (Ω× [0, t])↗ µ(Ω× [0, t]) <∞, and since FN (t)↗ F (t) we have that
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µ(Ω× [0, t]) = EF (t), so F (t) finite a.s. Moreover, F is predictable as it is the pointwise
limit of the predictable processes FN . By the monotone convergence theorem and (3.23)
we find that for all 0 ≤ s < t and A ∈ Fs,

E1A(F (t)− F (s)) = lim
N→∞

E1A(FN (t)− FN (s)) = lim
N→∞

νN ((s, t]×A) = µ((s, t]×A),

which completes the proof.

Proof of Proposition 3.28. (1)⇒(2): Assume (1). Let x∗, y∗ ∈ X∗. Then for A = (a, b]× F
with b > a ≥ 0 and F ∈ Fa, it follows from Proposition 3.13 that

〈µ̄M (A), x∗ ⊗ y∗〉 = E1F ([Mx∗,My∗]b − [Mx∗,My∗]a)

=

∫
F

∫ b

a

d〈AM (s)x∗, y∗〉dP

=

∫
F

∫ b

a

〈QMx∗, y∗〉d[[M ]]s dP =

∫
A

〈QMx∗, y∗〉dµM .

As in [49, Chapter 16.1] this extends to each A ∈ P. This proves (3.19) and since
‖QM‖ = 1 µM -a.e. it follows that

|µ̄M |([0,∞)× Ω) ≤
∫

[0,∞)×Ω

dµM = µM ([0,∞)× Ω) <∞.

(2)⇒(1): Assume (2). Let (x∗n)n≥1 be such that its Q-linear span E is dense in X∗

and (x∗1, . . . , x
∗
n) are linear independent for any n ≥ 1. By a standard argument one can

construct a Q-bilinear mapping aM : Ω×[0,∞)→ BQ(E,E) such for all x∗, y∗ ∈ E and all
t ≥ 0, a.s. aM (t, ω)(x∗, y∗) = [〈M,x∗〉, 〈M,y∗〉]t.

Let (y∗n)n≥1 ⊆ X∗ be equal to the intersection of E and the unit ball in X∗. Then by
Definition 3.27 and (3.18) |µ̄M | = supn µMy∗n

, where µMx∗ is the Doléans measure of Mx∗

for a given x∗ ∈ X∗. Now by Lemma 3.29 one derives that there exists a predictable
continuous increasing process F : R+ × Ω→ R such that a.s.

F (t) = lim
mesh→0

K∑
k=1

sup
n

(aM (tk)(y∗n, y
∗
n)− aM (tk−1)(y∗n, y

∗
n)),

where the limit is taken over all partitions 0 = t0 < . . . < tK = t. In particular,
aM (t)(y∗n, y

∗
n) ≤ F (t) a.s. and hence as in the first part of the proof of Theorem 3.9 one

sees that aM (t) extends to a bounded bilinear form on X∗×X∗ a.s. and thanks to Remark
3.1 and the fact that M is a cylindrical continuous local martingale one obtains that for
each x∗, y∗ ∈ X∗, aM (x∗, y∗) and [Mx∗,My∗] are indistinguishable. Then

F (t) = lim
mesh→0

K∑
k=1

sup
x∗∈X∗,‖x∗‖=1

(aM (tk)(x∗, x∗)− aM (tk−1)(x∗, x∗)),

and thanks to Theorem 3.9 we conclude that the quadratic variation of M exists.

The final identity |µ̄M | = µM follows from Lemma 2.8, (3.19) and the fact that

sup
‖x∗‖=‖y∗‖=1

〈QMx∗, y∗〉 = ‖QM‖ = 1.

which was proved in Proposition 3.13.
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3.6 Covariation operators

In this subsection we assume that both X and Y have a separable dual space. In
this section we introduce a covariation operator for M1 ∈Mloc

var(X),M2 ∈Mloc
var(Y ) and

develop some calculus results for them.

Proposition 3.30. LetM1 ∈Mloc
var(X),M2 ∈Mloc

var(Y ) be defined on the same probability
space. Then there exists a covariation operator AM1,M2

: R+×Ω→ L(X∗, Y ∗∗) such that
for each x∗ ∈ X∗, y∗ ∈ Y ∗ a.s.

〈AM1,M2(t)x∗, y∗〉 = [M1x
∗,M2y

∗]t, t ≥ 0.

Proof. Let aM1,M2
: R+ × Ω → B(X∗, Y ∗) be defined as a version of (t, ω)(x∗, y∗) 7→

[M1(ω)x∗,M2(ω)y∗]t such that a.s. for each t ∈ R+

|aM1,M2
(t)(x∗, y∗)| ≤

√
aM1

(t)(x∗, x∗)aM2
(t)(y∗, y∗)

≤
√

[[M1]]t[[M2]]t‖x∗‖‖y∗‖ ∀x∗ ∈ X∗, y∗ ∈ Y ∗,
(3.24)

To construct such a version we can argue as in the first part of the proof of Theorem
3.9.

Proposition 3.31. The spaceMloc
var(X) is a vector space and equipped with the (metric)

topology of ucp convergence of the quadratic variation [[·]] it becomes a complete metric
space with the translation invariant metric given by

‖M‖Mloc
var(X) :=

∞∑
n=1

2−nE[1 ∧ [[M ]]1/2n ] + sup
‖x∗‖≤1

E[1 ∧ |(Mx∗)0|].

Moreover, for M1,M2 ∈Mloc
var(X) a.s. for all t ≥ 0 the triangle inequality holds:

[[M1 +M2]]
1
2
t ≤ [[M1]]

1
2
t + [[M2]]

1
2
t . (3.25)

The above metric does not necessarily turnMloc
var(X) into a topological vector space

in the case X is infinite dimensional. However, if the martingales are assumed to start
at zero then it becomes a topological vector space.

Proof. Now for M1,M2 ∈ Mloc
var(X) one can easily prove, that M1 + M2 ∈ Mloc

var(X).
Indeed, by the definition of the quadratic (co)variation operator and linearity for all
x∗, y∗ ∈ X∗, t ≥ 0, a.s.

[(M1 + M2)x∗, (M1 + M2)y∗]t = 〈(AM1
(t) + AM1,M2

(t) + AM2,M1
(t) + AM2

(t))x∗, y∗〉,

and so by (3.24) and Definition 3.4 [[M1 +M2]] exists and a.s.

[[M1 +M2]]t ≤ [[M1]]t + [[M2]]t + 2
√

[[M1]]t[[M2]]t, t ≥ 0,

which proves (3.25). Since it is clear that Mloc
var(X) is closed under multiplication by

scalars, it follows thatMloc
var(X) is a vector space.

To prove the completeness let (Mn)n≥1 ⊆ Mloc
var(X) be a Cauchy sequence, then

(Mnx∗)n≥1 is a Cauchy sequence in Mloc for all x∗ ∈ X∗, and so by Remark 3.1 and
completeness it converges to a continuous local martingale Mx∗ in the ucp topology.
Let (x∗m)∞m=1 ⊂ X∗ be a dense subset of X∗. Then due to a diagonalization argument
there exists a subsequence (nk)k≥1 such that [Mnkx∗m]t converges a.s. for any t ≥ 0 and

m ≥ 1, and [[Mnk ]]t has an a.s. limit for all t ≥ 0 (recall that due to (3.25), [[·]]1/2t obeys a
triangle inequality for each t ≥ 0). Then a.s. for all t ≥ s ≥ 0,m ≥ 1,

[Mx∗m]t − [Mx∗m]s = lim
k→∞

([Mnkx∗m]t − [Mnkx∗m]s) ≤ lim
k→∞

([[Mnk ]]t − [[Mnk ]]s)‖x∗m‖2.
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By Proposition 3.7 we find M ∈Mloc
var(X) and [[M ]] ≤ limn→∞[[Mn]], where the last limit

is taken in the ucp topology. Now fix t > 0. To prove that a.s. limk→∞[[M −Mnk ]]t = 0

one has firstly to consider a sequence (cDk )∞k,D=1, such that for all k,D > 0

cDk =

(
lim

mesh→0

L∑
l=1

sup
1≤d≤D

[(Mnk −M)x∗d]tl − [(Mnk −M)x∗d]tl−1

) 1
2

,

where the limit is taken over all partitions 0 = t0 < . . . < tL = t. Then by Lemma 2.9

a.s. cDk → [[Mnk −M ]]
1
2
t as D → ∞, and consequently ck := (cDk )∞D=1 ∈ `∞ for all k ≥ 1,

where `∞ is the space of bounded sequences. Then obviously by (3.25) a.s.

sup
D≥1
|cDk − cDl | ≤ [[Mk −M l]]

1
2
t , k, l ≥ 1,

which yields that (ck)∞k=1 is a Cauchy sequence in `∞. Now one can easily show that
cDk → 0 as k →∞, so ck → 0, and a.s. supD(cDk )2 = [[M −Mnk ]]t → 0.

As a positive definite bilinear form the covariation operator has the following proper-
ties a.s. ∀t > s ≥ 0, x∗ ∈ X∗:

AM1,M2
(t, ω) =

AM1+M2
(t, ω)−AM1−M2

(t, ω)

4
,

〈(AM1,M2
(t)−AM1,M2

(s))x∗, x∗〉

≤
√
〈(AM1(t)−AM1(s))x∗, x∗〉〈(AM2(t)−AM2(s))x∗, x∗〉. (3.26)

Remark 3.32. One can also define a covariation process [[M1,M2]] by the formula

[[M1,M2]]t := lim
mesh→0

N∑
n=1

‖AM1,M2
(tn)−AM1,M2

(tn−1)‖.

The limit exists a.s. thanks to the Cauchy-Schwartz inequality and the fact that a.s. for
each 0 ≤ s < t

‖AM1,M2
(t)−AM1,M2

(s)‖ ≤
√
‖AM1

(t)−AM1
(s)‖

√
‖AM2

(t)−AM2
(s)‖,

where the last is an easy consequence of (3.26).
The process [[M1,M2]] is continuous a.s. and has some properties of a covariation

process of real-valued martingales. For instance, one can prove by the formula (3.26)
that for all t > s ≥ 0

|[[M1,M2]]t − [[M1,M2]]s| ≤
√

([[M1]]t − [[M1]]s)([[M2]]t − [[M2]]s) a.s. (3.27)

Unfortunately, in general [[·]]t is not a quadratic form (except in the one-dimensional
case).

Thanks to the continuity of covariation process one can consider the Lebesgue-
Stieltjes measure µ[[M1,M2]] for a.a. ω. By the same technique as it was mentioned before
one can also construct QM1,M2

: R+ × Ω→ L(X∗, Y ∗∗):

〈AM1,M2
(t)x∗, y∗〉 =

∫ t

0

〈QM1,M2
(s)x∗, y∗〉d[[M1,M2]], t ≥ 0, ω ∈ Ω.

Note, that ‖QM1,M2
(t)‖ ≤ 1 a.s. and for µ[[M1,M2]]-a.a. t > 0 by the same argument,

as in Proposition 3.13. Also evidently QM1,M2
= Q∗M2,M1

. One can derive the following
result:
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Proposition 3.33 (Kunita-Watanabe inequality, cylindrical case). Let M1 ∈ Mloc
var(X),

M2 ∈ Mloc
var(Y ) defined on the same probability space (Ω,F,P), f : R+ × Ω → X∗,

g : R+ × Ω→ Y ∗ be two strongly BR+
⊗F -measurable bounded functions. Then for all

t > 0 and for almost all ω ∈ Ω∣∣∣∣∫ t

0

〈QM1,M2
(s)f(s, ω), g(s, ω)〉d[[M1,M2]]s(ω)

∣∣∣∣2
≤
∫ t

0

〈QM1(s)f(s, ω), f(s, ω)〉d[[M1]]s(ω)

∫ t

0

〈QM2g(s, ω), g(s, ω)〉d[[M2]]s(ω).

The proof is analogous to the proof of [66, Theorem II.25], for which one has to apply
inequalities of the form (3.26).

Recall from (3.14) that for suitable Φ and M ∈M loc
var(H), (Φ ·M) ∈M loc

var(X) given by

(Φ ·M)x∗ :=

∫ ·
0

Φ∗x∗ dM, x∗ ∈ X∗

is well-defined.

Theorem 3.34. Let H be a separable Hilbert space, M1 ∈ Mloc
var(H), M2 ∈ Mloc

var(Y ),
Φ : R+ × Ω→ L(H,X) be such that Φ∗x∗ is a strongly progressively measurable process
for each x∗ ∈ X∗ and let ‖ΦQM1

Φ∗‖ ∈ L1
loc(R+, [[M1]]) a.s. Then for all t ≥ 0 and for all

x∗ ∈ X∗, y∗ ∈ Y ∗ one has

〈AΦ·M1,M2
(t)x∗, y∗〉 =

∫ t

0

〈QM1,M2
Φ∗x∗, y∗〉d[[M1,M2]] a.s.

Proof. Fix t ≥ 0 and x∗ ∈ X∗, y ∈ Y ∗. Put φ = Φ∗x∗. Firstly suppose that there exists
n > 0 such that φ takes its values in a finite-dimensional subspace span(h1, . . . , hn) ⊆ H.
Then by bilinearity of covariation process, the definition of QM1,M2 , and thanks to [35,
Theorem 17.11]

〈AΦ·M1,M2
(t)x∗, y∗〉 =

[∫ ·
0

φ dM1,M2y
∗
]
t

=

n∑
i=1

[∫ ·
0

〈φ, hi〉d(M1hi),M2y
∗
]
t

=

n∑
i=1

∫ t

0

〈φ, hi〉d[M1hi,M2y
∗]t

=

n∑
i=1

∫ t

0

〈φ, hi〉〈hi, QM2,M1
y∗〉d[[M1,M2]]t

=

∫ t

0

〈φ,QM2,M1
y∗〉d[[M1,M2]]t

=

∫ t

0

〈QM1,M2
φ, y∗〉d[[M1,M2]]t.

In the general case one can approximate φ by Pnφ, where Pn ∈ L(H) is an orthogonal
projection on span(h1, . . . , hn), and derive the desired by using (3.12) and inequalities of
the type (3.26)-(3.27).

One can prove the full analogues of [35, Lemma 17.10] and [35, Theorem 17.11]
using the same methods as in the proof above:

Theorem 3.35 (Covariation of integrals). Let H be a separable Hilbert space, M1,M2 ∈
Mloc

var(H), Φ1 : R+ × Ω → L(H,X), Φ2 : R+ × Ω → L(H,Y ) be such that Φ∗1x
∗, Φ∗2y

∗ are
strongly progressively measurable processes for each x∗ ∈ X∗, y∗ ∈ Y ∗ and assume that
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for j ∈ {1, 2}, ‖ΦjQMj
Φ∗j‖ ∈ L1

loc(R+, [[Mj ]]) a.s. Then for all t ≥ 0 and for all x∗ ∈ X∗,
y∗ ∈ Y ∗ one has

〈AΦ1·M1,Φ2·M2
(t)x∗, y∗〉 =

∫ t

0

〈QM1,M2
Φ∗1x

∗,Φ∗2y
∗〉d[[M1,M2]] a.s.

Remark 3.36. To construct the analogy one has to see due to the equation above that
in a weak sense

AΦ1·M1,Φ2·M2(t) =

∫ t

0

Φ2QM1,M2Φ∗2 d[[M1,M2]]s =

∫ t

0

Φ2 dAM1,M2(s)Φ∗2,

which extends the scalar case.

4 Stochastic integration with respect to cylindrical continuous
local martingales

Let H be a separable Hilbert space and let X be a separable Banach space with a
separable dual space. In the previous section we have introduced stochastic integrals as
cylindrical continuous local martingales. Often one wants the stochastic integral to be an
actual local martingale instead of a cylindrical one. In this section we will characterize
when this is the case we prove two-sided estimates for the stochastic integral

(Φ ·M)t =

∫ t

0

Φ(s) dM(s),

where Φ is an L(H,X)-valued H-strongly progressively measurable processes. Here
M ∈Mloc

var(H) (see Definition 3.4).
For this characterization we need the language of γ-radonifying operators and the

geometric condition UMD on the Banach space X. Both will be introduced in the next
two subsection.

4.1 γ-radonifying operators

We refer to [33], [51] and [36] and references therein for further details. Let (γ′n)n≥1

be a sequence of independent standard Gaussian random variables on a probability
space (Ω′,F ′,P′) (we reserve the notation (Ω,F ,P) for the probability space on which
our processes live) and let H be a separable real Hilbert space. A bounded operator
R ∈ L(H,X) is said to be γ-radonifying if for some (or equivalently for each) orthonormal
basis (hn)n≥1 of H the Gaussian series

∑
n≥1 γ

′
nRhn converges in L2(Ω′;X). We then

define

‖R‖γ(H,X) :=
(
E′
∥∥∥∑
n≥1

γ′nRhn

∥∥∥2) 1
2

.

This number does not depend on the sequence (γ′n)n≥1 and the basis (hn)n≥1, and defines
a norm on the space γ(H,X) of all γ-radonifying operators from H into X. Endowed
with this norm, γ(H,X) is a Banach space, which is separable if X is separable. For later
reference we note that the convergence of

∑
n≥1 γ

′
nRhn in Lp(Ω′;X) with p ∈ (0,∞), in

probability and a.s. can all be shown to be equivalent.
If R ∈ γ(H,X), then ‖R‖ ≤ ‖R‖γ(H,X). If X is a Hilbert space, then γ(H,X) =

L2(H,X) isometrically. Let G be another Hilbert space, X be another Banach space.
Then by the so-called ideal property (see [33]) the following holds true: for all S ∈
L(G,H) and all T ∈ L(X,Y ) we have TRS ∈ γ(G, Y ) and

‖TRS‖γ(G,Y ) ≤ ‖T‖‖R‖γ(H,X)‖S‖. (4.1)
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Let µ be a measure on a Borel set J ⊆ R+ with a σ-field A such that L2(J, µ) is
separable and p ∈ [1,∞). We say that a function Φ : J → L(H,X) belongs to Lp(J, µ;H)

scalarly if for all x∗ ∈ X∗, Φ∗x∗ ∈ Lp(J, µ;H). A function Φ : J → L(H,X) is said to
represent an operator R ∈ γ(L2(J, µ;H), X) if Φ belongs to L2(J, µ;H) scalarly and for
all x∗ ∈ X∗ and f ∈ L2(J, µ;H) we have

〈Rf, x∗〉 =

∫
J

f(s)Φ(s)∗x∗ dµ(s).

The above notion will be abbreviated by Φ ∈ γ(J, µ;H,X). In the case X is a Hilbert
space, one has γ(J, µ;H,X) = L2(J, µ;L2(H,X)) isometrically, where L2(H,X) denotes
the Hilbert-Schmidt operators from H to X.

If µ is the Lebesgue measure we will also write γ(L2(J ;H), X) and γ(J ;H,X) for
γ(L2(J, µ;H), X) and γ(J, µ;H,X) respectively.

Let ν : A× Ω → [0,∞] be a random measure. Typically, ν will be the Lebesgue-
Stieltjes measure associated [[M ]] for M ∈ M loc

var(H). In this case we will also identify
[[M ]] and ν. We say that Φ : J × Ω → L(H,X) is scalarly in L2(J, ν;H) a.s. if for all
x∗ ∈ X∗, for almost all ω ∈ Ω, Φ(·, ω)∗x∗ ∈ L2(J, ν(·, ω);H)).

For such a process Φ and a family R = (R(ω) : ω ∈ Ω) with R(ω) ∈ γ(L2(J, ν(·, ω);X)

for almost all ω ∈ Ω, we say that Φ represents R if for all x∗ ∈ X∗, for almost all
ω ∈ Ω, Φ(·, ω)∗x∗ = R∗(ω)x∗ in L2(J, ν(·, ω);H). As before this will be abbreviated by
Φ ∈ γ(J, ν;H,X) a.s.

In the case that ν is the Lebesgue measure the above notion of representability
reduces to the one given in [53].

4.2 The UMD property

The results will be stated for the important class of UMD Banach spaces and we refer
to [11], [32], [71] for details. A Banach space X is called a UMD space if for some (or
equivalently, for all) p ∈ (1,∞) there exists a constant β > 0 such that for every n ≥ 1,
every martingale difference sequence (dj)

n
j=1 in Lp(Ω;X), and every {−1, 1}-valued

sequence (εj)
n
j=1 we have

(
E

∥∥∥ n∑
j=1

εjdj

∥∥∥p) 1
p ≤ β

(
E

∥∥∥ n∑
j=1

dj

∥∥∥p) 1
p

.

The infimum over all admissible constants β is denoted by βp,X .
UMD spaces are always reflexive. Examples of UMD space include, the reflexive

range of Lq-spaces, Besov spaces, Sobolev spaces. Example of spaces without the UMD
property include all nonreflexive spaces, e.g. L1(0, 1) and C([0, 1]).

4.3 Characterization of stochastic integrability

The next result is the main result of this section.

Theorem 4.1. Let X be a UMD space, M ∈Mloc
var(H). For a strongly progressively mea-

surable process Φ: R+×Ω→ L(H,X) such that ΦQ
1/2
M is scalarly in L2(R+, [[M ]];H) a.s.

the following assertions are equivalent:

(1) There exists elementary progressive processes (Φn)n≥1 such that:

(i) for all x∗ ∈ X∗, lim
n→∞

Q
1/2
M Φ∗nx

∗ = Q
1/2
M Φ∗x∗ in L0(Ω;L2(R+, [[M ]];H));

(ii) there exists a process ζ ∈ L0(Ω;Cb(R+;X)) such that

ζ = lim
n→∞

∫ ·
0

Φn(t) dM(t) in L0(Ω;Cb(R+;X)).
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(2) There exists an a.s. bounded process ζ : R+ × Ω→ X such that for all x∗ ∈ X∗ we
have

〈ζ, x∗〉 =

∫ ·
0

Φ∗(t)x∗ dM(t) in L0(Ω;Cb(R+)).

(3) Φ Q
1/2
M ∈ γ(L2(R+, [[M ]];H), X) almost surely;

In this case ζ in (1) and (2) coincide and for all p ∈ (0,∞) we have

E sup
t∈R+

‖ζ(t)‖p hp,X E‖ΦQ
1/2
M ‖

p
γ(L2(R+,[[M ]];H),X).

A process Φ : R+ × Ω → L(H,X) which satisfies the above conditions and the
assertions (1)–(3) will be called stochastically integrable with respect to M .

Remark 4.2. The case of scalar-valued continuous local martingales of Theorem 4.1
was considered in [77], where the Dambis, Dubins-Schwarz result is applied to write
the continuous local martingale as a time changed Brownian motion. Unfortunately, in
the vector-valued setting, this technique breaks down as one cannot do a different time
change in infinitely many direction. The proof of Theorem 4.1 will be given in Subsection
4.6 after we have introduced some techniques we will use.

4.4 Time transformations

A nondecreasing, right-continuous family of stopping times τs : Ω → [0,∞], s ≥ 0,
will be called a random time-change. If additionally τs : Ω→ [0,∞) then τs, s ≥ 0, will
be called a finite random time-change. If F is right-continuous, then according to [35,
Lemma 7.3] the same holds true for the induced filtration G = (Gs)s≥0 = (Fτs)s≥0 (see
[35, Chapter 7]). An M ∈Mloc

var(X) is said to be τ -continuous if for each x∗ ∈ X∗, Mx∗ is
an a.s. constant on every interval [τs−, τs], s ≥ 0, where we let τ0− = 0. Notice that if M
is τ -continuous, then [[M ]] is τ -continuous as well by [35, Exercise 17.3] and by using
Proposition 3.7. A vector-valued process F is τ -continuous if F is an a.s. constant on
every interval [τs−, τs], s ≥ 0.

Proposition 4.3 (Kazamaki). Let τ be a finite random time-change and let M ∈M loc
var(H)

with respect to F. Let X0 be a finite dimensional Banach space. Assume also that M is
τ -continuous. Let Φ : R+ × Ω→ L(H,X0) be F-progressively measurable and assume∫ ∞

0

‖ΦQ1/2
M ‖

2
L(H,X0) d[[M ]] <∞ a.s.

Define the process Ψ : R+ × Ω→ L(H,X0) by Ψ(s) = Φ(τs). Then following assertions
hold:

1. N = M ◦ τ : H →Mloc given by

Nh := (Mh) ◦ τ, h ∈ H.

is inMloc
var(H) with respect to G;

2. [[N ]] = [[M ◦ τ ]] = [[M ]] ◦ τ a.s.;

3. QN = QM ◦ τ ;

4. Ψ is G-progressively measurable and∫ ∞
0

‖ΨQ1/2
N ‖

2
L(H,X0) d[[N ]] <∞ a.s., (4.2)

(Φ ◦ τ) · (M ◦ τ) = (Φ ·M) ◦ τ a.s. (4.3)
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Note that the stochastic integrals are well-defined by Remark 3.23.

Proof. (1): By [35, Theorem 17.24] for each h ∈ H the process Nh = (Mh) ◦ τ is
a continuous G-local martingale and [Mh ◦ τ ] = [Mh] ◦ τ . Thus by Proposition 3.7
M ◦ τ : H →Mloc given by

(M ◦ τ)h := (Mh) ◦ τ, h ∈ H.

is inMloc
var(H), since for any h ∈ H one has that µ[Mh]◦τ ≤ µ[[M ]]◦τ‖h‖2 a.s. (notice that

thanks to τ -continuity both [Mh] ◦ τ and [[M ]] ◦ τ are a.s. continuous).
(2): Let (x∗m)m≥1 be a dense subset of the unit ball in X∗. Since M is τ -continuous,

one has that a.s. [[M ]] and [Mx∗m] are τ -continuous for each m ≥ 1. Now by Proposition
3.7 we find that a.s.

µ[[N ]] = sup
m≥1

µ[Nx∗m] = sup
m≥1

µ[Mx∗m]◦τ = µ[[M ]]◦τ ,

and therefore, [[M ]] ◦ τ is a version of [[N ]].
(3): This follows from a substitution argument:

〈QNh1, h2〉 =
d(〈AM ◦ τh1, h2〉)

d([[M ]] ◦ τ)
=

d〈AMh1, h2〉
d[[M ]]

◦ τ = 〈QMh1, h2〉 ◦ τ, h1, h2 ∈ H.

(4): The G-progressive measurability of Ψ can be proven in the same way as in the
proof of [39, Proposition 2]. Assertion (4.2) can be obtained by (2), (3) and the general
version of the substitution rule (4.5).

The existence of the left hand side of (4.3) can be proved via (4.2) and Remark 3.23.
The equation (4.3) is obvious for elementary progressively measurable Φ and follows by
an approximation argument as in Remark 3.23.

We now prove a version of Proposition 4.3 for a special class of random time changes
which are not necessarily finite.

Corollary 4.4. Let M ∈Mloc
var(H). Suppose that (τs)s≥0 has the following form:

τs =

{
inf{t ≥ 0 : [[M ]]t > s}, if 0 ≤ s < S;

∞, otherwise,

where S = supt≥0[[M ]]t. Then for each h ∈ H, M∞h = limt→∞Mth a.s. exists if S < ∞
and Proposition 4.3 holds true for N := M ◦ τ defined as follows

Ns =

{
Mτs , if 0 ≤ s < S;

M∞, otherwise,

Moreover, if Ψ : R+ × Ω → L(H,X0) is stochastically integrable with respect to N ,
Φ := Ψ ◦ [[M ]], then also Φ ◦ τ is stochastically integrable with respect to N and a.s.∫ [[M ]]t

0

Ψ dN =

∫ [[M ]]t

0

Φ ◦ τ dN =

∫ t

0

Φ dM, t ≥ 0. (4.4)

Recall the substitution rule: for a strongly measurable f : R+ → X we have f ∈
L1(R+, µ[[M ]];X) if and only if f ◦ τ ∈ L1(0, S;X), and in that case∫

R+

f(t) d[[M ]] =

∫
[0,S)

f(τ(s)) ds. (4.5)
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Proof of Corollary 4.4. According to [67, Proposition IV.1.26] and the fact that for each
h ∈ H, [[M ]]‖h‖ ≥ [Mh] a.s., one can define M∞h if S < ∞, so N is well-defined. Now
we prove that N ∈Mloc

var(H).

Define τns := inf{t ≥ 0 : [[M ]]t > s} ∧ n for each n ≥ 1. Then τns is a finite random
time change. Let Nn := M ◦ τn. Then by Proposition 4.3 (Nn)n≥1 ⊂ Mloc

var(H) and
[[Nn]]t = t ∧ [[M ]]n for all n ≥ 0 a.s. for all t ≥ 0. Also notice that [[Nn]]t → t ∧ [[M ]]∞
as n → ∞. Therefore Nn is a Cauchy sequence in the ucp topology, and thanks to
Proposition 3.31 there exists a limit Ñ ∈ Mloc

var(H). Obviously Ñs = Ns a.s. for all
s < S. If s ≥ S, then Ñsh = limt→∞Mth = M∞h = Nh a.s. for each h ∈ H. So,
N = Ñ ∈Mloc

var(H).

By the same argument

[[N ]]t = lim
n→∞

[[Nn]]t = lim
n→∞

t ∧ [[M ]]n = t ∧ [[M ]]∞ = [[M ]]τt ,

which proves Proposition 4.3(2). To prove Proposition 4.3(3) note that since the measure
d[[N ]] vanishes on [S,∞), one can put QN (s) = 0 if τs =∞, and for τs <∞ one has that

QN (s) = lim
n→∞

QNn(s) = lim
n→∞

QM (τns ) = QM (τs).

The proof of Proposition 4.3(4) is analogous to one in the main proof.

Now let us prove the last statement of the corollary.

Since a.s. τ ◦ [[M ]](s) = s for µ[[M ]]-a.a. s, we find that a.s.

(Φ ◦ τ −Ψ) ◦ [[M ]] = Φ ◦ τ ◦ [[M ]]−Ψ ◦ [[M ]] = 0

µ[[M ]]-a.e. Therefore according to (4.5), Proposition 4.3(2) a.s.

(Φ ◦ τ −Ψ) ◦ [[M ]] ◦ τ = Φ ◦ τ −Ψ = 0

µ[[N ]]-a.e., which means that a.s.
∫∞

0
‖(Φ ◦ τ −Ψ)Q

1/2
N ‖2d[[N ]] = 0, which yields stochastic

integrability of Φ ◦ τ and the first equality of (4.4) thanks to [35, Exercise 17.3]. The last
equality of (4.4) is nothing more than formula (4.3).

The next lemma is a γ-version of this substitution result and can be proved as in [77,
Lemma 3.5] where the case H = R was considered.

Lemma 4.5. Let X be a Banach space, H be a separable Hilbert space. Let F : R+ → R+

be increasing and continuous with F (0) = 0 and let µ be the Lebesgue-Stieltjes measure
corresponding to F . Let S := limt→∞ F (t) ≤ ∞ and define τ : R+ → [0,∞] as

τ(s) =

{
inf{t ≥ 0 : F (t) > s}, for 0 ≤ s < S;

∞, for s ≥ S.

Let Φ: R+ → L(H,X) be strongly measurable and define Ψ: R+ → L(H,X) by

Ψ(s) =

{
Φ(τs), for 0 ≤ s < S;

0, for s ≥ S.

Then Φ ∈ γ(L2(R+, µ;H), X) if and only if Ψ ∈ γ(L2(R+;H), X). In that case

‖Φ‖γ(L2(R+,µ;H),X) = ‖Ψ‖γ(L2(R+;H),X). (4.6)
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4.5 Representation and cylindrical Brownian motion

The next theorem is an infinite time interval version of [53, Theorem 3.6], while
the second part is modified thanks to [62, Theorem 5.1] and the last part modified by
[53, Theorem 4.4] and [12, Theorem 5.4]. It will play an important role in the proof of
Theorem 4.1. It might be instructive for the reader to check that it is exactly Theorem
4.1 in the special case that M is a cylindrical Brownian motion.

Theorem 4.6. Let X be a UMD space. For a strongly measurable and adapted process
Φ: R+ × Ω → L(H,X) which is scalarly in L2(R+;H) a.s. the following assertions are
equivalent:

(1) There exists a sequence (Φn)n≥1 of elementary progressive processes such that:

(i) for all x∗ ∈ X∗ we have lim
n→∞

Φ∗nx
∗ = Φ∗x∗ in L0(Ω;L2(R+, H)),

(ii) there exists a process ζ ∈ L0(Ω;Cb(R+;X)) such that

ζ = lim
n→∞

∫ ·
0

Φn(t) dWH(t) in L0(Ω;Cb(R+;X)).

(2) There exists an a.s. bounded process ζ : R+ × Ω→ X such that for all x∗ ∈ X∗ we
have

〈ζ, x∗〉 =

∫ ·
0

〈Φ(t), x∗〉dWH(t) in L0(Ω;Cb(R+)).

(3) Φ ∈ γ(L2(R+;H), X) almost surely;

In this case ζ in (1) and (2) coincide and is inMloc
var(X). Furthermore, for all p ∈ (0,∞)

we have

E sup
t∈R+

‖ζ(t)‖p hp,X E‖Φ‖pγ(L2(R+;H),X). (4.7)

For the proof of Theorem 4.1 we will also need the following result which is a simple
consequence of [60, Theorem 2].

Proposition 4.7. Let X be a reflexive separable Banach space and let M ∈Mloc
var(X). If

[[M ]] is absolutely continuous with respect to the Lebesgue measure, then there exists
a separable Hilbert space H, an H-cylindrical Brownian motion WH on an enlarged
probability space (Ω,F,P), a progressively measurable process z : R+ × Ω → R+ and

a scalarly progressively measurable process Q1/2
M : R+ × Ω→ L(X∗, H) which satisfies

Q
1/2∗
M Q

1/2
M = QM a.s. and z1/2Q

1/2
M ∈ L0(Ω;L2

loc(R+;L(X∗, H))) such that a.s.

Mtx
∗ =

∫ t

0

z1/2(s)(Q
1/2
M (s)x∗)∗ dWH(s), t ∈ R+, x

∗ ∈ X∗.

Moreover, if X is a Hilbert space, then for each progressively strongly measurable
Φ: R+ × Ω→ X∗ such that

∫∞
0
〈QMΦ,Φ〉d[[M ]] < ∞ a.s. one has∫ t

0

Φ(s) dM(s) =

∫ t

0

z1/2(s)Q
1/2
M (s)Φ(s) dWH(s), t ∈ R+. (4.8)

Remark 4.8. The integral in the left hand side of (4.8) exists for the special M with
absolutely continuous quadratic variation thanks to the isometry given in [60, Remark 30]
and the construction given in [60, p.1022].
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Proof. Since [[M ]] is absolutely continuous with respect to the Lebesgue measure, one
can find z : R+ × Ω→ R+ such that [[M ]]t =

∫ t
0
z(s)ds for each t ∈ R+ a.s. Define H and

Q
1/2
M : R+ × Ω→ L(X∗, H) as in Lemma 2.4. By Remark 2.5 the process Q1/2

M is scalarly
progressively measurable. Then for all x∗, y∗ ∈ X∗

[Mx∗,My∗]t =

∫ t

0

d[Mx∗,My∗]s =

∫ t

0

〈QMx∗, y∗〉d[[M ]]s

=

∫ t

0

〈z(s)QM (s)x∗, y∗〉ds

=

∫ t

0

〈(z(s)1/2QM (s)1/2)x∗, (z(s)1/2QM (s)1/2)y∗〉ds,

and the rest follows from [60, Theorem 2].
The last equation is evident for elementary functions, and the general case follows

from a density argument, Remark 4.8 and the isometry, mentioned in [60, Remark 30].

4.6 Proof of the main characterization Theorem 4.1
To prove the result we will reduce to Theorem 4.6 by using the time transformation

from Corollary 4.4 and the representation of Proposition 4.7.

Proof of Theorem 4.1. Define τ : Ω×R+ → [0,∞] as follows:

τs =

{
inf{t ≥ 0 : [[M ]]t > s}, for 0 ≤ s < [[M ]]∞;

∞, for s ≥ [[M ]]∞.
(4.9)

Put

Ψ(s) =

{
Φ(τs), for 0 ≤ s < [[M ]]∞;

0, for s ≥ [[M ]]∞.
(4.10)

For each s ≥ 0 it holds true that [[M ]]τs − [[M ]]τs− = 0 a.s. So, since for fixed h ∈ H,
µ[[M ]] ≥ µ[Mh], then also [Mh]τs − [Mh]τs− = 0 a.s. Therefore thanks to the fact that
τs− is a stopping time, so (Mh)τs − (Mh)τs− is a continuous local martingale with zero
quadratic variation (see [66, Theorem I.18]), and by Remark 3.1 and [37, Problem 1.5.12]
one concludes that Mh is τ -continuous.

It also follows that ([[M ]] ◦ τ)s = s for s < [[M ]]∞. Let G be as in Corollary 4.4. By
Corollary 4.4 one can define a local H-cylindrical continuous G-martingale N : R+×H →
L0(Ω) such that N = M ◦ τ , [[N ]]s = s for s < [[M ]]∞, and QN = QM ◦ τ .

Let WH and (Ω,F,P) be as in Proposition 4.7. We will prove the result by showing

that (1), (2) and (3) for Φ are equivalent with (1), (2) and (3) in Theorem 4.6 for ΨQ
1/2
N .

(Notation (k,Φ)⇔ (k,Ψ) for k = 1, 2, 3).
(1, Φ)⇒ (1, Ψ): Assume (1) holds for a sequence of elementary progressive processes

(Φn)n≥1. For all n ≥ 1 define Ψn : R+ × Ω→ L(H,X) as

Ψn(s) =

{
Φn(τs), for 0 ≤ s < [[M ]]∞,

0, for s ≥ [[M ]]∞.

Then it follows from the Pettis measurability theorem and Corollary 4.4 that each Ψn

is strongly progressively measurable with respect to the time transformed filtration, and
the same holds true for each ΨnQ

1/2
N , because Φn takes their values in finite dimensional

subspace of X. So since Φn is elementary progressive it follows from (4.3), Corollary
4.4, Proposition 4.7, Remark 3.23 that for all n ≥ 1 for all s ∈ R+ we have a.s.

ζ
ΨnQ

1/2
N

(s) =

∫ s

0

Ψn(r)Q
1/2
N (r) dWH(r) =

∫ s

0

Ψn(r) dN(r) =

∫ τs

0

Φn(r) dM(r)

(recall that z(s) = [[N ]]′s = 1 for s < [[M ]]∞).
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Therefore, it follows that (ζ
ΨnQ

1/2
N

)n≥1 is a Cauchy sequence in L0(Ω;Cb(R+;X)), and

hence it converges to some ζχ ∈ L0(Ω;Cb(R+;X)). By (4.5), Theorem 4.1 (1) (i), by the
special choice of Ω and by Fubini’s theorem it follows that for every x∗ ∈ X∗ we have
limn→∞Q

1/2
N Ψ∗nx

∗ = Q
1/2
N Ψ∗x∗ in L0(Ω;L2(R+;H)). Since ΨnQ

1/2
N h take values in finite

dimensional subspace of X for each h ∈ H, one can approximate (ΨnQ
1/2
N )n≥1 to obtain

a sequence of elementary progressive processes (χ̂n)n≥1 that satisfies Theorem 4.6 (1)
(i) and (ii).

(1, Ψ)⇒ (1, Φ): Let Theorem 4.6 (1) be satisfied for ΨQ
1/2
N on the enlarged probability

space (Ω,F ,P). Then it follows from Theorem 4.6 that ΨQ
1/2
N ∈ γ(L2(R+;H), X) P-

a.s. By special choice of Ω and by Fubini’s theorem we may conclude that ΨQ
1/2
N ∈

γ(L2(R+;H), X) P-a.s. By [53, Remark 2.8] ΨQ
1/2
N ∈ L0(Ω; γ(L2(R+;H), X)). Then by

[77, Lemma 3.2], [53, Proposition 2.10] and [53, Proposition 2.12] there exist elementary
progressive processes (χn)n≥1 in L0(Ω; γ(L2(R+;H), X)) such that ΨQ

1/2
N = limn→∞ χn

in L0(Ω; γ(L2(R+;H), X)).
Let n be fixed. Without loss of generality one can suppose that χn has the following

form:

χn =

I∑
i=1

J∑
j=1

1(ti−1,ti]×Bij

K∑
k=1

hk ⊗ xijk.

Fix ω ∈ Ω. Let P0 : R+ × Ω → L(H) be the projection onto ran Q1/2
N (t, ω). It is easy to

check that P0 is scalarly progressively measurable and ‖P0‖ ≤ 1. By the ideal property
(4.1) one has P-a.e.

‖ΨQ1/2
N − χnP0‖γ(L2(R+;H),X) = ‖ΨQ1/2

N P0 − χnP0‖γ(L2(R+;H),X)

≤ ‖ΨQ1/2
N − χn‖γ(L2(R+;H),X),

thanks to P0Q
1/2
N = Q

1/2
N P0 = Q

1/2
N .

Now for each k ≥ 1 define Pk ∈ L(H) in the same way as P0, but by taking projections

onto Q
1/2
N (span (h1, . . . , hk)). Note that Pk is a scalarly measurable operator. By [53,

Proposition 2.4], pointwise on Ω we have ‖χnPk − χnP0‖γ(L2(R+;H),X) → 0 as k →∞.

Fix k ≥ 1. By Lemma A.1 (applied with F = Q
1/2
N ) we can find H-strongly progressive

P̃k, Lk : R+ × Ω→ L(H) such that

P̃kQ
1/2
N = Q

1/2
N Pk and LkQ

1/2
N = Pk. (4.11)

For each n, k ≥ 1 one let Ψnk = χnLk ∈ L0(Ω; γ(L2(R+;H), X)). Then by (4.11)

ΨnkQ
1/2
N = χnPk. Since ΨnkQ

1/2
N → χnP0 as k → ∞, we can choose a subsequence

(kn)n≥0 and define Ψn := Ψnkn such that ΨQ
1/2
N = limn→∞ΨnQ

1/2
N in

L0(Ω; γ(L2(R+;H), X)).

Without loss of generality assume that ΨnQ
1/2
N (s) = 0 for s ≥ [[M ]]∞. For each n ≥ 1

define Φn : R+ × Ω → L(H,X) as Φn = Ψn ◦ [[M ]]. It is easy to see that ΦnQ
1/2
M =

(ΨnQ
1/2
N ) ◦ [[M ]] for each n > 0. Then ΦnQ

1/2
M is a sequence of strongly progressively

measurable processes, and (ΦnQ
1/2
M ) ◦ τ = ΨnQ

1/2
N .

By the substitution rule (4.5) for all x∗ ∈ X∗ one has∥∥∥Q1/2
M Φ∗x∗ −Q1/2

M Φ∗nx
∗
∥∥∥
L2(R+,[[M ]];H)

=
∥∥∥Q1/2

N Ψ∗x∗ −Q1/2
N Ψ∗nx

∗
∥∥∥
L2(R+;H)

,

and we derive (1) (i) because the last expression converges to 0 in probability. By
the Itô homeomorphism [53, Theorem 5.5] and the fact that ΨnQ

1/2
N → ΨQ

1/2
N in
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L0(Ω; γ(L2(R+;H), X)) one obtains∫ ·
0

Ψ(t)Q
1/2
N (t) dWH(t) = lim

n→∞

∫ ·
0

Ψn(t)Q
1/2
N (t) dWH(t) in L0(Ω;Cb(R+;X)).

Since ΨnQ
1/2
N are progressively strongly measurable processes one concludes from

Proposition 4.7 and the fact that [[N ]]s = s for s ≤ [[M ]]∞ (and so z(s) = [[N ]]′s = 1) that,
almost surely for all t ∈ R+ and for all n ≥ 1∫ [[M ]]t

0

Ψn(s)Q
1/2
N (s) dWH(s) =

∫ [[M ]]t

0

Ψn(s) dN(s) =

∫ t

0

Φn(s) dM(s). (4.12)

Here the second identity follows from Corollary 4.4.
It follows that (

∫ t
0

Φn(s) dM(s))n≥1 is a Cauchy sequence in L0(Ω;Cb(R+;X)). Now
as in the proof of the previous step one may conclude (1) (ii) via an approximation
argument.

(2, Φ) ⇒ (2, Ψ): Let ζ : R+ × Ω → X be the given stochastic integral process. Let
ζΨ : R+ × Ω→ X be defined as

ζΨ(s) =

{
ζ(τs), for 0 ≤ s < [[M ]]∞,

weak− limt→∞ ζ(t), for s ≥ [[M ]]∞.

The weak limit exists a.e. and it is strongly measurable by [77, Lemma 3.8].
Moreover, by Corollary 4.4 and Proposition 4.7

〈ζΨ, x∗〉 =

∫ ·
0

Ψ(t)∗x∗ dN(t) =

∫ ·
0

〈Q1/2
N Ψ(t)∗(t)x∗ dWH(t) in L0(Ω;Cb(R+)).

On the other hand since ζ is a.s. bounded, the same holds for ζΨ. Therefore, Theorem
4.6 (2) holds for ΨQ

1/2
N and ζΨ.

(2, Ψ)⇒ (2, Φ): Let ζΨ be the stochastic integral process of ΨQ
1/2
N with respect to

WH . Let ζ : R+ × Ω→ X be defined as ζ = ζΨ ◦ [[M ]]. Then ζ ∈ L0(Ω;Cb(R+;X)) and it
follows from Proposition 4.7 that for all x∗ ∈ X∗, for all t ∈ R+ a.s. we have

〈ζ(t), x∗〉 = 〈ζΨ([[M ]]t), x
∗〉 = (〈ζΨ, x∗〉)([[M ]]t) =

∫ [[M ]]t

0

Q
1/2
N Ψ∗x∗ dWH(r)

=

∫ [[M ]]t

0

Ψ∗x∗ dN(r) =

∫ t

0

Φ∗x∗ dM(r).

Here the last identity follows from Corollary 4.4.
(3, Φ)⇔ (3, Ψ): This statement is obvious by Lemma 4.5. Furthermore, from (4.6) it

follows that P-a.s. we have

‖ΦQ
1/2
M ‖γ(L2(R+,[[M ]];H),X) = ‖ΨQ

1/2
N ‖γ(L2(R+;H),X). (4.13)

Therefore ‖ΦQ
1/2
M ‖γ(L2(R+,[[M ]];H),X) is a measurable function on Ω. Since ζ(t) =

ζΨ([[M ]]t) and by using Proposition 4.7, (4.7) and (4.13) one derives for p ∈ (0,∞)

E sup
t∈R+

‖ζ(t)‖p = E sup
t∈R+

∥∥∥∥∫ t

0

Φ dM

∥∥∥∥p = E sup
t∈R+

∥∥∥∥∫ t

0

Ψ dN

∥∥∥∥p
= E sup

t∈R+

∥∥∥∥∫ t

0

ΨQ
1/2
N dWH

∥∥∥∥p
hp,X E‖ΨQ

1/2
N ‖

p
γ(L2(R+;H),X) = E‖ΦQ

1/2
M ‖

p
γ(L2(R+,[[M ]];H),X),

which proves the last part of Theorem 4.1.
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By the above proof and a limiting argument in L0(Ω;Cb(R+;X)) one obtains the
following theorem, which can be seen as a vector-valued generalization of the famous
Dambis-Dubins-Schwarz theorem (see [35, Theorem 18.4] for the isotropic case in finite
dimensions).

Theorem 4.9. Let H be a Hilbert space, X be a UMD Banach space, M ∈ Mloc
var(H),

(τs)s≥0 be the time change defined as in (4.9). Then we have that there exists an
H-cylindrical Brownian motion WH that does not depend on X such that for any Φ :

R+ × Ω→ L(H,X) which is stochastically integrable with respect to M , one has a.s.∫ t

0

Φ(s) dM =

∫ [[M ]]t

0

(Φ(s)QM (s)) ◦ τ dWH , t ≥ 0.

4.7 Further consequences

During the proof of Theorem 4.1 we have obtained the following corollary, which is
absolutely analogous to [77, Corollary 3.9]:

Corollary 4.10 (Kazamaki, infinite dimensional case). Assume the conditions of Theorem
4.1 hold and formula (4.9). If Φ : R+ × Ω → L(H,X) is scalarly F-measurable and

satisfies ΦQ
1/2
M ∈ γ(L2(R+, [[M ]];H), X) a.s., then the process Ψ : R+ × Ω → L(H,X)

defined as in (4.10) is G-adapted and satisfies ΨQ
1/2
N ∈ γ(L2(R+;H), X) a.s., and the

X-valued version of (4.3) holds.

Using this corollary one can prove the following analogue of [77, Corollary 3.10]:

Corollary 4.11. Let X be a UMD space. For each n ≥ let Φn : R+ × Ω → L(H,X) be
stochastically integrable and let ζn ∈ L0(Ω, Cb(R+, X)) denote its stochastic integral.

Then we have ΦnQ
1/2
M → 0 in L0(Ω; γ(L2(R+, [[M ]];H), X)) if and only if ζn → 0 in

L0(Ω;Cb(R+;X)).

Corollary 4.12 (Local property). Let X be a UMD space, Φ : R+ × Ω → L(H,X) be
stochastically integrable. Suppose that there exists A ∈ F such that for all x∗ ∈ X∗ a.s.
for all t ≥ 0, Φ∗(t)x∗ = 0. Then a.s. in A for all t ≥ 0∫ t

0

Φ dM = 0.

Proof. By Hahn–Banach and strong measurability, it is enough to show that for each
x∗ ∈ X∗ a.s. in A for all t ≥ 0

Nt :=

∫ t

0

Φ∗x∗ dM = 0.

But we know that by Remark 3.22 a.s. on A

[N ]∞ =

∫ ∞
0

(Φ∗x∗)QM (Φ∗x∗)∗ d[[M ]] = 0,

what yields the desired by [35, Exercise 17.3].

Remark 4.13. Due to [53, Proposition 3.2] the implication (1)⇒ (2) can be proven for
any Banach space X, because in the proofs of (1,Φ)⇒ (1,Ψ)⇒ (2,Ψ)⇒ (2,Φ) one does
need the UMD property. The same holds true for (3,Φ) ⇔ (3,Ψ) because there is no
restriction on X in Lemma 4.5.

The next corollary is a generalization of both [77, Corollary 4.1] and [52, Proposition
6.1]. Let P denote the progressive measurable σ-algebra in the result below.
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Corollary 4.14. Let X be a UMD Banach function space over a σ-finite measure space
(S,Σ, µ) and let p ∈ (0,∞). Let Φ : R+×Ω→ L(H,X) be scalarly progressive and assume
that there exists a P ×Σ-measurable process φ : R+×Ω×S → H such that for all h ∈ H
and t ≥ 0

(Φ(t)h)(·) = 〈φ(t, ·), h〉,

where the equality holds in X. Then Φ is stochastically integrable with respect to M if
and only if almost surely∥∥∥∥∥∥

(∫
R+

‖Q1/2
M (t)φ(t, ·)‖H d[[M ]]t

) 1
2

∥∥∥∥∥∥
X

<∞.

In this case

E sup
t≥0

∥∥∥∫
R+

Φ(t) dM(t)
∥∥∥p
X

hp,X E
∥∥∥(∫

R+

‖Q1/2
M (t)φ(t, ·)‖H d[[M ]]t

) 1
2
∥∥∥p
X
.

Proof. To prove this statement note that as in [52, Proposition 6.1]∥∥∥(∫
R+

‖Q1/2
M (t)φ(t, ·)‖H d[[M ]]t

) 1
2
∥∥∥
X

h ‖ΦQ
1/2
M ‖γ(L2(R+,[[M ]];H),X)

and hence the results follows from Theorem 4.1.

Due to the canonical embedding L2(R+, µ; γ(H,X)) ↪→ γ(L2(R+, µ;H), X) for a mea-
sure µ for type 2 spaces, and the reversed embedding for cotype 2 spaces, stated in [51,
Theorem 11.6], one obtains the full analogue of [77, Corollary 4.2]:

Corollary 4.15. Let X be a UMD space, p ∈ (0,∞) and M ∈Mloc
var(H).

(1) If X has type 2, then every scalarly progressively measurable process Φ : R+×Ω→
L(H,X) such that ΦQ

1/2
M ∈ L2(R+, [[M ]]; γ(H,X)) almost surely is stochastically

integrable with respect to M and we have

E sup
t≥0

∥∥∥∫
R+

Φ(t) dM(t)
∥∥∥p .p,X E‖ΦQ1/2

M ‖
p
L2(R+,[[M ]];γ(H,X)).

(2) If X has cotype 2, then every scalarly progressively measurable process Φ which is
integrable with respect to M satisfies ΦQ

1/2
M ∈ L2(R+, [[M ]]; γ(H,X)) almost surely

and we have

E‖ΦQ1/2
M ‖

p
L2(R+,[[M ]];γ(H,X)) .p,X E sup

t≥0

∥∥∥∫
R+

Φ(t) dM(t)
∥∥∥p.

(3) If X is a Hilbert space, then Φ is integrable with respect to M if and only if
ΦQ

1/2
M ∈ L2(R+, [[M ]];L2(H,X)) almost surely, and we have

E sup
t≥0

∥∥∥∫
R+

Φ(t) dM(t)
∥∥∥p hp E‖ΦQ1/2

M ‖
p
L2(R+,[[M ]];L(H,X)).

4.8 Itô’s formula

We will say that Φ ∈ γloc(L2(R+, [[M ]];H), X) a.s. if for every T > 0, Φ1[0,T ] ∈
γ(L2(R+, [[M ]];H), X) a.s. It is an easy consequence of Theorem 4.1 that Φ is locally

stochastically integrable if and only if ΦQ
1/2
M ∈ γloc(L2(R+, [[M ]];H), X).
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A function f : R+ ×X → Y is said to be of class C1,2 if it is differentiable in the first
variable and twice Fréchet differentiable in the second variable and the functions f , D1f ,
D2f and D2

2f are continuous on R+ ×X
For R ∈ γ(H,X) and T ∈ L(X,X∗) = B(X,X),

TrR(T ) =
∑
n≥1

T (Rhn, Rhn),

where (hn)n≥1 is any orthonormal basis for H (see [10, Lemma 2.3] for details). The
following version of Itô’s formula holds

Theorem 4.16. Let H be a Hilbert space, X and Y be UMD Banach spaces, M ∈
Mloc

var(H) and let A : R+ × Ω → R be adapted, a.s. continuous and locally of finite
variation. Assume that f : R+ ×X → Y is of class C1,2. Let Φ : R+ ×Ω→ L(H,X) be an
H-strongly progressively measurable which is stochastically integrable with respect to
M and assume that ΦQ

1/2
M belongs to L2

loc(R+, [[M ]]; γ(H,X)). Let ψ : R+ × Ω → X be
strongly progressively measurable with paths in L1

loc(R+, A;X) a.s. Let ξ : Ω → X be
strongly F0-measurable. Define ζ : R+ × Ω→ X as

ζ = ξ +

∫ ·
0

ψ(s) dA(s) +

∫ ·
0

Φ(s) dM(s).

Then s 7→ D2f(s, ζ(s))Φ(s) is locally stochastically integrable with respect to M and
almost sure we have for all t ≥ 0

f(t, ζ(t))− f(0, ζ(0)) =

∫ t

0

D1f(s, ζ(s)) ds+

∫ t

0

D2f(s, ζ(s))ψ dA(s)

+

∫ t

0

D2f(s, ζ(s))Φ(s) dM(s)

+
1

2

∫ t

0

Tr
Φ(s)Q

1/2
M (s)

(D2
2f(s, ζ(s))) d[[M ]]s.

(4.14)

A typical application of this formula are the case where f : X → R is given by
f(x) = ‖x‖p whenever this two time Fréchet differentiable and satisfies appropriate
estimates (e.g. X = Lp with p ≥ 2). Another application is f : X × X∗ → R given by
f(x, x∗) = 〈x, x∗〉.

To prove this result we can reduce to the case Y = R in a similar way as in [10,
Theorem 2.4] step 1. Indeed, if the formula holds true for F = R, then we can apply the
result to 〈f, y∗〉 for each y∗ ∈ Y . After that we can apply Theorem 4.1 (2) to derive the
stochastic integrability of s 7→ D2f(s, ζ(s))Φ(s). The identity (4.14) then follows from the
Hahn-Banach theorem.

The next step is to reduce the proof to the case where ξ is simple and both ψ and
Φ have finite dimensional range (see [10, Theorem 2.4] step 2). As soon as we have
this reduction, then there exists a fixed finite dimensional subspace H0 ⊂ H such that
H = H0 ⊕ ker Φ. Then one can restrict M onto this subspace, and thanks to Example
3.18 one can use the usual finite-dimensional Itô formula to derive the required result
(see e.g. [49, Section 3.3]).

Lemma 4.17. Let X be a UMD Banach space, H be a Hilbert space, M ∈M loc
var(H). Let

Φ : R+ × Ω → L(H,X) be stochastically integrable with respect to M . Assume that
its paths are in L2(R+, [[M ]]; γ(H,X)) almost surely. Then there exists a sequence of
progressive processes (Φn)n≥1 such that each Φn takes values in a finite dimensional
subspace of X and is supported on a finite dimensional subspace of H and

ΦnQ
1/2
M → ΦQ

1/2
M in L2(R+, [[M ]]; γ(H,X)) ∩ γ(L2(R+, [[M ]];H), X) in probability.
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Proof. Let (Φ̃n)n≥1 be constructed as in (4.11). Then (Φ̃nQ
1/2
M )n≥1 is an approximation of

ΦQ
1/2
M in L2(R+, [[M ]]; γ(H,X))) ∩ γ(L2(R+, [[M ]];H), X) in probability. By [53, Proposi-

tion 2.4] (Φ̃nPkQ
1/2
M )k≥1 approximates Φ̃nQ

1/2
M for each n ≥ 1, where Pk is an orthogonal

projection onto span(h1, . . . , hk). So, choosing a subsequence Φn := Φ̃nPkn one derives
the desired.

The next lemmas is taken from [10, Lemma 2.8]:

Lemma 4.18. Let X be a Banach space, A : R+ → R+ be an increasing continuous
function, and ψ ∈ L0(Ω;L1(R+, A;X)) be a progressively measurable process. Then there
exists a sequence of elementary progressive processes (ψn)n≥1 such that ψ = limn→∞ ψn
in L0(Ω;L1(R+, A;X)).

5 Stochastic evolution equations and cylindrical noise

In this section we study existence and uniqueness of solutions to the stochastic
evolution equation on a UMD space X:

du = (Au(t) + F (t, u)) dt+G(t, u) dM, t ∈ [0, T ],

where u(0) = u0. Here A is the generator of an analytic semigroup on X, F and G are
nonlinearities and M is a cylindrical continuous local martingale on a Hilbert space H
which admits a quadratic variations as introduced in Definition 3.4. We will treat the
above problem by semigroup methods. The case M = WH has been extensively studied
in the literature (see [8, 13, 54]). Before we start we need some preliminaries from
analysis.

5.1 Analytic preliminaries

Let X and Y be two Banach spaces, (rn)n≥1 be a Rademacher sequence, i.e. a
sequence of independent random variables satisfying P(rn = 1) = P(rn = −1) = 1

2 . A
family T ⊆ L(X,Y ) is called R-bounded if there exists a constant C such that for each
N > 0, (xn)Nn=1 ⊆ X and (Tn)Nn=1 ⊆ T one has

(
E

∥∥∥ N∑
n=1

rnTnxn

∥∥∥2) 1
2 ≤ C

(
E

∥∥∥ N∑
n=1

rnxn

∥∥∥2) 1
2

.

The least such C is called R-bound of T , notation R(T ).
If one replaces the Rademacher sequence by a sequence of independent Gaussian

variables in the definition above, then one obtains the notion of γ-bounded family of
operators, whose γ-bound is denoted by γ(T ). A simple randomization argument shows
that R-boundedness implies γ-boundedness, and in this case γ(T ) ≤ R(T ) and the
converse fails in general (see [43]).

A set (Λ,≤) with an order ≤ is called a set with a total order if for any x, y ∈ Λ it
holds true that x ≤ y or y ≤ x. The next result is due to [6] (for a proof see [32]):

Lemma 5.1 (Vector-valued Stein’s inequality). Let (S,A, µ) be a probability space, X
be a UMD space. Let Λ be a set with a total order. Then for all 1 < p < ∞ and every
increasing set {Aα}α∈Λ of sub-σ-algebras of A one has that the family of conditional
expectations

Ep = {E(·|Aα), α ∈ Λ} ⊆ L(Lp(Ω;X))

is R-bounded as a set of operators with an R-bound depending only on p and X.

We will need the following technical lemma about γ-spaces:
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Lemma 5.2. Let X be a Banach space, T > 0. Let ψ : (0, T )→ X be strongly measurable
and let µ be a finite positive Borel measure on [0, T ]. Suppose that 〈ψ, x∗〉 ∈ L2(0, T ;X)

for each x∗ ∈ X∗. Then
∫ ·

0
ψdt ∈ γ(0, T, µ;X) and

∥∥∥∫ ·
0

ψ dt
∥∥∥
γ(0,T,µ;X)

≤ sup
‖x∗‖≤1

‖〈ψ, x∗〉‖L2(0,T )

(∫ T

0

tdµ(t)
) 1

2

The integral
∫ ·

0
ψdt is defined as a Pettis integral (see [32]). Note that the above

supremum is finite by the closed graph theorem.

Proof. Let Ψ(t) =
∫ t

0
ψ(s) ds for t ∈ [0, T ]. Let (γ′n)n≥1 be a sequence of standard

independent Gaussian random variables on a probability space (Ω′,F′,P′). Let (φn)n≥1

be an orthonormal basis for L2(0, T ;µ). Then for a fixed φ ∈ L2(0, T ;µ) and n ≥ 1 we can
write∫ T

0

Ψ(t)φ(t) dµ(t) =

∫ T

0

ψ(s)

∫ T

0

1(s,T )(t)φ(t) dµ(t) ds =

∫ T

0

ψ(s)〈1(s,T ), φ〉L2(µ) ds,

where the latter is defined as a Pettis integral. By Parseval’s identity we have

∑
n≥1

|〈1(s,T ), φn〉L2(µ)|2 =

∫ T

0

1(s,T ) dµ.

Therefore, defining ξ : Ω→ L2(0, T ) by

ξ(s) =
∑
n≥1

γ′n〈1(s,T ), φn〉L2(µ),

by the previous estimate, the orthogonality of the γ′n and the three series theorem (see
[76, p. 289]) we find

E‖ξ‖2L2(0,T ) =

∫ T

0

∫ T

0

1(s,T ) dµds =

∫ T

0

tdµ =: CT .

and the series defining ξ converges a.s. in L2(0, T ). It follows that

∑
n≥1

γ′n

∫ T

0

Ψ(t)φn(t) dµ(t) =

∫ T

0

ψ(s)ξ(s) ds,

converges a.s. in X and∥∥∥∑
n≥1

γ′n

∫ T

0

Ψ(t)φn(t) dµ(t)
∥∥∥
X

=
∥∥∥∫ T

0

ψ(s)ξ(s) ds
∥∥∥ ≤ Cψ‖ξ‖L2(0,T ),

where Cψ = sup‖x∗‖≤1 ‖〈ψ, x∗〉‖L2(0,T ). Taking L2(Ω′) norms it follows from the definition
of the γ-norm (note that a.s. convergence and convergence in Lp(Ω′;X) are equivalent
in this setting) that

‖Ψ‖γ(0,T,µ;X) ≤ Cψ‖ξ‖L2(Ω′;L2(0,T )) ≤ CψCT .

Let X be a Banach space, (S,A, µ) be a σ-finite measurable space, 1 ≤ p <∞ and H
be Hilbert space. Then one can prove that

Lp(S; γ(H,X)) ' γ(H,Lp(S;X)). (5.1)
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This relation is called γ-Fubini isomorphism (for more information see [33]).
A Banach space X has property (α) if for all N ∈ N and all sequences (xmn)Nm,n=1 ⊆ X

it holds true that

E

∥∥∥ N∑
m,n=1

rmnxmn

∥∥∥2

h E′E′′
∥∥∥ N∑
m,n=1

r′mr
′′
nxmn

∥∥∥2

,

where (rmn)m,n≥1, (r′m)m≥1 and (r′′n)n≥1 are independent Rademacher sequences. This
property was introduced in a slightly different manner in [65] (see [33] for the proof of
the equivalence).

Sectorial operators and H∞-calculus For each φ ∈ (0, π) let

Sφ := {λ ∈ C \ {0} : arg(λ) < φ}

be an open sector of angle φ in the complex plane. A closed and densely defined
operator A on X is sectorial of type φ ∈ [0, π) (see [29]) if A is bijective with dense range,
σ(A) ⊆ Sφ and for all ω ∈ (φ, π)

sup
λ/∈Sω

‖λR(λ,A)‖ <∞.

For details on H∞-calculus for sectorial operators we refer the reader to [29, 41].

5.2 Hypotheses and problem formulation

Consider the following hypothesis.

(A0) H is a separable Hilbert space. X is a separable Banach space which has UMD and
satisfies property (α). M ∈Mloc

var(H). The operator A has a bounded H∞-calculus
of angle < π/2.

Consider the following stochastic evolution equation:{
du = (Au(t) + F (t, u)) dt+G(t, u) dM,

u(0) = u0,
(5.2)

where A is the generator of an analytic C0-semigroup (S(t))t≥0 on X (see [19, 63] for
details).

We make the following assumption on F and G:

(A1) The function F : R+×Ω×X → X is Lipschitz of linear growth uniformly in R+×Ω,
i.e., there are constants LF and CF such that for all t ∈ R+, ω ∈ Ω and x, y ∈ X

‖F (t, ω, x)− F (t, ω, y)‖X ≤ LF ‖x− y‖X ,
‖F (t, ω, x)‖X ≤ CF (1 + ‖x‖X).

Moreover, for all x ∈ X, (t, ω) 7→ F (t, ω, x) is strongly measurable and adapted in
X.

(A2) The function G : R+ × Ω×X → L(H,X) is Lipschitz of linear growth in a γ-sense
uniformly in Ω and T , i.e., there are constants LγG and CγG s.t. for all b ≥ a ≥ 0 and
for all φ1, φ2 : R+ → X which are in L2(R+;X) ∩ γ(R+, [[M ]];X), a.s.

‖(G(·, φ1)−G(·, φ2))Q
1/2
M ‖γ(L2(a,b,[[M ]];H),X)

≤ LγG(‖φ1 − φ2‖L2(a,b;X) + ‖φ1 − φ2‖γ(a,b,[[M ]];X)),

‖G(·, ω, φ1)Q
1/2
M ‖γ(L2(a,b,[[M ]];H),X)

≤ CγG(1 + ‖φ1‖L2(a,b;X) + ‖φ1‖γ(a,b,[[M ]];X)).

Moreover, for all x ∈ X, (t, ω) 7→ G(t, ω, x) is H-strongly progressively measurable.
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(A3) The initial value u0 : Ω→ X is strongly F0-measurable.

In the case M = WH , the above Lipschitz assumptions reduce to the assumptions in
[54]. A key difference with [54] is that the nonlinearities can be defined on interpolation
space between X and D(A), but this cannot be done for general martingales except
under additional assumptions on [[M ]].

5.3 Existence and uniqueness result

For deterministic and stochastic convolutions we will use the following notations (see
[54, 78]):

S ∗ F (t) :=

∫ t

0

S(t− s)F (s) ds,

S �G(t) :=

∫ t

0

S(t− s)G(s) dMs.

We call a process (u(t))t∈R+
a mild solution of (5.2) if

(i) u : R+ × Ω→ X is strongly measurable and adapted,

(ii) for all t ∈ R+, s 7→ S(t− s)F (s, u(s)) is in L1(0, t;X) a.s.,

(iii) for all t ∈ R+, s 7→ S(t− s)G(s, u(s)) is H-strongly progressively measurable and

GQ
1/2
M is in γ(L2(0, t, [[M ]];H), X) a.s.,

(iv) for all t ∈ R+, almost surely

u(t) = S(t)u0 + S ∗ F (·, u)(t) + S �G(·, u)(t). (5.3)

Definition 5.3. Fix b ≥ a ≥ 0 and p ∈ (1,∞).

1. We define V p(a, b,M ;X) as the space of all strongly progressively measurable
processes φ : R+ × Ω→ X for which

‖φ‖V p(a,b,M ;X) := (E‖φ‖pL2((a,b);X))
1
p + (E‖φ‖pγ(a,b,[[M ]];X))

1
p <∞

2. We define V (a, b,M ;X) as the space of all progressively measurable processes
φ : R+ × Ω→ X for which almost surely

‖φ‖L2((a,b);X) + ‖φ‖γ(L2(a,b,[[M ]]),X) <∞.

Remark 5.4. Due to the ideal property (4.1) one can show, that if τ is a stopping time and
φ ∈ V p(a, b,M ;X), then φ ∈ V p(a, b,Mτ ;X) as well and ‖φ‖V p(a,b,Mτ ;X) ≤ ‖φ‖V p(a,b,M ;X).

The following result is the main existence and uniqueness result:

Theorem 5.5 (Existence and uniqueness). Suppose that (A0)–(A3) are satisfied. Then
there exists a unique solution U in V (0, T,M ;X) of (5.2).

Moreover, if the unbounded operator A is omitted, then property (α) is not needed in
the above result.

Proposition 5.6. Let H be a Hilbert space, M ∈Mloc
var(H), X be a UMD space. Consider

the equation: {
du = F (t, u) dt+G(t, u) dM,

u(0) = u0,
(5.4)

Suppose that (A1)–(A3) are satisfied. Then there exists a unique solution U in
V (0, T,M ;X) of (5.2).

Unlike in the Brownian case one cannot ensure Lp(Ω)-integrability of the solution
even if the initial value is constant in Ω.
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5.4 The fix point argument

Consider the fixed point operator

LT (φ) = [t 7→ S(t)u0 + S ∗ F (·, φ)(t) + S �G(·, φ)(t)].

Proposition 5.7. Suppose that (A0)–(A3) are satisfied. If u0 ∈ Lp(Ω,F0;X), [[M ]]T ∈
L∞(Ω), then the operator LT is bounded and well-defined on V p(0, T,M ;X) and there
exists a constant CT,M , with limCT,M = 0 as T → 0 and TM,T := ‖[[M ]]T ‖L∞(Ω) → 0,
such that for all φ1, φ2 ∈ V p(0, T,M ;X),

‖LT (φ1)− LT (φ2)‖V p(0,T,M ;X) ≤ CT,M‖φ1 − φ2‖V p(0,T,M ;X). (5.5)

Moreover, for T ∈ (0, 1], there exists a constant C̃ independent of T and M such that

CT,M ≤ C̃ max{T 1
2 , T

1
2

M,T }. (5.6)

Furthermore, there is a constant C ≥ 0, independent of u0, such that for all φ ∈
V p(0, T,M ;X)

‖LT (φ)‖V p(0,T,M ;X) ≤ C(1 + ‖u0‖Lp(Ω;X)) + CT,M‖φ‖V p(0,T,M ;X), (5.7)

and LT (φ) has a continuous version and

‖LT (φ)‖Lp(Ω;C([0,T ];X)) ≤ C(1 + ‖u0‖Lp(Ω;X)) + C2‖φ‖V p(0,T,M ;X). (5.8)

Proof. Actually the assumptions even yields that {S(t) : t ≥ 0} is R-bounded and hence γ-
bounded by some constant N (see [41, Theorem 2.20 and 12.8]). In particular ‖S(t)‖ ≤ N
for all t ≥ 0.

Let Y = γ(R;X). For the proof we use the following dilation result for the semigroup
S from [23]. By the boundedness of the H∞-calculus with angle < π

2 yields that there

exist J ∈ L(X,Y ), P ∈ L(Y ) and (S̃(t))t∈R ⊆ L(Y ) such that

(i) There are cJ , CJ > 0 such that for all x ∈ X, one has cJ‖x‖ ≤ ‖Jx‖ ≤ CJ‖x‖.
(ii) P is a projection onto ran J .

(iii) (S̃(t))t∈R is a strongly continuous group on Y with ‖S̃(t)y‖ = ‖y‖ for all y ∈ Y .

(iv) For all t ≥ 0 it holds true that JS(t) = PS̃(t)J .

This dilation will be used to derive continuity of the stochastic convolution in a similar
way as in [30]. Moreover, we use it to obtain estimates in the γ-norm.

Notice that by [78, Lemma 2.3] Y is a UMD space. Also notice that since X has
property (α) then according to [28, Theorem 3.18] family (S̃(t))t∈R is γ-bounded by some
constant αX . Now we will proceed prove in 4 steps. Fix T ≥ 0. Let CP = ‖P‖.

Step 1: Estimating the initial value part. By the strong continuity and uniform
boundedness of S we derive:

‖s 7→ S(s)u0‖L2(0,T ;X) ≤ T
1
2 ‖s 7→ S(s)u0‖C([0,T ];X) ≤ NT

1
2 ‖u0‖ (5.9)

By the γ-boundedness of (S(t))t∈R and [36, Proposition 4.11]:

‖s 7→ S(s)u0‖γ(0,T,[[M ]];X) ≤ N‖s 7→ u0‖γ(0,T,[[M ]];X) = [[M ]]
1/2
T ‖u0‖.

Step 2. Estimating the deterministic part. We proceed in two steps.
(a): For fixed ω ∈ Ω and ψ ∈ L2(0, T ;X) we estimate the Lp(0, T ;X)- and

γ(0, T, [[M ]];X)-norms of S ∗ ψ. One has

‖S ∗ ψ‖L2(0,T ;X) = T
1
2 ‖S ∗ ψ‖C([0,T ];X) ≤ TN‖ψ‖L2(0,T ;X), (5.10)

where the continuity of S ∗ ψ is simple to check (see [44, Corollary 4.2.4]).
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By the representation of S as a group, the ideal property (4.1) and [36, Proposi-
tion 4.11] we find that

‖S ∗ ψ‖γ(0,T,[[M ]];X) ≤
1

cJ
‖(JS) ∗ ψ‖γ(0,T,[[M ]];X)

=
1

cJ

∥∥∥PS̃(·)
∫ ·

0

S̃(−s)Jψ(s) ds
∥∥∥
γ(0,T,[[M ]];X)

≤ CPαX
cJ

∥∥∥∫ ·
0

S̃(−s)Jψ(s) ds
∥∥∥
γ(0,T,[[M ]];X)

≤ CJCPαXN

cJ
T

1
2 [[M ]]

1
2

T ‖ψ‖L2(0,T ;X),

where in the last step we used Lemma 5.2 and
∫ T

0
td[[M ]]t ≤ T [[M ]]T .

Now let Ψ ∈ V p(0, T,M ;X). Then by applying the inequalities above to the paths
Ψ(·, ω) one easily obtains that S ∗Ψ ∈ V p(0, T,M ;X) and

‖S ∗Ψ‖V p(0,T,M ;X) ≤ C1
T ‖Ψ‖V p(0,T,M ;X),

where

C1
T = TN +

CJCPαXN

cJ
T

1
2T

1
2

M,T and TM,T := ‖[[M ]]T ‖L∞(Ω).

(b): Let φ1, φ2 ∈ V p(0, T,M ;X). Since F is of linear growth, F (·, φ1) and F (·, φ2) have
a continuous version and belong to V p(0, T,M ;X). Since F is Lipschitz in its X-variable,
we deduce that S ∗ F (·, φ1) and S ∗ F (s, φ2) are in V p(0, T,M ;X) and

‖S ∗ F (s, φ1)− S ∗ F (s, φ2)‖V p(0,T,M ;X) ≤ C1
T ‖F (·, φ1)− F (·, φ1)‖V p(0,T,M ;X)

≤ C1
TLF ‖φ1 − φ2‖V p(0,T,M ;X).

Step 3. Estimating the stochastic part.
(a): Let Ψ : [0, T ]× Ω→ L(H,X) be scalarly strongly progressively measurable and

suppose that ΨQ
1/2
M is in Lp(Ω; γ(L2(0, T, [[M ]];H), X)). Then by [36, Proposition 4.11]

and Theorem 4.1 for each t ∈ [0, T ],

ζM (t) :=

∫ t

0

S(t− s)Ψ(s) dM(s)

is well-defined. Now we estimate ζM pathwise in the space of continuous functions. As
before one sees that

∫ ·
0
S̃−1JΨ dM is well-defined and is a.s. continuous (here we use

the fact that Y is a UMD space and S̃ is γ-bounded). Therefore, by the representation of
S as a group it follows that we can write

JζM (t) = PS̃(t)

∫ t

0

S̃(−s)JΨ(s) dM (5.11)

Since PS̃(t) is strongly continuous, the continuity follows since J is an isomorphic
embedding. Moreover, by Theorem 4.1 and [36, Proposition 4.11],

‖ζM‖Lp(Ω;L2(0,T ;X)) ≤ T
1
2 ‖ζM‖Lp(Ω;C([0,T ];X))

≤ T
1
2

cJ

∥∥∥t 7→ PS̃(t)

∫ t

0

S̃−1(s)JΨ(s) dM(s)
∥∥∥
Lp(Ω;C([0,T ];X))

≤ T
1
2CPN

cJ

∥∥∥t 7→ ∫ t

0

S̃−1(s)JΨ(s) dM(s)
∥∥∥
Lp(Ω;C([0,T ];X))
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≤ T
1
2CPNCp,X

cJ
‖S̃−1JΨQ

1
2

M‖Lp(Ω;γ(0,T,[[M ]];H,Y ))

≤ T
1
2CPN

2Cp,XCJ
cJ

‖ΨQ
1
2

M‖Lp(Ω;γ(0,T,[[M ]];H,X)).

To estimate the γ(L2(0, T, [[M ]]), X)-norm of ζM we can again use the representation
(5.11) and use [36, Proposition 4.11] and the ideal property to estimate

‖ζM‖Lp(Ω;γ(0,T,[[M ]];X)) ≤
1

cJ

∥∥∥t 7→ PS̃(t)

∫ t

0

S̃−1(s)JΨ(s) dM(s)
∥∥∥
Lp(Ω;γ(0,T,[[M ]];Y ))

≤ CPN

cJ

∥∥∥t 7→ ∫ t

0

S̃−1(s)JΨ(s) dM(s)
∥∥∥
Lp(Ω;γ(0,T,[[M ]];Y ))

To estimate the last term recall from Theorem 4.9

ζ̃M (t) :=

∫ t

0

S̃−1JΨ dM =

∫ [[M ]]t

0

(1(0,T )S̃
−1JΨQ

1
2

M ) ◦ τ dWH =: ζ̃WH
([[M ]]t).

Using this representation, we find

‖ζ̃M‖Lp(Ω;γ(0,T,[[M ]];Y )) = ‖ζ̃WH
◦ [[M ]]‖Lp(Ω;γ(0,T,[[M ]];Y ))

(∗)
= ‖ζ̃WH

‖Lp(Ω;γ(0,[[M ]]T ;Y ))

≤ ‖E
(
ζ̃WH

(TM,T )|Gt
)
‖Lp(Ω;γ(0,TM,T ;Y ))

(i)

≤ Cp‖E
(
ζ̃WH

(TM,T )|Gt
)
‖γ(0,TM,T ;Lp(Ω;Y ))

(ii)

≤ Cpγ(Ep,T )‖ζ̃WH
(TM,T )‖γ(0,TM,T ;Lp(Ω;Y ))

= Cpγ(Ep,T )T
1
2

M,T ‖ζ̃WH
(TM,T )‖Lp(Ω;Y )

(iii)

≤ Cpγ(Ep,T )T
1
2

M,TCp,X‖(1(0,T )S̃
−1JΨQ

1
2

M ) ◦ τ‖Lp(Ω;γ(R+;Y ))

(∗)
≤ Cpγ(Ep,T )T

1
2

M,TCp,X‖S̃
−1JΨQ

1
2

M‖Lp(Ω;γ(0,T,[[M ]];Y ))

In (∗) we used Lemma 4.5 and [[M ]]τs = s. In (i) we used (5.1). In (ii) we used Lemma
5.1 for conditional expectations on Lp(Ω;Y ) and [36, Proposition 4.11]. In (iii) we used
(4.7). Therefore, combining both estimates it follows that

‖ζM‖Lp(Ω;γ(0,T,[[M ]];X)) ≤
CPN

cJ
‖ζ̃M‖Lp(Ω;γ(0,T,[[M ]];Y ))

≤ CPN
2CJ

cJ
Cpγ(Ep,T )T

1
2

M,TCp,X‖ΨQ
1
2

M‖Lp(Ω;γ(0,T,[[M ]];X))

where in the last step we argue as below (5.11).
Combining these estimates we conclude that

‖ζM‖V p(0,T,M ;Y ) ≤ C2
T ‖ΨQ

1/2
M ‖Lp(Ω;γ(L2(0,T,[[M ]];H),X)), (5.12)

where

C2
T :=

T
1
2CPN

2Cp,XCJ
cJ

+
CPN

2CJ
cJ

Cpγ(Ep,T )T
1
2

M,TCp,X

(b): Let φ1, φ2 ∈ V p(0, T,M ;X). It follows from the assumption on G that S �
G(·, φ1), S �G(·, φ2) have a continuous version and are V p(0, T,M ;X) and∥∥∥S �G(·, φ1)− S �G(·, φ2)

∥∥∥
V p(0,T,M ;X)
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≤ C2
T ‖(G(·, φ1)−G(·, φ2))Q

1/2
M ‖Lp(Ω;γ(L2(0,T,[[M ]];H),X))

≤ LγGC
2
T ‖φ1 − φ2‖V p(0,T,M ;X).

Step 4: Collecting the estimates. It follows from the previous steps that LT is
well-defined on V p(0, T,M ;X) and

‖Lt(φ1)− Lt(φ2)‖V p(0,T,M ;X) ≤ CT,M‖φ1 − φ2‖V p(0,T,M ;X), (5.13)

where CT,M = LFC
1
T + LGC

2
T and one can check that (5.6) holds.

To prove (5.7) one has to apply (5.13) and the fact that for some positive constant C
it holds true that

‖LT (0)‖V p(0,T,M ;X) ≤ C(1 + (E‖u0‖pX)
1
p ).

The final continuity statement and (5.8) follows from the previous steps.

5.5 Existence and uniqueness when the variation is small

Theorem 5.8 (Existence and uniqueness). Suppose that (A0)–(A3) are satisfied and
‖[[M ]]T ‖L∞(Ω) ≤ (2C̃)−2, where C̃ is as in (5.6). If u0 ∈ Lp(Ω,F0;X), then there exists
a unique solution U in V p(0, T,M ;X) of (5.2). Moreover, there exists a nonnegative
constant C, independent of u0 but depending on T ∨ 1 and C̃ such that

‖U‖V p(0,T,M ;X) ≤ C(1 + (E‖u0‖pX)
1
p ). (5.14)

Furthermore, U has a continuous version and there exists a constant D independent of
u0 but depending on T ∨ 1 and C̃ such that

‖U‖Lp(Ω;C([0,T ];X)) ≤ C(1 + (E‖u0‖pX)
1
p ) (5.15)

Proof. By Proposition 5.7 one can find t ∈ [0, T ∧ 1], independent of u0, such that
t ≤ ‖[[M ]]T ‖L∞(Ω), so Ct,M ≤ 1

2 . It follows from (5.5) and the Banach fixed point
argument that Lt has a unique fixed point U ∈ V p(0, t,M ;X). This gives us a continuous
progressively measurable process U : [0, t]× Ω→ X such that a.s. for all s ∈ [0, t],

U(s) = S(s)u0 + S ∗ F (·, U)(s) + S �G(·, U)(s).

Note that (5.7) implies that

‖U‖V p(0,t,M ;X) ≤ C(1 + (E‖u0‖pX)
1
p ) + Ct,M‖U‖V p(0,t,M ;X),

and since Ct,M ≤ 1/2

‖U‖V p(0,t,M ;X) ≤ 2C(1 + (E‖u0‖pX)
1
p ). (5.16)

and by U = Lt(U), (5.8) and (5.16) we find

‖U‖Lp(Ω;C([0,t];X)) ≤ C2(1 + ‖u0‖Lp(Ω;X)). (5.17)

Thanks to a standard induction argument one easily constructs a solution on each of
intervals [t, 2t], . . . , [nt, T ], where n = [Tt ]. This solution U on [0, T ] is the solution of (5.2).
Moreover, according to (5.16), (5.17) and the induction one deduces (5.14) and (5.15).

For small t ∈ [0, T ] uniqueness on [0, t] follows from the uniqueness of the fixed point
of Lt in V p(0, t,M ;X), and uniqueness on [0, T ] follows from the induction argument.

Lemma 5.9. Suppose that (A0)–(A3) are satisfied both for M and N and

‖[[M ]]T ‖L∞(Ω), ‖[[N ]]T ‖L∞(Ω) <
1

4C̃2
.

Let U1 ∈ V p(0, T,M ;X), U2 ∈ V p(0, T,N ;X) be the solutions of (5.2) with initial values
u1, u2 ∈ Lp(Ω,F0;X) and cylindrical martingales M,N respectively. Finally suppose that
M ≡ N a.s. on the set {u1 = u2}. Then a.s. U1 ≡ U2 on {u1 = u2}.
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Proof. Let Γ = {u1 = u2}. Since U2 ∈ V p(0, T,N ;X), then U21Γ ∈ V p(0, T,M ;X),
because M and N coincides on Γ. Consider small t as in the beginning of the proof of
Theorem 5.8. Since Γ is F0-measurable

‖U11Γ − U21Γ‖V p(0,t,M ;X) = ‖Lt(U1)1Γ − Lt(U2)1Γ‖V p(0,t,M ;X)

= ‖Lt(U11Γ)1Γ − Lt(U21Γ)1Γ‖V p(0,t,M ;X)

≤ Ct,M‖U11Γ − U21Γ‖V p(0,t,M ;X),

therefore almost surely U1|[0,t]×Γ ≡ U2|[0,t]×Γ.
To extend this result to the whole interval [0, T ] one has to apply the same induction

argument as in the end of the proof of Theorem 5.8.

Let b ≥ a ≥ 0. We say that φ is locally in V p(a, b,M ;X) (or simply φ ∈ V ploc(a, b,M ;X))
if there exists a sequence of increasing stopping times (τn)n≥1 such that τn ↗∞ a.s. and
φ ∈ V p(a, b,Mτn ;X) for each n > 0. It is evident by Remark 5.4 that φ ∈ V p(a, b,M ;X)

implies φ ∈ V ploc(a, b,M ;X). Obviously V ploc(a, b,M ;X) ⊆ V (a, b,M ;X).

Lemma 5.10. Suppose that (A0)–(A3) are satisfied. Let τ be a stopping time such
that ‖[[Mτ ]]T ‖L∞(Ω) <

1
4C̃2

, u0 ∈ Lp(Ω,F0;X), v0 ∈ L0(Ω,F0;X), UM ∈ V ploc(0, T,M ;X),
UMτ ∈ V p(0, T,Mτ ;X) be solutions of (5.2) with cylindrical martingales M , Mτ and
initial values u0, v0 respectively. Then on the set {u0 = v0} and on the interval [0, τ ∧ T ],
one has UM ≡ UMτ a.s.

Proof. Let Γ = {u0 = v0}. Consider the localizing sequence {τn}n≥1 of stopping times
for UM , so UM ∈ V p(0, T,Mτn ;X) for each n ≥ 1. Then by (4.1) both UM1[0,τ∧τn]1Γ

and UMτ1[0,τ∧τn]1Γ are in V p(0, T,Mτ∧τn ;X) for each fixed n ≥ 1. Let t be such that

tβ < ‖[[Mτ ]]T ‖
1
2

L∞(Ω). Then for each fixed n ≥ 1

‖UM1[0,τ∧τn]1Γ − UMτ1[0,τ∧τn]1Γ‖V p(0,t,Mτ∧τn ;X)

= ‖Lt(UM )1[0,τ∧τn]1Γ − Lt(UMτ )1[0,τ∧τn]1Γ‖V p(0,t,Mτ∧τn ;X)

= ‖Lt(UM1[0,τ∧τn]1Γ)1[0,τ∧τn]1Γ − Lt(UMτ1[0,τ∧τn]1Γ)1[0,τ∧τn]1Γ‖V p(0,t,Mτ∧τn ;X)

≤ Ct,Mτ∧τn ‖UM1[0,τ∧τn]1Γ − UMτ1[0,τ∧τn]1Γ‖V p(0,t,Mτ∧τn ;X),

hence UM1[0,τ∧τn∧t]1Γ ≡ UMτ1[0,τ∧τn∧t]1Γ a.s. Letting n to infinity yields UM ≡ UMτ on
[0, t ∧ τ ] for a.a. ω ∈ Γ. Now by induction and the same technique as in Lemma 5.9 one
obtains the required result.

5.6 Proof of the main existence and uniqueness result

We first proof Theorem 5.5 under additional integrability assumptions on the initial
value.

Theorem 5.11 (Existence and uniqueness for integrable initial values). Suppose that
(A0)–(A3) are satisfied. If u0 ∈ Lp(Ω,F0;X), then there exists a unique solution U in
V ploc(0, T,M ;X) of (5.2).

Proof. By Proposition 5.7 one can find n ∈ N large enough so that T
2n ≤

1
4C̃2

and T ≤ 2n.
Let ρ = τ 1

4C̃2
, where τs is a stopping time introduced in (4.9). Consider equation (5.2)

with the cylindrical martingale Mρ instead of M . It follows from (5.13) that C T
2n ,M

ρ < 1
2 .

Using the Banach fixed point argument one derives that L T
2n

has a unique fixed point

Un ∈ V p(0, T2n ,M
ρ;X). This gives us a continuous progressive measurable process

Un : [0, T2n ]× Ω→ X such that for almost all ω ∈ Ω for all s ∈ [0, T2n ],

Un(t) = S(s)u0 + S ∗ F (·, Un) +

∫ t

0

S(t− s)G(s, Un) dMρ
s .
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Note that (5.7) implies that

‖Un‖V p(0, T2n ,M
ρ;X) ≤ C(1 + (E‖u0‖pX)

1
p ) + C T

2n ,M
ρ‖Un‖V p(0, T2n ,M

ρ;X),

and since C T
2n ,M

ρ < 1
2

‖Un‖V p(0, T2n ,M
ρ;X) ≤ 2C(1 + (E‖u0‖pX)

1
p ). (5.18)

To go on with a standard induction argument on each of intervals [ (k−1)T
2n , kT2n ] for

k ∈ {2, . . . , 2n} we introduce the following stopping times for k ∈ {1, . . . , 2n}

ρnk =

{
(k−1)T

2n + inf{t ≥ 0 : [[M ]]
t+

(k−1)T
2n
− [[M ]] (k−1)T

2n
> T

2n }, on the set A;

∞, on the set Ω \A.
(5.19)

Here A = {0 ≤ T
2n < [[M ]]∞ − [[M ]] (k−1)T

2n
}. As one can notice, ρn1 = ρ. By [66,

Theorem I.18] and since the minimum of stopping times is a stopping time, Mρn1∧...∧ρnk ∈
Mvar(H). Fix k > 1. Then one can construct solution of equation (5.2) on the interval
[ (k−1)t

2n , kt2n ] with the cylindrical martingale Mρn1∧...∧ρnk instead of M and with the initial

value, obtained on the previous interval [ (k−2)T
2n , (k−1)T

2n ].
Thanks to (5.18), (5.8) and a standard induction argument one may construct a

solution on each of intervals [ T2n , 2
T
2n ], . . . , [(2n − 1) T2n , T ]. This solution Un on [0, T ] is the

solution of (5.2) with M replaced by Mρn .
Define ρn := ρn1 ∧ . . . ∧ ρn2n for each n ∈ N. Then by the fixed point argument,

the induction argument and Lemma 5.10, Un = Um on [0, ρn ∧ ρm ∧ T ] for all m,n ∈ N.
Consequently, since ρn ↗ ∞ a.s. there exists U : [0, T ] × Ω → X such that U = Un on
[0, ρn ∧ T ] for each n ≥ 1.

Now one has to show that U is a solution of (5.2). First of all notice that for each
fixed t ≥ 0 we know that (U − Un)1t≤ρn = 0. Consequently (S(t − s)G(s, Un) − S(t −
s)G(s, U))1t≤ρn = 0. Then for each fixed t ≥ 0 according to Corollary 4.12 one has that
a.s. on {t ≤ ρn}

U(t) = Un(t) = S(t)u0 +

∫ t

0

S(t− s)F (s, Un) ds+

∫ t

0

S(t− s)G(s, Un) dMs

= S(t)u0 +

∫ t

0

S(t− s)F (s, U) ds+

∫ t

0

S(t− s)G(s, U) dMs.

So, letting n to infinity one can show that for each fixed t ≥ 0 a.s.

U(t) = S(t)u0 +

∫ t

0

S(t− s)F (s, U) ds+

∫ t

0

S(t− s)G(s, U) dMs.

Now assume that V ∈ V ploc(0, T,M ;X) is another solution of (5.2). Then by Lem-
ma 5.10, V = Un on [0, ρn1∧ T

2n ] for all n ≥ 1. According to (5.15) Un( T2n ) ∈ Lp(Ω,F T
2n

;X),

so again by Lemma 5.10 on the set {ρn1 ≥ T
2n } V = Un on [ T2n , ρn2∧ 2T

2n ] for all n ≥ 1 (here
we start our solutions from the point T

2n ). Continuing this procedure for k = 3, . . . , 2n we
have that V = Un on [0, ρn ∧ T ] for all positive n. But since U = Un on [0, ρn ∧ T ] for all
n ≥ 1, V = U on [0, ρn ∧ T ], therefore on whole [0, T ].

Finally we can prove Theorem 5.5 for general initial values.

Proof of Theorem 5.5. The structure of the proof is the same as in [54, Theorem 7.1]. To
prove existence define a sequence (un)n≥1 in Lp(Ω,F0;X) in the following way:

un = 1‖u0‖≤nu0.
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Then by Theorem 5.11 for each n ≥ 1 there exists a unique solution Un ∈ V ploc(0, T,M ;X)

of (5.2) with initial value un. By Lemma 5.10 one can define U : [0, T ] × Ω → X as
U(t) = limn→∞ Un(t) if this limit exists and 0 otherwise. Then U is strongly progressive
measurable, and almost surely on {‖u0‖ ≤ n} for all t ∈ [0, T ] we have that U(t) = Un(t).
Consequently, U ∈ V (0, T,M ;X) and one can check it is a solution of (5.2).

For uniqueness of the solution we will need the stopping times constructed in the
proof of Theorem 5.11. Let U, V ∈ V (0, T,M ;X) be two solutions of (5.2). First of all
fix n ≥ 1 and prove that U1‖u0‖≤n = V 1‖u0‖≤n. Let Un = U1‖u0‖≤n, Vn = V 1‖u0‖≤n.
Obviously Un and Vn are solutions of (5.2) with initial value u01‖u0‖≤n.

Let k be large enough such that T
2k
< 1

2C̃
. For each l ∈ N define a stopping time σnl

as follows:

σnl = inf{s ∈ [0, T ] :‖Un‖L2((0,s);X) + ‖Un‖γ(L2(0,s,[[M ]]),X)

+‖Vn‖L2((0,s);X) + ‖Vn‖γ(L2(0,s,[[M ]]),X) ≥ l}.

Then Un1[0,σnl], Vn1[0,σnl] ∈ V p(0, T2k ,M ;X). Define (ρkm)1≤m≤2k in the same way as
in (5.19). For fixed k one has the following

‖Un1[0,σnl∧ρk1] − Vn1[0,σnl∧ρk1]‖V p(0, T
2k
,M ;X)

= ‖Un1[0,σnl∧ρk1] − Vn1[0,σnl∧ρk1]‖V p(0, T
2k
,Mρk1 ;X)

= ‖Lt(Un)1[0,σnl∧ρk1] − Lt(Vn)1[0,σnl∧ρk1]‖V p(0, T
2k
,Mρk1 ;X)

= ‖Lt(Un1[0,σnl∧ρk1])1[0,σnl∧ρk1] − Lt(Vn1[0,σnl∧ρk1])1[0,σnl∧ρk1]‖V p(0, T
2k
,Mρk1 ;X)

≤ C T

2k
,Mρk1 ‖Un1[0,σnl∧ρk1] − Vn1[0,σnl∧ρk1]‖V p(0, T

2k
,Mρk1 ;X)

≤ 1

2
‖Un1[0,σnl∧ρk1] − Vn1[0,σnl∧ρk1]‖V p(0, T

2k
,M ;X),

so a.s. Un1[0,σnl∧ρk1](s) = Vn1[0,σnl∧ρk1](s) for all s ∈ (0, T
2k

). Define again

ρk := ρk1 ∧ . . . ∧ ρk2k , k ∈ N.

By the standard induction argument one derives that a.s. Un1[0,σnl∧ρk] ≡ Vn1[0,σnl∧ρk] on
[0, T ]. Now taking k and l to infinity gives us the desired.

Since U = limn→∞ Un and V = limn→∞ Vn, then U = V a.s. and uniqueness is
proved.

Proof of Proposition 5.6. This result follows with the same method as for Theorem 5.5.
Note that property (α) can be avoided since A = 0 and hence we can take S(t) = S̃(t) = I

and the γ-boundedness is clear in this case.

Remark 5.12. Using the time change result of Theorem 4.9 one can turn the noise
part of the problem (5.2) into a cylindrical Brownian motion. Unfortunately, by using
this technique the term Au(t) dt becomes more involved. In particular, one has to use
evolution families instead of semigroups, which complicates matters.

A A technical lemma on measurable selections

In the next lemma we show that a certain projection valued function can be chosen
in a measurable way. Moreover, we give a representation formula for its inverse which is
used in the proof of Theorem 4.1. In [64, Lemma 8.9] a similar measurability result was
proved by applying a selector theorem by Kuratowski and Ryll-Nardzewski.

Recall from before that a function F : S → L(H) is called H-strongly measurable if
for all h ∈ H, s 7→ F (s)h is strongly measurable.
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Lemma A.1. Let (S,Σ) be a measurable space and let H be a separable Hilbert space.
Let H0 ⊆ H be a finite dimensional subspace. Let F : S → L(H) be a function such that:

1. F is H-strongly measurable;

2. for all s ∈ S and h ∈ H, F (s)∗ = F (s) and 〈F (s)h, h〉 ≥ 0.

For each s ∈ S, let P (s) ∈ L(H) be the orthogonal projection onto F (s)H0. Then there
exist H-strongly measurable functions P̃ , L : S → L(H) such that

P̃F = FP and LF = P, (A.1)

pointwise in S. Moreover, P̃ is a projection.

The operator P̃ will not be an orthogonal projection in general.

Proof. Let P0 be the orthogonal projection onto H0. For each s ∈ S define P̃ (s) ∈ L(H)

as follows:
P̃ (s)P0F (s)2P0h = F (s)2P0h, for h ∈ H,

and set P̃ (s) = 0 on ker P0F (s)2P0. Notice, that there is no contradiction, since if
P0F (s)2P0h = 0 for some h ∈ H and s ∈ S, then

0 = 〈P0F (s)2P0h, h〉 = ‖F (s)P0h‖2

and hence h ∈ kerF (s)P0 ⊆ kerF (s)2P0. Since P0F (s)2P0 is a finite-rank self-adjoint
operator for each s ∈ S, we have H = kerP0F (s)2P0⊕ran P0F (s)2P0, and thus P0F (s)2P0

is a bounded linear operator (see [75, Theorem 6.2-G]).
In the sequel we suppress the s ∈ S from the formulas. We claim that

(i) P̃ h = 0 for each h ∈ H⊥0 ;

(ii) P̃F 2h = F 2h for h ∈ H0.

(iii) P̃F = FP

Property (i) is clear from H⊥0 ⊆ kerP0F
2P0. For (ii) note that for every h ∈ H0, we can

write F 2h = P0F
2h+ (1− P0)F 2h. Since for all g ∈ H0,

〈(1− P0)F 2h, g〉 = 〈(1− P0)F 2h, P0g〉 = 〈P0(1− P0)F 2h, g〉 = 0,

we find that (1− P0)F 2h ∈ H⊥0 . Thus by (i) and the definition of P̃ ,

P̃F 2h = P̃P0F
2h+ P̃ (1− P0)F 2h = F 2h

and (ii) follows. To prove (iii) let g ∈ ran P . Choosing h ∈ H0 s.t. g = Fh we find

FPg = Fg = F 2h
(ii)
= P̃F 2h = P̃Fg.

On the other hand, FP vanishes on the space

kerP0F = (ran FP0)⊥ = (ran P )⊥ = kerP.

The same holds true for P̃F . Indeed, since (1− P0)Fh ∈ kerP0F
2P0, it follows that for

h ∈ kerP0F

P̃Fh = P̃ (1− P0)Fh = 0

and this gives (iii).
Next we claim that P̃ 2 = P̃ . Indeed, for each h ∈ H, P̃ h ∈ ran F 2P0 by the definition

of P̃ . Thus by (ii) P̃F 2P0 = F 2P0 and therefore P̃ 2h = P̃ h.
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To prove H-strong measurability fix an orthonormal basis (hi)
k
i=1 for H0. For each

subset α ⊆ {1, . . . , k} there exists a measurable Sα ⊆ S such that (Fhi)i∈α is a basis of
span(Fhi)1≤i≤k (because of the strong measurability of Fh for each h ∈ H and using the
Gramian matrix technique). Notice that if (Fhi)i∈α is a basis of span(Fhi)1≤i≤k, then
(F 2hi)i∈α is a basis of span(F 2hi)1≤i≤k. Indeed, let g =

∑
i∈α ciFhi be a combination

of (Fhi)i∈α with some scalars (ci)i∈α. If Fg = 0, then g ∈ kerF = (ran F )⊥, so g = 0.
Let α, β ⊆ {1, . . . , k}. We will say that α < β if

∑
i∈α 2i <

∑
i∈β 2i. If α < β, one has to

redefine Sα := Sα \Sβ . After the iterations of this procedure for all pairs α, β ⊆ {1, . . . , k}
the sets (Sα)α⊆{1,...,k} will be pairwise disjoint.

Now fix α ⊆ {1, . . . , k}. Let (gi)i∈α be obtained from (P0F
2hi)i∈α by the Gram–Schmidt

process. These vectors are orthonormal and measurable because (〈P0F
2hi, P0F

2hj〉)i,j∈α
are measurable. Moreover, the transformation matrix C = (cij)i,j∈α such that

gi =
∑
j∈α

cijP0F
2hj , i ∈ α,

has measurable elements. So, P̃ gi = P̃
∑
j∈α cijP0F

2hj =
∑
j∈α cijF

2hj . This means that
for each h ∈ H the following hold true:

P̃ h =
∑
i∈α
〈h, gi〉P̃ gi =

∑
i∈α
〈h, gi〉

∑
j∈α

cijF
2hj ,

which is obviously measurable.
Now define L as an operator with values in F (H0) = P (H0) as follows:

L(F 2h) = PFh, h ∈ H,
Lh = 0, h ∈ kerF.

Then L is well-defined since kerF = kerF 2. Also for each 1 ≤ i ≤ k and h ∈ H

|〈L(F 2h), Fhi〉| = |〈PFh, Fhi〉| = |〈Fh, PFhi〉| = |〈F 2h, hi〉| ≤ ‖F 2h‖.

Since the range of L is finite dimensional and equal to FH0, the operator L is bounded.
Since H = ran F ⊕ kerF and kerF = kerP we find LF = P .

As before one can show that L is H-strongly measurable, This time fixing α ⊆
{1, . . . , k} one considering the orthogonal basis (gi)i∈α for span(Fhi)i∈α.
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