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Abstract 

The instability due to feedback control of the direct 

current in a d.c. transmission system manifests itself through 

the presence of two types of self sustained oscillations 

a. Oscillations synchronised with the a.c. system 

? voltage - usually referred to as harmonic instability. 

b. Osci Nations at a frequency unrelated to that of the 

a.c. supply. 

The theoretical tools that have been developed to study this 

problem are based on linearised models of a d.c. transmission 

system and are unsuited for predicting oscillations synchronised 

with the a.c. system voltage. The objective of this research 

is to develop a model capable of predicting such oscillations. 

As the converter is a non-linear device, the describing 

function technique was used in order to evaluate the frequency 

response of the current control loop. To evaluate the 

describing functions, a harmonic analysis was performed of the 

d.c. side current and the a.c. side current associated with a 

converter. 

An off-line digital computer program was developed to 

this purpose. The results from this program, together with the 

trequency response of the iinear elements of Tne current 

control loop, were used to predict oscillations synchronised 

with the a.c. system voltage. Test results obtained on the 

Imperial College H.V.D.C. simulator were compared with 

theoretical predictions. 



Operation under current control is conducive to abnormal 

harmonic generation. If the a.c. voltage is unbalanced and/or 

distorted, the direct current will contain abnormal harmonics. 

In a closed loop situation these harmonics, even if 

filtered, may be sufficient to cause firing irreguIarities 

and thus precipitate harmonic magnification. 

The experimental results were obtained on a d.c. transmission 

model whose converters were fired from a control system based 

on a commercially available microcomputer. 
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List of symbols and abbreviations 

Note: The following list does not include either symbols of 
limited usage (defined in their place of occurrence), or symbols 
of general usage in electrical engineering. 

Latin letters 

a Transformation ratio 

D.A.I. Data acquisition interface 

d.f. Describing function 

d.i.d.f. Dual input describing function 

d.t.f.a. Digital transfer function analyser 

e.p.u. Error processing unit 
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a.c. current 'constant' term 
a 

ah 

d 

Amplitude of the h harmonic of a.c. current 

d.c. current 'constant' term 

th 
Amplitude of the £ harmonic of d.c. current d£ 

IFP Interfiring period 

iPC Individual phase control 

I , Reference d.c. current 
ref 

I Converter side a.c. current 
a 

i H d.c. current 

i. Commutation current in the incoming valve 

I Commutation current in the outgoing valve 

K Ga i n 

L Average value of converter internal inductance 
av 3 

L. Transfer inductance i 



m.s. Modulating signal 

N Describing function of non-linearity 

N.L. Non-linearity 

PFC Pulse frequency control 

PPC Pulse phase control 

R Average value of converter internal resistance 
av 3 

R. * Transformer resistance i 

s.c.r.. Short circuit ratio 

T Time constant 

u Commutation angle 

V c Control voltage 

V^ d.c. voltage constant term 

th 

V ^ Amplitude of the £ harmonic of d.c. voltage 

V. Phase-to-neutral a.c. bus voltage 

V.^ Amplitude of the h h a r m o n i c of a.c. bus voltage 

V'.^ Valve side commutating voltage 

V m Amplitude of modulating signal 

v.z.c. Voltage zero crossing 

v c° Nominal control voltage 

v^ d.c. voltage 
X Source reactance 
s 

Z s Source impedance 
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Greek letters 

a Fi ring angle 
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a c Correction due to the auxi liary a control loop 
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Phase of modulating signal 

Phase of the harmoni c of a. c. current 

Phase of the 1 t h harmoni c of d. c. voltage 

Phase of the * + h harmonic of d. c. current 

Phase of the h + h harmon i c of a. c. vo1tage 

Argument of transfer function G 

Modulating signal angular frequency 

'Mains' angular frequency 



Chapter One 

INTRODUCTION 

I. I Genera I 

A significant feature of an h.v.d.c. transmission link 

is that its power flow is set to a desired level by means of 

closed-loop control. For d.c. systems embedded in an a.c. 

power network, this feature may supersede strict economic 

consideration (e.g. the breakeven distance concept) when 

assessing the merits of d.c. transmission with respect to a.c. 

transmission. 

The importance of h.v.d.c. link control requires that a 

great deal of attention, hac to bo given to the enhancement of 

its transient response. A we I I designed controller should 

ensure fast and stable operation free from oscillatory modes, 

a low level of abnormal harmonic currents and, as a consequence, 

acceptable a.c. system voltage distortion levels. 



The control of an h.v.d.c. link is implemented through 

direct action on the converter by advancing or delaying the 

firing instants of the individual valves. This process is 

much faster compared to the control actions necessary to 

regulate the active power flow in an a.c. network. 

An overalI dynamic study of a mixed a.c./d.c. power 

system requires the modelling of the a.c. system, the d.c. 

network and the d.c. terminal controls. Due to the difference 

in time scales of the dynamics of the a.c. and d.c. systems, 

a number of approximations are usually made in the representation 

of the d.c. controls. Often the dynamics of the d.c. controls may 

be altogether neglected and the response of the d.c. system 

may be taken to be instantaneous. In such a transient 

stability analysis it is assumed that the d.c. system control 

is stable and a relatively crude model is used for the converters. 

The stabi Iity of the d.c. system controls is a major 

topic in itself and requires manipulation of electronic rather 

than power circuitry. The concept of stability in a d.c. 

system must not be confused with stability in an a.c. system. 

In the former, the stabi Iity of a number of closed loop control 

systems must be ensured. In the latter, it is necessary to 

ensure that all the machines in the system remain in synchronism 

in the presence of large or small disturbances. 

The stability of d.c. system control requires a detailed 

model of the system, and in particular of the converters. These 

are highly non-linear devices controlled at discrete time 

instants only. The formulation of a sufficiently accurate 

model for this device presents considerable difficulty. If 

a small signal analysis is to be carried out with the converter 



connected to an infinite a.c. bus, a linearised discrete model 

and the z-transform method of analysis can be used (I). 

However, with the converter connected to a weak a.c. bus, a 

much more complicated model becomes necessary, in which the 

unconventional modulation and demodulation processes inherent 

in converter operation are represented.(I). If, however, a 

large signal analysis is required, the describing function 

method is probably the only technique which at.present can be 

used to predict with reasonable accuracy the occurrence of 

self-sustained oscillations. 

The instability due to feedback control of the direct 

current in a d.c. transmission system manifests itself through 

the presence of two types of self-sustained oscillations: 

a. Oscillations synchronised with the a.c. system 

voltage, i.e. at a frequency which is amultiple or 

submultiple of the a.c. frequency - usually referred 

to as harmonic instability. 

b. Oscillations at a frequency unrelated to that of 

the a.c. supply. 

Harmonic instability may also be present without a direct 

current closed loop in cases where converter controllers are 

used in which the valve firing instants are dependent on the 

a.c. bus voltage waveshapes (2, 26) - the so-called individual 

phase control. However, this cause of instability has been 

eliminated through the use of phase-locked oscillator based 

fi ring systems (2). 

The stability of the current control loop in an a.c./d.c. 

converter depends upon a number of system parameters, the most 

important of which are: 



- Type of firing control system 

- Unbalance and/or distortion of a.c. bus voltage 

- A.C. network impedance 

- A.C. and d.c. filter impedance 

- D.C. system configuration 

- Converter transformer saturation 

- Unbalance in converter transformer impedance 

_ Error processing unit-dynamics 

The system designer has easily implementable control over 

a limited number of these parameters. For instance, the firing 

control .system and the control amplifier can be readily 

modified. In contrast, the a.c. system impedance can only be 

changed through the addition of costly equipment - e.g. 

synchronous condensers. Similarly, the unbalance between 

converter transformer phase reactances may be reduced but at 

considerable expense. As a general rule, electronic rather 

than power circuitry should be manipulated in order to improve 

performance. In this respect the valve firing control system 

plays a major role and should be given appropriate attention. 

I.2 Review of previous work 

As early as 1951, Busemann (3, 4) explained albeit under 

certain restrictive assumptions the hunting of a rectifier 

supplying an inverter through a transmission line, under 

constant current control. He found that under certain conditions 

hunting occurred at half the firing frequency and derived a 

formula for the critical equivalent resistance of the 

rectifier under current control leading to instability. 



Bjaresten (5) and Fa I I side (6> 7) modelled the rectifier 

as a pure sampler and were able to derive respectively a 

closed-form and an infinite series for the critical gain of 

the closed-loop system leading to instability at half the firing 

frequency. Fa I I side went further and using the describing 

function studied the instability for large disturbances at 

other subharmonics of the firing frequency. However, his 

analysis treated the converter as a fast amplifier and was 

restricted to low power devices (zero commutation angle and 

an infinite a.c. bus were assumed). 

Haze 11 et a I (8) modelled the converter as a sampler-

followed by a zero-order hold. This misrepresents the 

converter behaviour and leads to very conservative results 

when applied to the prediction of instability. Reider (9) 

used a si mi lar model to study the stabi lity of control of 

the Kashira-Moscow h.v.d.c. experimental line. Later Hazell 

(10) developed a general theory for converter systems which, 

as far as the author is aware, has yet to be applied to a real 

system and confirmed experimentally. 

Parrish and McVey (II) used a simplified method of 

modelling the controlled converter by a constant gain followed 
A 

by a pure delay of half the sampling period, permitting the 

use of continuous control systems theory in the analysis. This 

is however an over-simplification which leads to inaccurate 

res u I ts. 

With the exception of Busemann, all other researchers 

viewed the controlled rectifier as a fast static amplifier, 

and not as the main piece of equipment for h.v.d.c. transmission. 



They therefore neglect the existence of a finite commutation 

time due to the presence of reactance in the converter 

transformer. They also assume that the converter is connected 

to an infinite a.c. bus, thereby neglecting the a.c. network 

i mpedance. 

The first of these restrictions was lifted by Sucena-Paiva 

and Freris (12-14), who developed a linearised discrete model, 

which represents accurately the intermittent control action of 

the converter with a finite commutation angle. It was shown 

that this angle plays a major role in the dynamic behaviour 

of the converter under closed-loop control. The z-transform 

method of analysis was used to calculate stability boundaries 

which were successfully confirmed on an h.v.d.c. simulator. 

With the converter connected to an infinite a.c. bus 

this model predicts harmonic instability at half the firing 

frequency only if the converter is inserted in a control loop 

with a high cut-off frequency. For low cut-off frequencies 

(compared with the firing frequency) instability is predicted 

at oscillations of low frequency unrelated to the firing 

frequency. However, harmonic instability at other subharmonics 

of the mains frequency may develop under certain conditions 

and be sustained at values of the loop gain less than the 

critical value. This phenomenon is due to the non-linear 

properties of the converter and is not predicted by the 

Ii neari sed mode I. 

The discrete converter mode! was also used to assess the 

stability of a d.c. link between two strong (infinite) a.c. 

systems (15), the rectifier operating under current control 

and the inverter under extinction angle control. Both harmonic 



and non-harmonic instability modes were predicted, the harmonic 

instability being restricted to half the pulsing frequency. 

Simulator tests again showed that other modes of harmonic 

instabi Iity. can develop, which are not predicted by this model. 

With the converter connected to a weak a..c. system, the 

discrete model alone is not capable of representing the dynamic 

behaviour of the converter as the a.c. bus voltage is now a 

dependent variable. Further, as the filters are designed with 

high quality factors, parallel resonances occur at certain 

frequencies with the result that a high impedance is encountered 

by currents of those frequencies injected by the converter into 

the network. To model the interaction between the a.c. and 

d.c. system quantitites, the modulation and demodulation 

processes characteristic of converter operation have to be 

taken into account. The inherent modularion process of the 

converter is unique, exhibiting only vague resemblance to 

the modulation methods used in the communications field. 

Persson' (16) introduced the concept of 'conversion 

functions', which in fact are the carrier functions of the 

modulation and demodulation processes, to calculate the 

transfer function of a converter taking into account the effect 

of filter plus a.c. network impedance. Although this technique 

is similar to the describing function, he restricts his 

analysis to small disturbances. Sucena-Paiva and Freris (17) 

followed a similar path, but used sinusoidal carrier functions, 

an approximation that reduced considerably the computational 

requirements without significant loss of accuracy. In both 

works, only the onset of instability can be predicted, since 



linearised models are used. Frequency domain techniques are 

employed. 

Sakurai et a I (18) use a describing function approach to 

analyse a particular mode of harmonic instability detected 

in the Shin-Shinano frequency converter, which is characterised 

by a fundamental frequency oscillation on the d.c. side and 

a 2nd-order harmonic on the a.c. side. This mode is likely 

to occur if the d.c. system resonates near the fundamental 

frequency and if the combined a.c. network plus filter impedance 

has an antiresonance between the 2nd and 3rd harmonic as is the 

case in many h.v.d.c. links. 

Jotten et a I (44) discuss the influence of resonances 

on the d.c. side and anti-resonances on the a.c. side on the 

behaviour of the current controller. They conclude that if the 

d.c. resonance and a.c. anti-resonance frequencies are related 

by the modulation process inherent to the converter, instability 

in the current control-loop might occur if the controlIer is given 

a high gain and bandwidth. The frequency of the resulting 

osci Ilation wi I I be close to one of the lower harmonic 

frequencies. 

Oliveira and Yacamini (19, 42) developed a program to 

calculate a.c. and d.c. harmonics in converter systems with 

both finite a.c. and d.c. impedances. Using an iterative 

method the final pattern of harmonics in the a.c. bus voltage, 

a.c. current, d.c. voltage and d.c. current with or without 

current control are evaluated. If the iterative process fails 

to converge the authors conclude that they are in the presence 

of harmonic instability. As no test results are presented, it 

is difficult to confirm whether we are in the presence of a 



true or a numerical instability. 

Yacamini and Smith (43) compute the negative sequence 

impedance of converters by applying an unbalanced voltage 

supply to the converter system and measuring the resuitant 

a.c. line currents. They show that the negative sequence 

impedance depends on the type of firing system used and 

conclude that the v.c.o. based type of firing system is 

advantageous, as it leads to a higher negative sequence 

i mpedance. 

The saturation of the converter transformer core due to 

spurious d.c. components can also contribute to harmonic 

instability as noted by Ainsworth (20). This particular type 

of instability is caused by a combination of a weak a.c. system 

and a resonance near the fundamental frequency on the d.c. side, 

and as shown in references. (18, 19, 42) and suggested in 

reference (44) may be present even without transformer 

saturation. Core saturation does however aggravate this 

phenomenon. 

1.3 Objectives of research 

The linearised models developed (I, 15, 16) so far suffer 

from the following limitations: 

i. They fail to predict limit cycle oscillations 

synchronised with the a.c. system voltage excepting 

the case of half the pulsing frequency. 

ii. They cannot take into account an unbalance and/or 

harmonic distortion in the a.c. bus voltage. 



iii. They cannot take into account imbalances in the 

commutating reactance. 

The main objective of the research work undertaken is 

the development of a mathematical model "for the converter, 

capable of predicting oscillations synchronised with the a.c. 

system voltage for a single converter and a complete d.c. link. 

The predictions from the analytical studies were supported 

with results from a d.c. system simulator. 

The model in question is based on the describing function 

method. Referring to fig I.I a sinusoidal signal is injected 

at B and the component of the same frequency is calculated at 

C for a given voltage input A. The analysis is restricted to 

frequencies which are subharmonics of the pulsing frequency, 

i.e. only harmonic instability is investigated. 

The distinctive trait of the frequency response of the 

converter at these particular frequencies is that the output 

becomes dependent on the phase of the input signal and instead 

of a single point on the complex plane, as is the case for 

frequencies unrelated to the pulsing frequency, a circle is 

traced. Moreover, due to the non-linearity of the system, the 

radius of the circle depends on the magnitude of the input 

signal. The linearised model does predict a circle only at 

half the pulsing frequency, a feature of all- sampled-date 

systems. 

Unbalance and/or distortion in the a.c. voltage has a 

definite effect on the magnitude of the circles, which can be 

significantly increased under certain circumstances, indicating 

that instability is more likely to occur. The same considerations 

apply to converter transformer core saturation, which has similar 



Fig. 11 
Converter functional block diagram. 
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effects upon the frequency response of the converter system. 

To evaluate the describing function a computer program 

was developed. First, analytical relationships were established 

to simulate the firing system and to evaluate the commutation 

angles. Then the program performs a FoUrier analysis of both 

a.c. and d.c. quantities. In concept, the method used to 

evaluate the commutation angles and to calculate the a.c. and 

d.c. harmonics is similar to the one developed by Oliveira (19). 

This new model, in conjunction with the existing linearised 

models which can predict the onset of instability, afford a 

fuller understanding of the mechanisms responsible for the 

development of large osci Ilations in h.v.d.c. systems. 

I.4 Organisation of thesis 

This thesis contains eight chapters. In Chapter Two the 

firing control systems for h.v.d.c. converters are reviewed. A 

new digital control Ier bui It around a commercially available 

microcomputer system was developed and is described and compared 

to previous systems. 

Chapter Three deals with the non-linear converter model 

developed to compute the describing function. Imbalance and/or 

distortion in the a.c. voltage, imbalance in the converter 

transformer impedance and.non-equidistant firing are taken into 

account. A general method for the determination of the 

commutation angle is developed. Mathematical models for the 

firing system, converter transformer, a.c. and d.c. systems 

are developed. 



Chapter Four is concerned with the harmonic analysis of 

d.c. and a.c. voltages and currents. From the mathematical 

description of the d.c. voltage and a.c. current the Euler 

coefficients are calculated analytically under the most general 

conditions. A model for the inverter is proposed which takes 

into account the constant extinction angle mode of control. 

Flowcharts of the computer program developed for the steady-

state analysis of an h.v.d.c. link both with infinite and 

finite terminal a.c. systems are presented. 

The application of the describing function method to the 

direct current control loop of an h.v.d.c. system is the object 

of Chapter Five. 

Input signals of 50, 100 and 150 Hz are considered and 

the influence of imbalance/distortion of the a.c. voltage 

waveform on the describing function locus are assessed. 

Several application examples are presented for both finite and 

infinite a.c. systems. 

The use of the describing function for stability studies 

is also dealt with in this chapter. The Nichols chart is the 

technique used for the prediction of limit cycles. 

Chapter Six deals with the experimental confirmation of 

the theoretical results. First the apparatus used to measure 

the describing function is outlined. Test describing functions 

for a 50, 100 and 150 Hz modulating signal and different 

short-circuit ratios are presented and compared with theoretical 

predictions. Also the experimental confirmation of predicted 

limit cycle oscillations is carried out for different bandwidths 

of the current control loop. 



A new controller whose objective is to minimise the 

non-characteristic harmonics generated due to imperfections 

in the a.c. system is outlined in Chapter Seven. Two control 

policies are suggested. With the use of a spectrum analyser 

and a waveform generator the new controller was simulated and 

tested. Osci I lograms of the behaviour of the new controller 

are shown, and its performance assessed. 

Concluding remarks and scope for further work in this field 

are discussed in Chapter Eight. 



Chapter Three 

CONTROL SYSTEMS FOR H.V.D.C. CONVERTERS 

2.1 tntroduction 

The basic control system of an h.v.d.c. converter normally 

controls either the direct current through the rectifier or the 

extinction angle of the inverter. 

The basic control system performs two tasks: 

a) It produces an error signal (normally current or 

extinction angle error) by comparing a reference quantity 

with a measured quantity; 

b) Based on the error signal it produces a train of 

pulses which- are applied sequentially to the converter valves 

These pulses are generated according to a specified control 

law. 

The basic control system can thus be divided into two separate 

units: the "error processing unit", which performs task a), 

and the firing control system, which performs task b). 

As all the control functions are performed in the firing 

control system, this system is of paramount importance in the 

stability of converters under closed-loop control. 

In the first h.v.d.c. system to be put into operation, the 

so-called individual phase control was used. In this type of 

firing system the pulses are generated individually for each 



valve simply by detecting the voltage zero crossing of the 

respective commutating voltage and allowing a certain time to 

elapse before the pulse is generated. In terms of electronic 

circuitry this can easily be accomplished by starting a ramp 

generator at the voltage zero crossing, and producing a pulse 

when the output of this generator is equal to a control voltage. 

A linear relationship between firing angle and control voltage 

is therefore achieved, fn order to achieve good accuracy, the 

slope of the ramp must be changed according to the a.c. system 

frequency. 

The drawbacks of the individual phase control were pinpointed 

in 1967 by Ainsworth (26) and are well known. With unbalanced 

and/or distorted a.c. voltages, the voltage zero crossings are 

not equally spaced at 60 electrical degrees, with the result that 

the firing of the valves is not equidistant. The generation of 

uncharacteristic harmonics, due to the voltage unbalance and/or 

distortion is aggravated by the non-equidistant firing.. This 

may result in a limit cycle characterised by great magnification 

of some of these harmonics. Note that this phenomenon named 

"harmonic or voltage loop instability" is prone to occur when 

the a.c. source impedance is relatively high and has nothing to 

do with current or extinction angle control. The converter may 

exhibit this type of instability under open-loop operating 

conditions. 

The second generation of converter firing systems was based 

on a voltage-controlled oscillator (2, 21, 25), producing a 

train of pulses at the firing frequency - six times the a.c. 

frequency for a 3-phase bridge. The pulses are routed sequentially 

to the six converter valves via a ring counter. Since the firing 



instan+s are not derived from the voltage zero crossings of the 

commutation voltages, the firing is truly equidistant in the 

steady-state. The conditions for magnification of a.c. bus 

voltage harmonics due to firing instant irreguIarities no 

longer exist. This, however, does not imply that there can be 

no uncharacteristic harmonic magnification which may be caused 

by other mechanisms. However, experience has shown that 

operation with much weaker a.c. systems is possible when v.c.o. 

based firing systems are used. 

Operation under current control is detrimental with respect 

to abnormal harmonic generation. If the a.c. voltage is unbalanced 

and/or distorted, the direct current will contain abnormal 

harmonics. When this current is fed back into the controller, 

these harmonics, although filtered, may be sufficient to cause 

firing angle irregularity and precipitate harmonic magnification. 

Both types of v.c.o. firing system can be built- using 

either analogue or digital techniques. 

Although in all h.v.d.c. schemes to date the firing control 

system has been implemented using analogue circuitry, proposals 

have been made for digital controllers using hard-wired logic 

(22, 23). Also minicomputers (24, 28) and microcomputers 

(29, 30, 31, 32, 33, 34) have been proposed to implement the 

firing control system. 

This chapter describes the implementation of a firing 

control system using the T.M. 990/101M microcomputer, which is 

a TMS 9900 microprocessor based system. 

Section 2.2 describes the principle of operation of the 

different types of v.c.o. based systems. 



Section 2.3 briefly describes the basic design features 

of the firing control system, and section 2.4 discusses the 

behaviour of the firing control system implemented, comparing it 

with the behaviour of a previously implemented digital control 

system C33) and with its analogue equivalent (21). 

2.2 Types of control systems 

Since the individual phase control has long been abandoned, 

only the v.c.o. based systems will be considered. 

In principle a voltage controlled oscillator is a voltage 

to frequency converter, i.e. it converts an input d.c. voltage 

into a train of pulses whose frequency is proportional to the 

input voltage. 

In a converter system, the frequency of the firing pulses 

in steady-state must be an exact multiple of the a.c. bus 

frequency. 

To control the converter d.c. voltage (and therefore the 

d.c. current) a change in the phase of the firing pulses rather 

than in the frequency must be implemented. 

A change in phase can however be achieved by changing 

transiently the frequency of the oscillator with the proviso 

that this frequency returns to the steady-state value after the 

desired change in phase has been achieved. 

Since the variation in phase with regard to some reference 

is the integral of the variation of frequency, a voltage to 

frequency converter exhibits from a control point of view an 

integral characteristic, i.e. the output is the integral of the 

input. This type of firing arrangement is sometimes named 



Pulse Frequency Control System (PFC). 

The operation of this firing control system is explained 

with the help of figure 2.1. 

In figure 2.1(a) the sawtooth generator is basically a 

capacitor which is charged at a constant rate by a constant 

current source and discharged by the output pulses of the 

monostable, which are produced whenever the control voltage V c 

equals'the sawtooth voltage. 

As long as the control voltage remains at a steady level, 

equidistant firing pulses will be generated. A step increase 

or decrease on the control voltage V c will produce a continuous 

constant frequency change on the firing pulses with consequent 

cumulative changes on the firing angle. The period of the firing 

pulses is proportional to the control voltage. 

where Kj is the slope of the ramp in figure 2.1(b). 

If the control voltage is changed by an amount & V c the 

period will vary Kj aV q and the firing angle <j> will change 

Ii nearly wi th ti me: 

At(nTs) = K J A V j i (2.2) 

n = I 9 7 

- , . . . . 

An integral relationship therefore exists between the firing 

angle and the control voltage. . 

To ensure that the frequency of the osci Ilator returns to 

its steady state value, the control voltage is the output of the 

"error processing unit". This ensures the synchronisation of 

the firing pulses with the a.c. system voltage either through 
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the d.c. current measurement or through the constant firing 

angle or constant extinction angle measurements, depending on 

the control mode of operation of the converter. 

The voltage controlled oscillator can be modified in such 

a way that the phase of the pulses rather than the frequency 

is directly proportional to the input control voltage, resulting 

in the so-called Pulse Phase Control system (PPC). 

One possible solution of achieving this modification is 

shown in figure 2.2. The v.c.o. capacitor is not discharged 

to zero voltage but only to voltage level V C 2 , charging beginning 

again immediately. is given by the difference between 

V and V , assuming V r = 0 . As V is constant, any increase 
C Cj <-3 Cj 

in V c by a small amount AV c will produce an identical increase 

in and the frequency of the firing pulses remains unchanged 

although their phase varies by an amount a<f> .proportional to A V . 

Synchronisation of the firing pulses with the network 

voltage is ensured through an auxiliary feedback loop yielding 

output voltage which keeps the average value of a "tied" 

to a firing angle reference directly related to the control 

voltage and to any change in a.c. system frequency. The response 

of this loop is made very slow in order to prevent voltage-loop 

instability. Also the a-control amplifier is given a proportional 

integral characteristic so that no steady-state error occurs in 

the actual value of a . This auxiliary a-control-loop also 

ensures a unique relationship between V and a. 
^ c 

Due to the auxiliary a control-loop the main feedback loop 

(either current or extinction angle) is not needed to ensure 

synchronisation with the a.c. system frequency and therefore the 

PPC can be used with the main feedback loop open. 
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The major difference between the PPC and PFC as far as 

hardware implementation is concerned resides in the fact that 

the sawtooth generator capacitor is discharged by a fixed amount 

rather than to zero.volts. 

Although the poor dynamic performance of PFC systems, due 

to the integral characteristic, can be overcome through 

compensation, the PPC possesses some advantages which make it 

more attractive for'h.v.d.c. control, namely: 

a) The proportional characteristic results in a larger 

stabi Iity margin; 

b) Operation with constant firing angle is implemented 

simply by setting a constant control voltage; 

c) The converter gain Vd/Vc can be made independent of 

the converter control angle a by introducing a cos ' 

circuit between the "error processing unit" and the firing 

control system. 

2.3 Microprocessor-based digital control system 

2.3.1 Basic design features 

The basic design features of the TM990/I0IM microcomputer 

based firing control system are similar to the ones described in 

(33). 

The main differences result from the fact that the scheme 

implemented in (33) was based on a 24-bit purpose built bit-

slice microprocessor, whereas the present scheme is based on a 

16-bit genera I-purpose microprocessor, commercially available. 

The TM990/I0IM (35) is a self-contained microcomputer on a 

single board. This microcomputer board includes a central 

processing unit (CPU) with hardware multiply and divide, 



programmable serial and parallel input/output lines, external 

interrupts and a debug monitor to assist in programme development. 

It also includes 

- 4K bytes of random-access memory 

- 2K bytes of erasable programmable read-only memory 

CEPROM) preprogrammed with the debug monitor 

- 2K bytes Eproms preprogrammed with a line-by-line 

assembler code 

- 3 MHz crystal-control led clock 

- A 16 bit parallel input/output port as well as a local 

serial input/output port 

- 17 prioritised interrupts - including Reset and Load 

functi ons. 

The division of tasks performed by hardware and software was 

implemented with the aim of achieving as much as possible through 

software, thus minimising external hardware and increasing 

reliabi lity (32, 33). 

2.3.1.1 Hardware design features 

The overall block diagram of the microcomputer based control 

system is shown in figure 2.3. 

The data acquisition interface is a purpose-built interface 

unit whose main functions are: 

- Firing angle evaluation 

- Extinction angle evaluation 

- Valve voltage states detection 

- Voltage zero crossing interval evaluation 

- Counting of the interfiring period - evaluation of real 

value of the interfiring period (IFP) 



INTERRUPTS 

Fig 2.3: Block diagram of the microcomputer based control 
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- Generation of the firing pulses to the valves 

- Organisation of data transfer between the microcomputer 

and the real system. 

A clock generator locked with the a.c. bus voltage provides a 

synchronous time base for all countersof the DAI. The frequency 

of this clock generator sets the precision for all the measure-

ments. As the clock oscillates at 180 KHz this corresponds to 

a definition of 0.1 electrical degrees at 50 Hz. 

The "error processing unit" generates the control voltage 

V c from the comparison of the reference direct current (Iref) 

with the measured d.c. current (Id). 

An A/D converter digitises V Q , Id and Iref in order that 

these quantities may be used by the microcomputer. The A/D 

converter is an RTI I24I-R from Analog Devices (36). It 

possesses a 16 channel capacity in single-ended connection, an 

input range of ± lOv and a conversion time of 25 ps for successive 

conversions on one channel. 

Both the DAI and the A/D converter are perceived by the 

host computer as a block of words in memory and communication 

between the microcomputer and the DAI or A/D converter is done 

in the same way as the microcomputer stores and retrieves 

memory data. 

As most of the hardware design features are si mi lar to the 

ones developed in (33), only the relevant differences are to be 

detailed. Appendix A details all the hardware for the micro-

computer based control system. 

The main difference between the scheme implemented and the 

one developed in C33) lies in the generation of the firing pulses 

to the thyristors. 
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The generation of firing pulses to the thyristors at the 

appropriate time is accomplished both through hardware and 

software. 

Figure 2.4(a) shows the hardware arrangement for the 

generation of the firing pulses. 

The value of IFP computed through software is stored in 

Register A. This value is compared with the value of a counter 

I.FP computed 

B> A 

Fire _ 
control 
signal 

Fig 2.4: Generation of firing pulses 
(a) Block diagram 
(b) Timing diagram of relevant signals 



which is reset every time a valve actually fires. Whenever the 

value of the counter, TB', is larger than the value in Register 

A, an interrupt signal to the processor is generated. 

This interrupt signal (which possesses the highest priority) 

routes the software program to a routine which generates the 

firing order if the voltage across the valve to fire is positive. 

If this voltage is not positive a waiting loop occurs. However, 

the value of the counter is stored in Register B and the counter 

reset, only when the.firing of the vaIve-actually occurs. This 

may be recognised in figure 2.4(b) by noticing that the signal 

B > A returns to the inactive state only when the fire control 

signal changes its state from the low level to the high level. 

In (33) the generation of the interrupt signal is 

responsible for resetting the counter and loading the value of 

the counter in Register B, i.e. the transition of B > A from the 

low level to the high level is responsible for storing the 

value !B f in Register B and resetting the counter. 

2.3.1.2 Software design features 

One of the main advantages of a digital controller stems 

from the fact that a change in control policy may be accomplished 

by simply changing the software, the hardware being the same. 

Thus with the present hardware set-up either the PFC or the 

PPC control algorithms may be imp.iemented. 

The type of control algorithm implemented was the PPC. This 

was chosen because the PPC controller may be operated under open-

loop conditions, and thus the theoretical predictions for the 

describing function can be confirmed by tests. 



Three versions of the PPC have been previously developed 

(32, 33). In the version implemented, multirate sampling of the 

control voltage is carried out between firings. In the present 

scheme, 17 samples of the control voltage are obtained between 

firings. The latest sample of the control vojtage is the one 

used to determine the computed value of IFP. 

As in the case of the analogue equivalent (section 2.2), 

an auxi Iiary a control loop is needed. A block diagram of the 

PPC controller implemented is shown in figure 2.5. 

Ki V C 

+ 1' 

Firing 
algorithm 

^ Firing pulse 
r + 

<±> Filter 
Correction 
algorithm 

a measured 
Auxiliary a-control loop 

Fig 2.5: Pulse phase control. Functional block diagram. 

The alq'orithm for the computation of IFP is given by: 

CIFP) = (IFP) + K, f"(Vr)n - CV ) .1+ ( a ) ( 2.3) 
n nom I L c n c n H J c n-l 

n = I, 2, 3, ... 

where i s a constant, defined when (V c) n equals 

(V c) n - | and (a c)n - I equals zero. This constant must be 

defined in such a way that the actual value of IFP under these 

conditions be 60°. (V c) n stands for the last value of control 



voltage V c sampled immediately before the firing, (V c) c n stands 

for the control voltage at the previous firing instant, Kj is a 

constant derived from the clock generator frequency and the A/D 

converter setting, and ( a
 c ) n _ | is the correction due to the 

auxiliary a control-loop which is computed at the previous 

firing instant. The action of -this. a control-loop is made 

purposely slow in order that the direct influence of the system 

voltage waveshapes on the firing pulses be reduced to a 

minimum (21). 

The filter implemented is a moving average filter, and its 

correction algorithm was given an integral characteristic in 

order that in steady state the mean value of a measured is 

identical to the mean value of (K.V ) denoted here by a reference. 
I c ' 

Due to stability problems (32, 33) the gain of the filter 

has to be less than one. 

As its dynamic performance is degraded for values of gain 

close to unity, the set value for the gain of the fi Iter was 

chosen to be 0.25. 

A simplified flowchart of the software algorithm implemented 

is shown in figure 2.6. 

The value of (V c) n is recomputed after the firing of each 

valve in order that the controller may withstand the occurrence 

of fast transients: 

n = I, 2, 3, ... 

Three levels of interrupt exist, although only two can 

change the program flow. The highest priority level interrupt 

corresponds to the firing of a valve. 

i ( , F F%a! * 60° - a c 
K, L 

n 
+ (2.4) 



Fig 2.6: Simplified flowchart of control algorithm 



The next priority interrupt corresponds to the Analog-to-

digital end-of-conversion signal. The lowest priority interrupt 

occurs whenever a voltage zero crossing occurs. When this 

interrupt occurs, the program reads the value of the latest 

voltage zero crossing interval (v.z.c. interval). 

Only the highest priority interrupt may occur at any 

stage of the software algorithm after the "Fire valve" stage 

in figure 2.6. The A/D end of conversion interrupt does not • 

change the flow of the algorithm. The lowest priority interrupt 

may only occur after the block "Read value of V c" in figure 2.6. 

The constant (IFP) is introduced in the algorithm in.order that 
nom a 

under constant control voltage V c and with no correction due to 

the a control-loop the real value of IFP is in fact 60° and 

therefore the firing pulses occur equidistantly. 

To define (IFP) under these conditions, time t, of figure 
nom ' I a 

2. 4(b) must be known. This quantity corresponds to the time 

that elapses between the instant the interrupt signal to the 

processor is generated and the instant the valve actually fires. 

If the condition "commutating voltage of valve to fire > 0" 

in figure 2.6 holds, the value of tj is approximately 50 ys, i.e. 

0.9 electrical degrees. If the condition "commutating voltage of 

valve to fire > 0" does not hold, time tj depends on the instant 

the commutating voltage becomes positive. This is an extreme 

case and only happens if the a.c. busbar voltage is very much 

distorted and/or a modulating signal of considerable amplitude 

is superimposed on the control voltage V . The value of 0.9° 

was therefore considered as a basis for the computation of 

(IFP) . Thus in principle the value of 59.1° should be the 
nom v r 

value chosen for (IFP) 
nom 



However, two other factors contribute for a change in this 

vaIue: 

a) The interrupt signal to the microcomputer is only 

generated when the value of the counter is greater than 

the value in Register A (see figure 2.4). As the definition 

due to the clock generator is 0.1°, the interrupt signal 

is generated when the value of the counter is 0.1° greater 

than the value of the register. 

b) The reset of the counter in figure 2.4 is synchronous, 

in other words setting up a low level at the reset input 

disables the counter and causes the output fB T to become 

zero after the next clock cycle. This means that a delay 

of one clock pulse (i.e. 0.1°) is introduced before the 

counter begins counting again. 

Due to these two factors, the value of (IFP) was finally 
' nom 1 

fixed as 58.9°. 

In the present scheme the auxiliary a control-loop is 

needed in order to guarantee synchronism with the a.c. busbar 

frequency, despite the existence of a clock generator synchronised 

with the a.c. mains. This is due to the fact that the value of 

50 ys evaluated for tj is approximated and thus a small slip 

exists between the actual frequency of firing and the a.c. mains 

frequency. The only way to cure this problem would be to use 

a better definition for the measured quantities, i.e. to use a 

clock generator with a higher frequency. 

2.4 Performance-of'the microcomputer based'control system 

In all the tests carried out, the newly developed micro-

computer based control system performed satisfactorily. 



Although the number of samples of the control voltage V c 

(17 in 60°1 is smaller than the figure quoted in (33) (30 

samples in 60°), no differences were detected when comparing 

the behaviour of both controllers under closed-loop conditions. 

However, some differences exist between the behaviour of 

the two controllers under open-loop condition^: 

a) The scheme in (33) does not need the auxiliary 

a control-loop to guarantee synchronism with the a.c. 

system frequency under constant control voltage. This 

is due to the fact that this scheme takes as real value 

of the interfiring period the instant the value in the 

counter is greater than the value stored in the register 

(see figure 2.4(a)) and not the value in the counter when 

the order to fire is actually given. As shown in figure 

2.4(b), a time t| elapses between the instant the 

"B greater than A" signal goes high and the instant 

"the order to fire the valve" is actually given (the 

B > A signal becomes inactive). 

b) As a consequence of (a) whenever an infringement of 

the hard a limit- occurs in the scheme in (33) the 

relation between control voltage and firing angle is lost. 

This situation may be better understood by referring to 

figure 2.7. In figure 2.7(a) the firing pulse generation 

is shown, whereas in figure 2.7(b) the pattern of firing 

pulses is shown. Together with the pattern of firing 

pulses in figure 2.7(b), the voltage zero crossing instants 

are shown in hatched line. In this figure a hard a limit 

situation occurs initially for valve 3. The instant 
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Fig 2.7: Hard a limit situation 



the signal B > A in the counter of figure 2.4(a) becomes 

active,occurs before the voltage across the valve is 

positive. The software programme remains in a waiting 

loop up to the instant the voltage across the valve 

changes polarity. However, in the scheme implemented in 

C33) the instant the signal B > A becomes active is used 

to store the value of IFP and to reset the counter 

of figure 2.4(a). Thus the value of (V c) n _ j in 'equation 

(2.3) for the computation of the IFP for the next valve to 

fire (valve 4) does not take into account the actual 

value of Control voltage shown in figure 2.7(a). Valves 

4 and 5 tend likewise to hit the hard a limit, a situation 

that does not occur if the actual value of control voltage 

is considered. 

This situation is only noticeable under open-loop conditions. 

If the <* control loop is active, it tends to correct this 

situation and temporarily does so. This results in jumps in 

the firing pattern of the valves. If the a control-loop is 

not active, all the valves will eventually hit the hard a limit. 

When comparing the behaviour of the digital controller with 

its analogue equivalent (21), some differences were noticed. 

a) A digital controller always introduces a delay in the 

control action.. This delay is due to the time necessary 

for the software to perform its computations. As already 

mentioned, in the scheme implemented the delay is 

approximately 3.5° when no hard a limit situation occurs. 

b) The digital controller can override a fast transient 

in the control voltage. This is due to the fact that a 

minimum limit was imposed on the interfiring period 



value (33). In the present scheme this limit is 

5 electrical degrees. This value was based-on 

the minimum time necessary to compute the IFP after 

sampling the control voltage V , plus a "safety" factor. 

The analogue equivalent may miss a pulse whenever the fast 

transient occurs. The auxiliary a -control loop would 

then slowly correct this situation. 

c) The main difference between the digital controller 

and its analogue equivalent lies, however, in the behaviour 

of the auxiliary a control-loop. This difference 

results from the quantisation error (which is inherent to 

all digital controlled systems), and the gain of the filter 

in the a cont ro I -1 oop. 

As previously mentioned (see section 2.3.1.2) due to 

stabi lity reasons the gain of the filter has to be less than 

unity. The correction algorithm (see figure 2.5) of the 

auxiliary a control-loop is given an integral characteristic. 

However, due to quantisation errors this means that the output 

of the fi Iter is within 

-0.1° < Acx < +0.1° (2.5) 

where Act is the output of the fi Iter. Within this band the 

correction factor (a ) is zero. 
c 

The output of the«fi Iter Aa is the error between the mean 

value of a reference and the mean value of a measured. If the 

gain of this filter is unity equation (2.5) holds. 

However, the gain of the fi Iter has to be less than unity. 

Thus the correction algorithm acts on a value K Aa where 
rea I 

Aa stands for the difference between the mean value of 
rea I 



a reference and the mean value of a measured when the gain of 

the filter is unity. Equation (2.5) results in: 

or 

-0.1° < K Aa < 0 . 1° 
real 

< A arear < M ° <2.6) 
K K 

As the gain of the fi Iter was fixed as /4: 

0.4° < Aa < 0.4° (2.7) 
real 

i.e. in the digital controller for an absolute value of the 

difference between the mean value of a reference and a mean 

value of a measured smaller than 0.4° no action is taken by 

the correction algorithm. Therefore the value Aa is not 3 rea I 

within the accuracy required (0.1°). 

This situation may be seen as an increase in the noise 

level due to quantisation, and it does not happen in the 

analogue equivalent. 

2.5 Cone I us ions 

This chapter has dealt with the different types of basic 

control systems used for h.v.d.c. converters, with a main 

emphasis on the v.c.o. based control systems. The actual 

irnp Iementation of a digi tal control ier based on a TeXdb 

TM990/I0IM microcomputer was briefly mentioned. The relevant 

hardware and software design features were described, as well 

as the main differences in the behaviour of the controller 

implemented relatively to another digital controller and to 

its analogue equivalent. 



The performance (both In steady-state and under transient 

conditions] of the digital controller was found to be 

identical to a previously implemented digital controller (33). 



Chapter Three 

NON LINEAR CONVERTER MODEL 

3.1 tritfoducti on 

The models so far developed (I, 16) to assess the stability 

of control systems with controlled converters are only valid 

for small disturbances. 

These models, although useful in predicting the onset of 

instability, are of limited usefulness for a number of 

reasons, namely: 

1 They fail to predict limit cycle oscillations 

synchronised with the a.c. system voltage (harmonic 

instabi Iity). 

2 They are incapable of taking into account unbalance 

and/or harmonic distortion in the a.c. bus voltage imposed 

by the a.c. system. 

To determine the conditions of occurrence of harmonic 

instability the describing function technique is employed in 

this work. The evaluation of the describing function requires 

a steady-state non-linear model of the converter, valid for 

large perturbations. The control voltage is modulated by a 

signal and the component of the output direct current at a 

particular frequency is calculated. The complex ratio between 



the two quantities yields the describing function. 

To achieve this aim, a computer program was developed, 

since the problem is not amenable to an analytical approach. 

In this chapter the converter system model is presented, 

including firing system, converter transformer, a.c. and d.c. 

systems. Flowcharts of the computer routines are included 

where appropriate. 

The calculation of the a.c. and d.c. harmonics, which is 

a major part of the computer program, will be dealt with in 

Chapter Four and the describing function evaluation in Chapter 

Fi ve. 

3.2 Firing System 

The three firing control systems used in h.v.d.c. 

transmission may be simulated in the computer program; 

individual phase control (IPC), pulse frequency control (PFC) 

and pulse phase control (PPC). The simulation is based upon 

the analogue physical realisation of these firing systems. 

Although the individual phase control system is no longer 

employed in new schemes, it was implemented in the initial 

stages of h.v.d.c. transmission and is still in operation. For 

this reason and also for comparative purposes it was decided to 

include the IPC in the computer program* 

The purpose of the firing system simulation is the determinati 

of the firing instants and the firing angles with arbitrari ly 

distorted a.c. bus voltage and modulated control voltage. Prior 

to the determination of the firing angles the voltage zero 

crossings of the a.c. voltage must be calculated. 
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3.2.I Voltage zero crossing evaluation 

A three phase representation of the a.c. systems is 

assumed. The phase-to-neutral a.c. bus voltages are given by 

the general equation 

V.Cu t) =y- V.. sin (hio t + 6., ) (3.1) 
i o ih o Yih 

h= I 

where Tp T is the number of harmonics considered, w is the r * o 

fundamental frequency, V.^ and <f>.̂  are the amplitude and phase 

angle of harmonic Th' in phase Ti ? (i = R, Y or B). 

The instant cot = 0 of the fundamental component of phase 

R voltage on the busbar side of the converter transformer is 

taken as the main reference. 

The commutating voltage for a particular valve is given 

by (the prime denotes valve side quantities) 

V!, = V! - V,f (3.2) 
ik i k 

where !i f is the phase connected to the incoming valve and fk T 

is the phase of the outgoing valve, which can be determined 

according to the following table. 

VaIve Phases 

1 B, R 

2 Y, B R - Red 

3 Y, R Y - Ye I low 

4 B, R B - Blue 

5 Y, B 

6 Y, R 

From equations (3.1) and (3.2) one obtains 



vf 

ik (03 t) o • i 
S, sin 
n 

(hu J ) * 

h = 

i 
h = I 

cos (hw t) o (3.3) 

where 

S. = V' cos 6f - V' cos y 
h ih ih kh Ykh 

(3.4) 

C u = V' sin y - V sin y 
h ih . Yih k h kh 

(3.5) 

The voltage zero crossing of the commutating voltage 

for valve V (V = I, , 6 ) can be obtained from 

V!, U t) = 0 
i k o 

(3.6) 

This is a non-linear equation which can be solved by the 

Newton-Raphson method: 

t (n + I) f ..(n) A , .. (n) (oj0+) = ( w 0+) + A(o) Qt) 
(3.7) 

where 

A ( o > t)(S} -
o 

V!, ( a) t) 
i k o 

dV' ( w t) 
i k o 

d( 03 t) 
o ( 03 t) 

o 
(n) (3.8) 

V!^(o3 Qt) isgiven by equation (3.3) and its first derivative 

by 

dC co t) 
o 

P P 
y h S. cos(h 03 t) - y h C, sin(h03 t) 
i— k o A— k o 
h= I h = l 

(3.9) 



The flowchart for the evaluation of the voltage zero 

crossings of the commutating voltage is presented in figure 

3.!. As can be seen from the table, each commutating voltage 

corresponds to a pair of valves. The program therefore 

evaluates the two crossover points of the three commutating 

voltages (k=l and k=2 respectively). Tolerance e is taken 

-4 

equal to 1.0 kv. The initial estimates of w t are close to 

the solutions for the case where there is no distortion and/or 

unbalance in the a.c. voltages, which are 30°, 90°, 150°, 270° 

and 330° for valves 1 to 6 respectively. 

3.2.2 Individual Phase Control (IPC) 

Figure 3.2 explains how the firing pulses are produced in 

this type of firing system. A level detector senses the voltage 

zero crossing of the commutating voltage; at this point a ramp 

voltage is initiated and its value compared with a control 

voltage, a pulse being produced when both are equal. The pulse 

Is amplified and routed to the valve gate. 

Taking as time reference the voltage zero crossing of the 

corresponding commutating voltage, the ramp voltage is for all 

valves given by 

R(t) = K, a) t (3.10) 
I o 

Let the control voltage be referred to the mgin reference 

V (t) = v° + V si n ( wt + (J) ) (3.1 I ) c o m 

where the first term v° is set at a value that yields the 

c ' 

steady-state firing angle cx° according to the relationship 

o 
v° = ~ (3.12) 

c 
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Fig. 31 
Voltage zero crossings evaluation Flowchart 



Fig. 3-2 

(b) 

Individual phase control (a) Functional block diagram (b) Firing pulse determination 
Ul 
00 



If there is unbalance/distortion in the a.c. voltage, should 

be interpreted as the average value of the firing angle for all 

six valves of the converter. 

The second term of V (t) is a modulating signal of amplitude 

V^ and frequency 0 , which is needed to calculate the describing 

function. If only the steady-state calculation is derived, then 

V m = m 
The firing pulse is produced when 

or 

RCt) = v (t) 
c 

K. u t = v° + V sin (W t + <f> ) (3.13) l o o m Y 

Equation (3.13) is non-linear and can be solved by means 

of the Newton-Raphson method. Setting 

F(t) = K. co t-v° -V si n ( w t + (f> ) (3.14) 
I w o c m w 

then 

F T (t) = k. w -V wcos( + <f> ) (3.15) 
I o m 

the Newton-Raphson algorithm yields 

. n +1 , n a . n . _ . ̂ . 
t « t + A t (3.16) 

where 

A f n - = . . F ( t n ) 

F !(t n) ( 3 ' l 7 ) 

After convergence, the firing angle is obtained by 

a = w 0 + (3 .18 ) 

The firing instant of a given valve V, referred to the 

main time reference can now be obtained 

F.I .(V) = V.Z.C.(V) + a (V) (3.19) 
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where V.Z.C.(V) is the voltage zero crossing for valve V, the 

calculation of which was discussed in section 3.2.1. 

The flowchart for the subroutine that simulates the 

individual phase control is presented in fig 3.3. 

3.2.3 Pulse Frequency Control (PFC) 

The operation of a PFC system was described in section 2.2, 

the firing pulse determination being shown in fig 2.1. The 

system is based on a voltage-controlled oscillator, which in 

the steady-state operates at six times the a.c. frequency. The 

frequency of the firing pulses is proportional to the control 

voltage; the phase is therefore proportional to the integral 

of the control voltage. The interfiring period, rather than the 

firing angle, is directly controlled. 

As was the case with the IPC system, a firing pulse is 

produced when the control voltage equals the ramp voltage, 

equation (3.13). The difference lies in that for the IPC, the 

ramp is initiated at the v.z.c. of the commutating voltage, 

whereas for the PFC, the ramp is initiated at the firing instant, 

since the ramp generator is reset by the firing pulse. 

The starting instant of the ramp for the first valve to be 

fired (assumed to be valve I) can be calculated from the steady 

state firing angle a° through the expression 

+in= " 
(V.Z.C.(I) + ) 

3 u 03 w
n o o ° 

(3.20) 

This time is referred to the main reference and defines the new 

reference for the calculation of the firing angle for valve I. 

The firing instant for valve I defines the-reference for valve*2. 

and so forth. Equation (3.11) for v (t) has to be changed 

accordingly for the calculation of the firing angle for each valve. 
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Fig. 3*3 
Firing angle evaluation (IPC) Flowchart 



The flowchart for the evaluation of the firing angle with 

the PFC system is presented in figure 3.4. As was the case for 

the IPC, the Newton-Raphson method is employed. 

3.2.4 Pulse Phase Control (PPC) 

The operation of the PPC system was described in section 

2.2, the firing pulse determination being'shown in fig 2.2. 

The system is also based on a voltage-controlled oscillator, 

which in the steady-state operates at six times the a.c. 

frequency. It differs from the PFC, in that the phase of^the 

firing pulses, rather than the frequency, is proportional to 

the control voltage. This is achieved by letting the 

capacitor of the ramp generator discharge to voltage v ^ and 

not zero, as is the case for the PFC. 

The ramp voltage is therefore 

RCt).= K, w t + v 0 (3.21) 
I o c2 

where 

ir 
V
c2 "

 v
c " 3iC (3.22) 

Assuming v c(t) defined by equation (3.11), a pulse is 

generated when 

R(t) = v (t) (3.23) 
c 

or 

K.o) t + v 0 = v° + V sin( U-t+ d> ) (3.24) 
1 o c2 c m 

One can now define a function F(t) 

F(t) = K.w t + v 0 - v° - V sin( ^t+t ) (3.25) 
I o c2 c m 

which is formally equivalent to equation (3.14). The Newton-

Raphson method can be employed again, the main difference in 

relation to the PFC being the calculation of v ^ . 
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Firing angle evaluation (PFC) Flowchart 



Substituting equation (3.11) into equation (3.22), one 

obtai ns 

v 0 = v° + V sin(o) t+ <t>) " TiT- (3.26) 
c2 c m o T 3K | 

This equation yields the value of v ^ at each firing instant. 

The value of v°c is initially fixed to give a desired 

firing angle according to equation (3.12), which also applies 

to the PPC. A correction must however be added if the firing 

pulse is generated before the voltage zero crossing for the 

corresponding valve: 

A v°c = Kj (v.z.c. - F.I.) (3.27) 

The flowchart for the computer simulation of the PPC system 

is shown in fig 3.5. 

3.3 Converter Model 

A converter can be thought of as a device that transforms 

alternating voltage into direct voltage and direct current into 

alternating current. From the d.c. side point of view, given 

a set of a.c. voltages, the converter output is a d.c. voltage 

waveform depending upon the particular set of a.c. voltages 

imposed. From the a.c. side point of view the converter 

transforms a given d.c. current waveform into a set of three 

phase a.c. currents. 

One can therefore say that from the d.c. viewpoint the 

converter behaves like a voltage transformer, while from the 

a.c. viewpoint its action is simi lar to that of a current 

transformer. These ideas lead to the "black box" representation 

of fi g 3.6. 
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Firing angle evaluation (PFC) Flowchart 
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a.c. voltages 
Converter 

d.c. voltage 

d.c. current a.c. currents 
Converter 

Fig. 3 - 6 
Converter 'black box' representation 
(a) F r o m the d.c. side viewpoint 
(b) F rom the a.c. side viewpoint 



Both the d.c. voltage and the a.c. current waveforms depend 

upon the firing instants determined by the firing systems and 

upon the commutation angles. The existence of a non-negligible 

reactance in the converter transformer implies that the transfer 

of the direct current from one current path to another cannot 

take place instantly. A certain time elapses before commutation 

is completed, leading to a commutation angle, which has 

considerable influence on the dynamic behaviour of the 

converter. 

3.3.I Commutation Angle Evaluation 

During a commutation period three valves are conducting 

as shown in fig 3.7. It is assumed that M T is the incoming 

valve, *o' the outgoing valve and fk f the thfrd valve which 

is in a fully conducting state. The following equations can 

be easily established: 

di; 
V. = R. i. + L. -rr- + V (3.28) i i i i dt pn 

V = R i + L + V (3.29) 
o o o o dt pn 

i + ! . » ! . (3.30) 
0 i d 

di di. di. , T T.% 
o + i_ » d (3.31) 

dt dt dt 

Combining equations (3.28) and (3.29), and taking into account 

equations (3.30) and (3.31), one obtains 

di, di. 
v. - v = (R. + R ) i. + (L. + L ) -rr- - (R I . + L —£ ) 
1 o i o i i o dt o d o dt 

(3.32) 

As V. and V q are phase-to-neutral voltages they can be 

represented by the general form of equation (3.1) 



Vpn 

Ri L| i j, 
w ) V — M ^ — -0 

r o l . 
<K>) — W -0 

lo 

V k 

r k 
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3-7 
3 - phase bridge during commutation 

id 

V d 

id 
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p 
v- = vth s I n ( h + J (3.33) 
i A . i h o i h 

h = I 

P 
A = 7 sin (h u t + <J> . ) (3.34) 
0 z—. oh o oh 

h = I 

The commutation ceases when the current through the 

incoming valve equals the direct current, 

i.'(t) = i .( + ) (3.35) 

1 d 

or, alternatively, when the current through the outgoing 

valve is zero 

i Q(t) = 0 (3.36) 

In order to so I Ye equation (3.35) or (3.36), it is 

sensible to take the firing instant as reference. V. and V , 

which in equations (3.33) and (3.34) are referred to the main 

reference (voltage zero crossing of phase R voltage) must be 

changed accordingly. Assuming tbat 9 . is the firing instant 

for valve T i ! , one has 

P 

V. = y V.. sin (h« t + •fifl.) ' (3.37) 

i i h o i h i 

h = I 

P" 
V = Y V si n ( h w t + <P , + h 0 .) (3.38) 
o £—. oh o oh i n = I whence 

P 
V. - V = V. = 5 " (Su sin h M + C. cos h u t) (3.39) 
i o i o h o h o 

where 

S u = V.. cos ( $ .. +h ® .) - V , cos ( ({> + h e . ) (3.40) 
h i h i h i oh Y oh i 

C. = V.. sin ( 4>..+h 9.) - V-. sin ( 4> + h e . ) (3.41) 
h i h i h i oh oh i 



The direct current i^(t) can be represented by its 

Fourier expansion as 

nd 
!d = 'd + Z ' d A S i n U " o + + * d * } ( 3 ' 4 2 ) 

A = l 

on a time reference defined by the firing instant of valve I. 

The reason behind this assumption wijl become clear later. 

A change of reference must now be implemented in 

for the calculation of the commutation angle, since the chosen 

reference is the firing instant of the incoming valve 0.: 

n d 
i d ( + ) = 'd + Z ' d A S i n < * W o + + *dA + A ( V e,))<3.43> 

A = l 

Def i ni ng 

3. = 0. - 0, (3.44) i i I 

equation (3.43) can be rewritten as 

n d 

= L + V CF, Sin Aw t + G. cos Aw +) (3.45) 
d d A o A o 

A = I 

where 

F £ = '<* cos ( w . ) (3.46) 

e t * ' d t s , n ( S i ' ( 3 ' 4 7 ) 

Note that for i = l, 3 = 0 , i.e. there is no need for a change 

of reference in the calculation of the commutation angle for 

vaIve I. 



71 

Inserting equation (3.45) and (3.39) into equation (3.32), 

one can obtain 

di. *L 
L. -337- + R. i • = / (S, sin h oi t + C, cos h oi t) + R I . + 
io dt io i A—. h o h o o d 

h -1 

n d 
y (RFi! - Hid L G . ) sin Aoi t 
A— o * o o h o 
Z =1 . 

n d 
y (R G 0 + Zoi L F ) cos Idi t (3.48) 
L_ o x , o o h o 
A =1 

where 

Rio " Ri + R o ( 3 ' 4 9 ) 

L. = L. + L (3.50) 
i o i o 

Defining the parameters 

A 9 = R F. - Zu L G . (3.51) 
x- ox o o Z 

Bo + luJ-Jo ( 3 - 5 2 ) 

Z o % o o Z 

equation (3.48) simplifies into 

di; p 
L. —rr— + R. \ . = (S, sin hoi t + C, cos h w t) + 
l o d t i o i / h o h o 

frl 

"d 
+ R I , + V" (A 0 sin Zu t + Bo cos' Zm t) (3.53) 

o d * o * o 

Z =| 

This differential equation can be solved by the Laplace 

transform method, the initial condition being i. = 0, as the 

incoming valve carries no current before the firing instant. 

The calculations are presented in Appendix B, the result being 

equation (B.I6). 
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P 
-t/T. -t/T. 

i.Ct) [X,, e
 1 0

 + S, h sin ( h ^ t + * | h ) ] + Y,(l-e
 I O

) + 

h = l 

n
d -t/T. 

+ Z [ X 2 A 6 1 0 + S2A Sl'n + *2A * ( 3' 5 4 ) 

A=1 

The various constants are defined in Appendix B. 

In order to calculate the commutation angle, equation 

(3.35) must be solved. The Newton-Raphson method was employed, 

the function F(t) being in this case 

F(+) = l.(t) - i ,(t) 
t d 

-t/T.. -t/T. 

h~= I 
Z t X l h e I O + S i h S i n ( h w o t + *lh ) ] + Y i ( | - e I O ) + 

n d -t/T. 
+ I I X 2 A e I O + S 2 A s l n ( i - 0 t + * 2 t ) ] - l d -

A=l 

n d 
^ [F£ sin Ao)Qt + G £ COS Aw Qt] (3.55) 

A = I 

The flowchart for the calculation of the commutation angle 

is presented in figure 3.8. An initial estimate of 5° is 

assumed for the commutation angle. A three-phase representation 

is used for the a.c. system, since the phase voltages and the 

source impedances can be unbalanced. The unbalance in the 

impedance is mainly due to the converter transformer, since 

differences of 5 to 7.5$ are not unusual for three-phase units. 

Phase-to-neutral voltages are used throughout the analysis. 

The consideration of the d.c. current harmonics greatly 

increases the computation time, since it implies an iterative 



Fig. 3-8 
Commutat ion angle evaluation Flowchart 



process, distinct from that required by the Newton-Raphson 

solution of equation (5.35). The d.c. current harmonics are not 

known at the outset and must therefore be calculated. However, 

they are dependent upon the commutation angle which is the 

object of the calculation. A slowly convergent Gauss method 

was used to tackle the problem and assess the influence of 

the d.c. harmonics. This was found to be small, not justifying 

the expense of an increase by a factor of 50 to 80 in the 

computation time. 

If the harmonics of the direct current are neglected, 

equation (3.55) simplifies to 

p - + / T . " + / T 
F(t) = r- fX e

 I Q + Slk sin (h« t+<J>.,)] + y. (I-e 
) i l h l-h o i n I 

(3.56) 

Test system I shown in fig 3.9 was investigated with the 

followi ng data: 

transformer valve side line voltage: 94 kV 

transformer reactance per phase: 7.76^ 

transformer resistance per phase: neglected 

d.c. line resistance: 5ft 

d.c. line phase smoothing inductance: 0.25 H 

fi ri ng system: PPC 

nominal rectifier firing angle: 15° 

U l i U o l UUI t • > • w• 

converter type: six-pulse 

Tables 3.1 and 3.2 show the results obtained with and 

without an input modulating signal at 50 Hz, respectively, for 

the approximate and correct models. 
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Table 3.1 

Commutation angles (no modulating signal) 

Va1ve No. Approximate Model Correct Model 

1 9.82 9.45 

2 9.82 9.45 

3 9.82 9.45 

4 9.82 9.45 

5 * 9.82 9.45 

6 9.82' 9.45 

Table 3.2 

Commutation angles (modulating signal at 50 Hz, Act = 5°) 

Valve No. Approximate Model Correct Mode I 

1 8.54 8.35 

2 8.27 7.63 

3 9.38 8.54 

4 11.25 10.64 

5 12.06 11.94 

6 10.39 10.49 

As can be seen, if no modulating signal is present, the 

differences are-only about 4$; with a modulating signal at 

50 Hz, this can increase to nearly 10$. 

3.3.2 D.C. voltage and A.C. current waveform description 

The firing instant and commutation angle are known for 

each valve at the present state. The mathematical description 

of the outputs of the 'black boxes' of fig 3.6 is new possible. 

In fig 3.10 the steady-state converter d.c. voltage 

waveform is shown. The d.c. voltage exhibits a fixed pattern 

of a commutation period followed by a fuI I-conduction period. 
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Fig. B-10 
Converter d.c. voltage waveform 
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In the first period, referring to fig 3.7, the d.c. voltage 

is given by 

W ' W d " 1 * * 4 ( 3 " 5 7 ) 

From equation (3.28), V can be written as M pn 

di. 
V = V. - R. i. - L. (3.58) 
pn i i i i dt 

Substitution of equation (3.58) into equation (3.57) yields 

v d • c vi " V " <Ri 'i + Li I F " ' " ( R k ' d
 + Lk 7 F " ' ( 3 " 5 9 ) 

From fig 3.11, which represents the converter bridge during 

full conduction, the d.c. voltage is given by 

V . = (V. - V. ) - (R. + R. )i . - (L. + L. ) -jrr- ( 3 ' 6 0 ) 

d i k i k d i k dt 

Equations (3.59) and (3.60) describe completely the d.c. 

voltage waveform. From fig 3.10 it is apparent that six full 

conduction sections alternate with six commutation sections 

during an a.c. voltage period. Equation (3.59) is valid for 

0. < a) t < 6. + u. and equation (3.60) for 9. + u. < oi t< 0. ^ 
I O - I I ^ I I O I + 

The Fourier analysis of the d.c. voltage will be carried out 

in Chapter Six. 

In fig 3.12 the a.c. current waveform in an a.c. phase is 

shown. 0., 9. , u. and u. stand for the firing instants and 
i k i k 3 

commutation angles of the valves that are connected to the 

particular phase represented; 0., 0 , u. and u stand for the 1 m I m 

firing instants and commutation angles of the valves that 

begin conduction after the valves connected to the particular 

phase have ceased to conduct. 



Fig. 3-12 
A . C . current w a v e f o r m 
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Although not shown in fig 3.12, the effect of the d.c, 

current harmonics is taken into account. The a.c. current 

waveform comprises three periods: 

i) Full conduction period, in which 

(3.61) 

for 

and 

for 

i (t) = i ,(t) 
a d 

0j + u. < o)o+ <9 

i (t) = -i .Ct) 
a d 

9 k + uk < »of < 9 m 

ii) Commutation period, in which 

for 

and 

for 

and 

for 

i (t) = i.(t) 
a i 

0. < oj t < 0. + u. or 0, < a) t < 9, + u, 
i .o i i k o k k 

i / t ) = i .Ct) - i - Ct) 
a d I 

0. < a) t < 0, + u I o I 

i Ct) = -!.(+) " i (t) 
a d m 

0 < to t < 0 + u m o m m 

iii) Non-conduction period, in which 

(3.62) 

(3.63) 

(3.64) 

(3.65) 

i Ct) = 0 
a 

(3.66) 

for 

0 < a) t < 0. or 0. + u. < w t < 6. or 6 + u < to t < 2tt 
o i I I o k m m o 



The d.c. current i^i") ' s described by equation (3.45) 

and the commutation currents i.(t), i .(t) and i (t) by • 
i ' I m ' 

equation (3.54). 

Equations (3.61) through to (3.66) describe the a.c. 

current waveform, i.e. the output of the 'black box 1 of fig 

3.6b. 

3.4* Converter Transformer 

H.v.d.c. systems invariably operate at twelve-pulse, this 

mode being achieved by connecting two six-pulse converter 

bridges in series on the d.c. side and in parallel on the a.c. 

side. Twelve-pulse operation is benificial from the a.c. and 

d.c. harmonic generation viewpoint. This involves such a 

substantial reduction in the harmonic filters that in the most 

recent schemes, operation at six-pulse is not allowed. 

The combination of two six-pulse bridges yields a 

twelve-pulse converter if one of the converter transformers 

introduces a 30° phase shift with regard to the other. In 

practice - one transformer is Yny connected, the other Ynd 

connected, the neutral being isolated from the earth in both 

cases. In the numerical simulation, each bridge is considered 

separately; the d.c. voltage and a.c. current of the twelve-

pulse converter is the sum of the respective quantities of the 

individual six-pulse bridges. 

The transformer transformation ratio is defined as 

V R 

a " e - J 4> (3.67) 
r 

where V R is the r.m.s. nominal voltage on the busbar side and 



V the nominal voltage on the converter side, and • the 
r 

phase-shift due to the transformer connection (0 for Yny and 

30° for Ynd). 

Since the transformer model must be able to handle 

unbalanced and/or distorted voltage conditions, symmetrical 

components were adopted in the simulation. For the nth 

harmonic of the voltage on the. busbar side, 

- [T]"1 
Dn 

on 

Rn 

yn 

Bn 

(3.68) 

Si mi larly for the nth harmonic of the current 

Dn 

In 

on 

M Rn 

Yn 

Bn 

(3.69) 

where [T] 

[T] 

is the inverse of the Fortescue matrix 

I I 

a 2 a 

a or | 

[T] -I a a 

2 or a 

I I 

(3.70) 

The positive - sequence voltages and currents on the converter 

side may be obtained through 

dn 
Dn 
a 

(3.71) 

I . = a* l n (3.72) 
dn Dn 

where * is the conjugate of the transformation ratio 'a f. 



For the negative sequence, the phase angle of the trans-

formation ratio has to be negated, yielding: 

V = h n 
i n v 

= a 
n 

This fact is of no importance for the Yny transformer, 

in which case t= 0; it should however be fully taken into 

account for the Ynd transformer. 

In fig 3.13 the model of the converter transformer is 

presented both for the positive and-negative sequences. The ' 

transformer impedance is the same for both sequences and is 

taken into account in the calculation of the commutation 

angle; it should therefore not be included in the transformer 

mode I. 

The models of fig 3.13 do not apply to the zero sequence. 

In fig 3.14 the zero-sequence equivalent circuits of the Yny 

and Ynd transformers are shown. It is clear that since the 

neutral is isolated on the converter, there can be no zero-

sequence currents on this side. Note that the converter under 

no circumstances generates zero-sequence currents. 

V = 0 
o 

1 = 0 
o 

As far as the busbar side is concerned, there can be no zero-

sequence currents for the Yny transformer. 

V = 0 
0 
1 = 0 
o 

For the Ynd transformer, however, zero-sequence currents can 

circulate on the busbar side 
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Fig. 3-13 
Conver ter t r a n s f o r m e r model 
( a ) Direct sequence 
(b ) Inverse sequence 
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Fig. 3-14 
T rans former zero - sequence equivalent circuit 
(a) Y n Y connection 
(b) Yn A connection 



= z 
o r 

where Z^ is the short-circuit impedance of the transformer. 

The zero-sequence current is not generated by the converter, 

but is the result of a zero-sequence voltage imposed by the 

a.c. network; 

From the computed values of the symmetrical components 

of the voltages and currents on the converter side of the 

transformer, the phase voltages and currents may be obtained 

through 

rn 

! 
yn 

'bn 

It] dn 

i n 
(3.73) 

rn 

yn 

bn 

[T] dn 

V. 
i n 

(3.74) 

3.5 D.C. system representation 

The converter can be thought of as an ideal source of 

harmonic voltages which cause harmonic currents to circulate 

on the d.c. system. The analysis wi !! be restricted here to 

two-terminal d . c . links. 

Figure 3.15 shows the general configuration considered 

for the d.c. system. The d . c . line is represented by an 

equivalent T-section. Smoothing reactors are assumed on 



Rectifier 

a.c bus 

Smoothing 
inductor 

•drl 1 

Transmission line 

V S r - ^ 

Vd| 

Fig. 3-15 
Equivalent circuit fo r the d.c. system 

Smoothing 
inductor 

•AA-
R, 

m 
Ls»' 

Inverter 

2 idi 

a.c bus 

- O D 

co O) 



both the rectifier and inverter ends. A two-branch d.c. filter 

is assumed on the rectifier side; it is omitted on the 

inverter side since the smoothing reactor inductances will in 

practice dominate the associated branch impedance. 

From the d.c. voltage waveform description it is possible 

to find the harmonic content of the d.c. voltage, both at the 

rectifier and at the inverter end (see Chapter Four). The d.c. 

voltage is therefore of the form 

= + V sin( £a) t + .„) 
d d d£ o d£ 

* = l 
(3.75) 

where V^ is the constant term of the Fourier expansion and 

V ^ and ^ are the magnitude-and phase of the harmonic T £ ! . 

In order to calculate the d.c. currents at both ends of 

the line, the nodal equations will be employed 

[1} = [ Y ] [ V ] (3.76) 

where [l] is the vector of the nodal injected currents, 

[V] the vector of the voltages and [ y ] the admittance matrix. 

Since the admittances of the various d.c. system branches 

depend upon the frequency^ matrix [y ] has to be computed for 

each harmonic. For the general harmonic Tn', equation (3.76) 

can be expanded as 

'dr£ = Yl 1* 
VI2£ YI3£ yl4£ Vdr£ 

'di* 
y2l£ 

y22£ y23£ 
V24£ Vdi£ 

0 y3l£ 
V32£ V33£ 

Y34£ Vdf£ 

0 y4l* 
y42£ y43* y44* Vdf£ 

(3.77) 



The indices ' r T , M ! , ! f , and 'A' stand for rectifier , 

inverter, filter and line respectively. 

Defining the following vectors 

['« ] drA 

ldiA 

(3.78) 

t*»i 

vdr* 

di A 

df A 

dlA 

(3.79) 

(3.80) 

It is possible to rewrite equation (3.77) in the form: 

"'A " = Y 
1 IA 

Y 
I2A 

(3.81) 

0 Y 
2 1A 

Y 
22 A 

V2A 

where 

IIA yl IA 

y2IA 

y I2A 

y22A 

(3.82) 

Y 
12A 

yl3A 

y23A 

yl4A 

y24A 

(3.83) 



Y 21 a 31 Z 32 Z 
(3.84) 

41 Z 42 Z 

Y 22 £ 33 Z 

43 Z 

34 Z 

44 Z 

(3.85) 

Using Kron's reduction, equation (3.81) becomes 

['J = ( Yl I Z 
Y Y -I ) 
12 Z 22 Z 2\Z [V] (3.86) 

Vector calculated from a.c. systems quantities. 

Equation (3.86) therefore enables the evaluation of [j J , the 

vector of injected currents by the rectifier and the inverter, 

for harmonic ' £ T. Vector [ v
2 ^ ]

c a n n o w b e ob+ained from 

Y, Y„ *)[
V

> J (3.87) 22Z '21 

The constant term of the d.c. current at the rectifier 

and inverter ends is simply calculated by 

dr di 

V4 - V 
dr di 

R, 
(3.88) 

In fig 3.16 a flowchart for the d.c. current evaluation is 

presented for two-terminal d.c. systems only. The nodal 

formulation together with the Kron's reduction was introduced 

with a view to the muItiterminaI d.c. system case which is a 

simple extension of the technique developed here. 



Fig. 3-16 
D.C. current evaluation (2 - t e rmina l d.c system) 
F lowchar t 



3.6 A.C. System representation 

The a.c. system source impedance seen from the converter 

busbar is a complex function of frequency which in all but 

exceptional cases is not accurately known. From the converter 

point of view this impedance is in parallel with the harmonic 

fi Iters and reactive support sources, the total impedance being 

highly dependent upon the frequency with a number of resonance 

and anti-resonance points. 

For h.v.d.c. schemes in which six-pulse operation is 

allowed, the a.c. filter bank normally comprises tuned arms for 

the 5th, 7th, IIth and 13th harmonics, plus a damped arm for 

the higher harmonics. The recent trend is to use exclusively 

twelve-pulse converters, and dispense with the 5th and 7th 

harmonic filters. In some installations, only damped filters 

have been installed. 

The a.c. network source impedance can be modelled by 

very complex circuits if its dependence upon the frequency is 

to be accurately taken into account. However, this is normally 

not justified in stability studies, since resonances are only 

likely to occur at low frequencies. Therefore the a.c. system 

was simply represented by an e.m.f. in series with an impedance 

= R + jX . 
s s

 J
 s 

Since R « X g , the value of X g at the fundamental frequency 

ujo is given by 

U 2 

z = / ( r = Q 2 - ( 3 - 8 9 ) 

sc 

where S is the short-circuit power (MVA) and U the rated 
sc

 r
 n 

voltage CkV) of the converter busbar. 



Damping is provided by the resistance R . A usual measure 

of the damping is given by the impedance angle f which for 

the fundamental frequency ranges from 80° to 85°. 

X 
+ a n * - FT (3.90) 

s 

The value of R g is set to yield the specified impedance 

» angle at the rated frequency: 

X 
R = qr-^; (3.91) 
s tan t 

For a rectifier station fed solely by a generating plant 

with little local load, an angle of 85° is normally adequate. 

For an inverter station with a substantial load in its 

vicinity, an angle of 75° gives, in general, enough accuracy. 

Unlike the a.c. network, the impedance-frequency 

characteristic of the filters can be accurately calculated. 

For a tuned fi Iter (LCR series arm) the relevant parameters 

are: 

i) The characteristic frequency 

r = 1 (3.92) 

ii) The characteristic impedance 

x =/- (3.93) 
o ^ C 

ii) The quality factor Q 

g, ( 3 - 9 4 ) 

R 

The same parameters define the impedance of a damped 

filter, however in this case the quality factor is 



0 = X ( 3 - 9 5 ) 
O 

From the knowledge of the impedance characteristic of 

the- a.c. network and fi Iters, it is possible to derive an 

equivalent circuit for each harmonic, as shown in fig 3.17. 

For the harmonic fn T the relationship between the current 

injected by the converter and the current which flows in the 

a.c. system is * 

Zn I (3.96) 

sn Z + Z x 
sn fn 

The voltage drop per phase is therefore 

Z Z , 
— • -sn tn . ,-T n-7v 

A V == T I = J n <3.97) 
n sn sn Z + Z 

sn fn 

= Z I 
acn n 

where Z is the combined a.c. network plus filters impedance, 
acn „ r 

The busbar voltage is accordingly 

V = E Zfn - Z I (3.98) 
n n acn n 

z + Zx -

sn fn 

where E n is the harmonic e.m.f. of order fn f imposed by the 

a.c. system. If the" a.c. source e.m.f. does not contain 

harmonic T n f , equation (3.98) reduces to . 
V = -Z I (3.99) 
n acn n 

Equation (3.98) or (3.99) enables the calculation o.f the nth 

component of the converter busbar voltage, once the nth 

harmonic of the converter a.c. current is known. 



94 

ru 

Rs 
A V 

-fn 

V n 

Fig. 3-17 
A.C. system plus f i l ter equivalent for harmonic n 
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3.7 Cone Iusi ons 

In this chapter a mathematical model for a converter system 

was presented, with a view to the calculation of the describing 

function. For this reason, the input control voltage consists 

of a static component plus a modulating signal of arbitrary 

magnitude and phase, and a frequency which is either a harmonic 

or sub-harmonic of the a.c. system frequency. 

Computer subroutines "to calculate the firing instants were 

developed for individual phase (IPC), pulse frequency (PFC) 

or pulse phase (PPC) control systems. This calculation 

requires the previous knowledge of the busbar voltage zero 

crossings with arbitrary unbalance or distortion. 

The commutation angle is calculated under the most 

general conditions, namely a.c. voltage unbalanced and/or 

distorted and taking into account the influence of the direct 

current harmonics. The latter was however found to be small, 

not justifying the expense of an increase in computation time 

by a factor of up to 80. 

Once the firing instants and commutation angles are known 

for each valve of the converter, the d.c. output voltage and the 

a.c. current can be mathematically described. The waveforms 

are made up of several sections, the transition from one to 

the other occurring at the firing instant and at the end of 

commutation. Being periodic, these waveforms can be expanded 

in Fourier series, the harmonic.analysis being the object of 

Chapter Four. 

H.v.d.c. converters normally operate on a twelve-pulse 

mode, which is accomplished by connecting two converters in 

series on the d.c. side and feeding Y and Y , transformers 
3 ny nd 



respectively. Care has to be taken in modelling the converter 

transformers, in particular the Y connected type, since it 
nd 

introduces a phase shift which is dependent upon the sequence 

of phases of the a.c. voltage. 

The d.c. system was modelled by the nodal equations, the 

d.c. current harmonics injected by the converter being calculated 

by Kron's reduction. This technique will, allow easy expansion 

into the muItiterminaI case. 

A simple equivalent was assumed for the a.c. system source 

impedance, since the main emphasis is on the comparison of 

theoretical predictions with simulator results. In the computer 

program, however, more complex representation of the a.c. 

system can be easi ly introduced if the relevant data are 

available for the particular a.c. network. Since this is not 

generally the case it was decided not to enhance the a.c. 

system representation beyond the simple T-section, which is 

generally accurate enough for the range of frequencies of 

interest in converter stability studies. 
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Chapter Four 

HARMONIC EVALUATION 

k 

4. I Introduction 

^ As was pointed out in section 3.3, the converter transforms 

a set of three phase voltages into direct voltage, which 

comprises a constant term plus a number of harmonics of the 

a.c. frequency. On the other hand, from the current point 

I 

of view, the converter transforms a d.c. current, defined by 

the d.c. voltage and the d.c. system impedance, into a set 

of three phase currents which are injected into the a.c. 

1 network. These currents contain a term at the fundamental 

frequency and a number of harmonics. 

If the three phase a.c. voltages are balanced and 

undistorted and the firing pulses are equidistant, the order 

of the harmonics is determined by the pulse number
 1
p

T
 of 

the converter. These so-called characteristic harmonics 

are of order 
k 

I = kp 

on the d.c. si de, and 

h = kp ± I 
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on the a.c. side, where k i s an integer ranging from I to 

infi ni ty. 

The amplitude and phase of the characteristic harmonics 

in relation to the fundamental depend on the firing angle 

and the commutation angle. 

In practice the a.c. busbar voltage exhibits always a 

measure of unbalance and/or distortion. Also an unbalance of 

the converter transformer reactances is to be expected. The 

firing of the valves cannot be exactly equidistant, since even 

with modern control equipment, the tolerance for the firing 

instants is 0.1 to 0.2 degrees. 

These three factors result in the generation of 

uncharacteristic harmonics. Since the harmonic filters are 

tuned for the characteristic harmonics and it is not economical 

to install filters for all the uncharacteristic harmonics, 

these are injected into the a.c. system. While their amplitude 

is small, there is no reason for concern; however, under 

certain circumstances they could be magnified giving rise to 

unacceptable operating conditions. This phenomenon named 

harmonic instability is likely to occur when the converter is 

under closed-loop control and will be dealt with in Chapter 

Fi ve. 

In the present chapter, a method is presented which 

enables the calculation of both d.c. and a.c. harmonics with 

arbitrari ly distorted a.c. voltages, non-equidistant firing 

instants and unequal transformer reactances. The input 

control voltage can either be constant or modulated by a 

sinusoidal signal with a frequency k u . The Fourier expansion 
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coefficients are calculated analytically from the waveform 

description of the d.c. voltage and a.c. current established 

in section 3.3.2. 

4.2 D.C. voltage 

4.2.1 Mathematical'description 

To calculate the harmonic content of the d.c. voltage it 

is necessary to define a function which can describe the d.c. 

voltage waveform. As was pointed out in section 3.3.2 this 

waveform comprises, for each valve, two sections, named 

commutation section and full conduction section, which are 

described by equations (3.59) and (3.60) respectively. The 

function v.. Cf) can therefore be written as follows: d i -

di. di . 
i_ d 

CV.-V.) - (R. i. + L. ,, ) - (R. i .+ L .. ) 
? k i i i dt k d k dt 

v d t C + ) = i - 0 i < W o t < e . + u. (4.1) 

d J d 
CV.-V. ) - (R. + R. )i . - (L.+ L. ) — 

i k i k d i k dt 

9. + u. < a) t <0. 
i i o k 

0. is the firing angle of a particular valve, in the main 

reference domain; u. is the commutation angle for that valve; 

0^ is the firing instant of the next valve to conduct. 

As in a six pulse converter there are six valves; six 

functions of the type of equation (4.1) can be defined, each 

function representing the contribution of a particular valve 

for the d.c. voltage. If the a.c. voltage is unbalanced or 



distorted or the firing instants are not equidistant, the 

contribution of each valve is different. On the contrary, for 

balanced a.c. voltages and equidistant firing, the contributions 

are equal, resulting in a periodic waveform, with a period of 

1/6 the a.c. voltage period. In the general case, the period 

is the same as that of the a.c. voltage, i.e. 'the lowest 

harmonic is at frequency coQ« 

An exception to this rule does however occur if the firing 

angle for a particular valve is not the same after 2 it / u Q . 

This can occur if the frequency of the control voltage 

modulating signal w m is not a multiple of the a.c. voltage 

frequency w q . In this situation the fundamental frequency 

for the Fourier series expansion has to be the maximum common 

divisor of w and w , since these must be terms in the m o 
expansion containing oom and o)q. Assuming that 

a) = £.0) (4.2) 
m q o 

the fundamental frequency for the Fourier expansion is 

0) U) 
m o / A -Z\ 

w , . = = (4.3) 
fund p q 

The reference for the calculation of the harmonics is 

taken as the firing instant of valve I, which was also used in 

the evaluation of the commutation angle (section 3.3.1). 

Although this choice involves in some cases changes from the 

main reference, the overall balance is positive due to 

considerable simplifications in other instances. 

Equation C4.I) can be rewritten in the new reference 

as 



d i d 
vik - t R k i d + L k dt , + vic t e r e , ^ ^ < ( e , - e , ) 

(4.4) 

d i d 
Vik " ( R i k i d + Lik dt > ( ' V V • U . < V < ( V 

where 0 . is the firing instant of valve I and 

R.. = R. + R. (4.5) 
i k i k 

L.. = L. + L (4.6) 
i k i k 

V., = V. - V, (4.7) 
i k i k 

di . 
V. = -CR.i.+ L. -ir^ ) (4.8) 
ic ii i dt 

V. and V^ are defined by equation (3.1) and are referred 

to the main reference; is given by equation (3.42) and is 

referred to the valve I firing instant reference; i. is given 

by equation (3.54), referred to the firing instant of valve i 

In the valve I firing instant reference, equation (3.1) 

becomes 

P 

V. = £ V . h s i n ( h U o f t i h + h e , ) (4.9) 

h= I 

wherefrorn 

P P 

V., = V. - V, = Y S, si n (h w t) + y C, cos (h 
,k . k h » o ^ h 

(4.10) 

where 
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S. = V.U cos C * .. + h 9 ) - V, , cos ( 4> , + h 6 ,) (4. I I) 
h ih i h I kh kh I 

C, = V.. sin C + h 9 ,) - V. , sin C <t> . + h 8 .) (4.12) 
h i h i h I kh kh I 

The commutation current i. must also be the object of a 

change of reference. Both i. and V^ are only defined in the 

i nterva I 

6. < co f < 9. + u. (4. 13) ' i o I I 

9. and 9. + u. are defined in the main reference. In the new i i i 
reference, equation (4.13) becomes 

9 < to f < 9 + u . (4.14) 
X O X I 

where 

9 = 9. - 0 (4.15) 
x i I 

When expressed by equation (3.54), i. is only defined in the 

i ntervaI 

0 < (!)+'< u . (4.16) o I 

From equations (4.14) and (4.16) the relation between t and +' 

can be estabIi shed 

w t' = w f - 9 (4.17) o o x 

or 

t ! = t - t (4.18) 
x 

t = — (4. 19) 
X 03q 

By substituting in equation (3.54) t by t-tx and oj t by oj t -0 , 
o o x 

the commutation current i. is obtained in the new reference as 
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P -Ct-t )/T. -(t-t )/T 
i.Ct) = £ I X l h e X + s | h S l n C h u o t + * l h " h M + Y , ( , " e 

h= I 

nd -Ct-t )/T. 

+ £ t X2A 6 X 1 0 + S
2 * S l n ( * V + ( 4 - 2 0 ) 

A = 1 

Substituting equation (4.20) into equation (4.8) the 

expression for V. , the. voltage drop in the transformer 

impedance due to the commutation current, can be obtained . 

as 

-(t-t )/T. p 
V. (t) = W e x 1 0 + S~ [ M,. cos(h u +) + N I k sin(h w +)] + 

ic 1 I h o Ih 1 o J 

h= I 

nd 
+ T [ Mo0 c o s t ) + N 0 sin(Aw t)] + k. (4.21) 2*- o 2 o 1 
A = | 

where 

L. 
R; = ~ - R. (4.22) I T. 1 1 o 

nd 
W = R i ( I X,h X

2 * )
 ( 4 ' 2 3 ) 

K. = -R. Y. (4.24) 1 1 I 

5.. = <f>,u - h 9 (4.25) 
1 h y Ih u x 

* = - (4.26) 
2A x 

M i h • " ( h % Li sih c o s 5 i h
 + Ri sih s i n 5 i h

J ( 4 - 2 7 > 

M2* ' Li S2* C 0 S 5 2* + Ri S2* s i n V ( 4 " 2 8 ) 

N.lh= C h u o S Slh S i n 6|h " Ri Slh C 0 S 5 | h ' ( 4 - 2 9 ) 

N2* " ( *Uo Li S2* Sin 52H " Ri S2* COS V
 (4

-
3

°' 



and now defines. 

di . 
V, , = R. i . + L -rrH (4.31) 
kd k d k dt 

di 
V.. . = R.. i . + L.. —3T- (4.32) 
ikd ik d i k dt 

By substituting the expression for i^, referred to the 

firing instant of valve I, given by equation (3.42), one 

obtains 

nd 
Vkd " Rk'd + Z ( R k F * " ^ o L k G j s i n ( * % + ) 

H* I 
nd 

+ Z ( R k G * + * % L
k
F * ) C O s ( * " o + ) ( 4 - 3 3 > 

SL =| 

and 

Vikd = Rik'd + £ ( Rik FA - A » o L , k V
s I n ( A M o + ) 

A = I 

• nd 
+ y (R.,Go L..F.) cos( Aw t) (4.34) 

\ i k A o i k A/ o 
A = I 

where 

= l d * C O S * d * ( 4 ' 3 5 ) 

GA = ' d A S i n d̂ A ( 4 ' 3 6 ) 

Equations (4.10), (4.21), (4.33) and (4.34) fully describe the 

contribution of valve i to the d.c. voltage waveform. Equation 

(4.4) can now be written in the form 

iv.. - v. , + v. (e.- e.)< u> + < (e. - e.) + u. (4.37) 
... J ik kd ic i I. o i I i 

v .. (t) = 
dl |V., - V... (0.- 6.) + u.< wt < (a- 0.) (4.38) 

k ikd i i i o k 



Equations (4.37) and (4.38) are valid for the odd numbered 

valves only, i.e. the valves connected to the positive pole of the 

converter. For the even numbered valves, V.. and V. must 
i k i c 

have their sign changed, as the following reasoning will 

show. 

Fig 4.1 shows a 3-phase bridge during commutation of two 

even numbered valves (compare wlth» fig 3.7). The following 

equations apply in this case: 

v
d - " V + v k " V d " Lk dt (4-39) 

H i 
V = V. - (R.i. + L. .. ) = V. + V. (4.40) 
pn I i l i dt i i c 

Substitution of equation (4.40) into (4.39), yields 

H i 
vd = Vk - Vi - V d - L k d t • Vic (4-4l) 

Taking into account equation (4.31), 

= -V.. - V. . - V. (4.42) 
d i k kd i c 

for similar reasons, during a full conduction period, 

v, = -V., -'V... (4.43) 
d ik ikd 

Assuming at This stage a modulating signal with a 

frequency multiple of the a.c. system frequency, the fundamental 

frequency of the d.c. voltage is (joq. Therefore one period of 

V^Ct) can be partitioned into six sections, each in turn 

comprising two sub-sections, as shown in Table 4.1. If the 

fundamental frequency was the number of sections would be 
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6q. In this case the reference for the harmonic evaluation would 

be the first firing instant of valve I within the repetition 

period. 

Table 4.1; D.C. Voltage Decomposition 

Section Time Limits Equation 

1 
0 < a) t < u. .... o .... 1 . 6 x = 0 (4.37) 

1 

Uj< co0t < e2- 0| (4.38) 

2 
V 6 | < W o + < V 6 I + u2 6 x = 62~ 6I ( 4 ' 4 2 ) 

2 

v + u2 < »ot < e 3 - e, (4.43) 

3 
V 9| < " o + < V ei+ U 3 

6 x * 03~ 9| ( 4 * 3 7 ) 

3 

e3" V U3 < " o + < V ei (4.38) 

4 
e - e < to t < e.- e.+ u. 
4 1 o 4 1 4 . 

0 = 0.- 0, (4.42) 
x 4 1 

4 

0.- a. + u < o) t < ec- 0. 4 1 4 o 5 1 
(4.43) 

5 
0 - 0 < 03 t < 8 - 0. + u c 
5 1 o 5 1 5 

0 = 8_- 0. (4.37) 
x 5 1 

5 

0r--0 , + u c < 0) t < e - 0 . 
5 1 5 o 6 1 

(4.38) 

6 
8-- 0 . < 03 t < 8 C- 6. + u, 
6... 1 . . o 6. .1 .6 . 

0 = 8 - 0. (4.42) 
x o I 

6 

9 ^ - 9 , + u^ < 03 t < 2tt. 
... 6 ... 1 ... 6 o 

(4.43) 
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4.2.2 Fourier Series Expansion 

The d.c. voltage can be expanded in Fourier series: 

. A oo Oo 
Ct) = ^ + T A cos n a) t + V B sin n 03 t (4.44) 

2 i—. n o (—. n o 
n=l n=l 

where A and B , the Euler-Fourier coefficients, are given by 
n n 3 ' 

Cu) T = Tr). o 

A = - V n T 

n T 

2T 

0 

2T 

JO 

V .(t) cos n M dt 
d o 

V .(t) sin n ̂  t dt 
d o 

(4.45) 

(4.46) 

Alternati vely 

d ( + ) - v d + Z v
d *

s I n ( n % + + * d £ > 
A=l 

(4.47) 

where 

A 
V = 
d 2 

V , 0 -/A
 2
 + B

 2 

d I 1 n n 

i A 
„f , -1 n 
' d f t 3 n B" 

n 

(4.48) 

(4.49) 

(4.50) 

Since V^Ct) is piecewise defined, equations (4.45) and (4.46) 

develop into 

ft 

A 
n T 

h. 

V ,. Ct) cos n 03 t dt + 
d I o 

V ,0(t) cos n 03 t dt + 
d2 o-

/ + 

2T 
V , (t) cos n u t dt 
dn o 

(4.51) 

't* 
n-l 
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f t 
B 
n T 

V..C+) sin n w t dt +\ V,.(t) sin n M dt + 
dI o d2 o 

2T 

V. (t) sin n w t dt 
dn o (4.52) 

n-l 

where the integration limits t. _ t. define the interval 

during which valve i is conducting. For this valve^ the 

corresponding term in equation (4.51) is 

n i 
't. 

+ ! 
V .. (t) cos n to t dt = 
d i o (V.i — V. , + V. ) cos n to t dt 

ik kd ic o 

i -

/1. 

(V-l, - v-. J COS n W t dt 
ik ikd o 

(4.53) 

and in equation (4.52) 

n i 

+ ! 
V .. (t) sin n w t dt = (V.. 
di o i k V. . + V. ) sin n oj t dt 

kd i c o 
h. i - 't. 

i-1 

( t, 

+ ! 
(V.. - V.. ,) sin n o) t dt 

ik ikd o (4.54) 

The evaluation of the Euler coefficients therefore requires 

the following integrals: 

tL 

V. cos n o) t dt 
i k o (4.55) 

n. 

Jt 

V.. si n n 03 t dt 
i k o (4.56) 



't, 

t 

t 

V. cos n w t dt 
i c o 

V. sin n w t dt 
i c o 

V. cos n w t dt 
kd o 

0 

(4.57) 

(4.58) 

(4.59) 

t 
a 

V. sin n u t dt (4.60) 
kd o 

where t and t^ are general limits of integration. There is no 

need to define the integrals containing V.. ,, since V.. . and 
3 3 ikd' ikd 

are of the same form (see equations (4.33) and (4.34)), with 

only different parameters. 

The integrals (4.55) through (4.60) can be calculated by 

inserting equations (4.10), (4.21) and (4.33) in the appropriate 

cases. Each integral has to be evaluated for n ranging from 

zero to the maximum number of harmonics considered in the 

calculation. The latter was assumed to be 30 in this work, both 

on the a.c. and d.c. side. Evaluation of the integrals (4.55) 

to (4.60) are shown in Appendix D. 

Equations (D.I) through (D.3I) together with the integration 

limits defined in Table 4.1 allow the calculation of the 



coefficients A and B of the Fourier expansion, from which 
n n 

parameters V^, and ^ (equation (4.47)) can be.obtained. 

In fig 4.2 a flowchart for the computation of the d.c. 

voltage harmonics is presented. Variable Kl is a key which 

indicates whether the contribution to the Euler coefficients 

is being calculated during a commutation period (K1=0) or 

during a full conduction period (Kl=l). It should be noted 

that the contribution of integrals (4.55) to (4.58) for the 

coefficients A and B is positive for the odd-numbered valves 
n n K 

and negative for the even-numbered valves, as shown in section 

4.2.I. 

4.3 A.C. Current 

4.3.1 Mathematical description 

As for the direct voltage, the harmonic evaluation of the 

converter alternating current requires a mathematical 

description of its waveform. As was shown in section 3.3.2, 

three periods can be identified in the a.c. current waveform, 

namely: i) Full conduction period described by equations 

(3.6i) and (3.62); ii) Commutation period, described by 

equations (3.63), (3.64) and (3.65); and iii) Non-conduction 

period, described by equation (3.66). 

In fig 4.3 the three phase a.c. line currents are 

represented. Each current can be divided into six sections, 

the beginning of commutation defining the borderline between 

the sections. Section I is initiated at the commutation from 

phase B to R, section 2 at the commutation from phase Y to B, 

and so forth. 
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Fig. 3-14 
3 - phase bridge a.c. line currents 



Each of these sections can be decomposed into two 

subsections. In the first, two of the valves are In a 

commutation period and a third valve is in a full conduction 

period, i.e. three valves are conducting. In the second, two 

valves are in full conduction and the others are in a non-

conduction period. Table 4.2 gives a full description of the 

a.c. current waveform decomposition. 

The firing instant of valve I is taken as reference as 

previously in the calculation of the d.c. voltage harmonics. 

In Table 4.2, i. (t) stands for the current in the Incoming valve 

i Q(t) for the current in the outgoing valve, and i ^ t ) for the 

direct current. For the odd-numbered valves (see Fig 3.7), 

i. + i = i . (4.61) 
i o d 

whereas for the even numbered valves (fig 4.2), 

i. + i = -i . (4.62) 
i o d 

As can be seen from Table 4.2, the current in the outgoing 

valve i (+) is invariably calculated from equations (4.61) or 

(4.62) as a function of i.(t) and ijCt), an explicit expression 

not being necessary, i. (t) and i ^ t ) are given by equations 

(4.20) and (3.42) respectively. 

Equation (3.42) can be rewritten as 

i .(+) = I . +> (L sin £co t + M n cos t) (4.63) 
d d (— % o l o 

• £= I 

where 

= 1 d jl c o s * d ( 4 - 6 4 ) 

M * • s i n • dt ( 4 - 6 5 ) 
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The six sections and respective sub-sections in Table 

4.2 are as defined in Table 4.1, with respect to the calculation 

of the d.c. voltage harmonics. 

Table 4.2: A.C. Current Decomposition 

Section Time Limits 'r 'y 'b 

1 
0 < a) t < u, 

o 1 ji H d V 1 ! 1 

U. < 0) t < 0O- 0. 1 o 2 1 'd H d ° 

2 
02~ 0 I < "o1" < 02~ 0 I + U 2 !d Hd-!i M 2 

V V u 2 « V < V 0 I jd 0 "fd 

3 V ei < V < V V u 3 fd Hl fi "'d 3 

03- 0 1 +u 3 < V < e4- 0, 0 ld "'d 

4 V 6 I < V * V V u 4 fd "'d"1! 4 

V < w + < K- e, 
4 1 4 o 5 1 "!d !d 0 

5 
v e, < u0+ < e5- 0,+u5 

5 

e_- e.+u,. < a) t < 0.- 0. 5 1 5 o 6 1 0 jd 

6 
0 _ 0 < u3 + < 0 _ e . . 
. 6 . 1 4 . o T 6 1 6 •'d-'i fi !d 6 

e.- 0,+u. < a) t < 2it 6 1 6 o 0 -jd jd 
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4.3.2 Fourier series expansion 

The a.c. current can be expanded in Fourier series as 

A * 
i (t) = Tr- + V A cos n w t + / 
a 2 A— , n o L -

n = I n = 
B sin n a) t (4.66) 
n o 

where 

a© 
A 

B 
n T 

(2T 

0 

2T 

0 

i (t) cos n a) t dt 
a o 

i (t) sin n w t dt 
a o 

(4.67) 

(4.68) 

AI ternati ve ly 

0o 
i (t) = I + 7 I , sin (h a) t + , ) 

a ah o ah 
h = I 

(4.69) 

where 

a 2 

I , = /A 2 + B 
ah ' n n 

2 2 B 
r 

i|> ah * + a n " ' ^ 
n 

(4.70) 

(4.71) 

(4.72) 

According to Table 4.2, I (t) (a=R, Y, B) can be expressed as 
a 

a function of i.(t) and i ,(t). The calculation of the Euler i d 
coefficients A and B therefore requires the evaluation of 

n n ^ 

the integrals 

i. cos n w t dt 
i o 

(4.73) 

/tL 

i. sin n w t dt 
i o 

(4.74) 



'+b 

t 
a 

't 
a 

i , cos n to t dt (4.75) 
d o 

i . s i n n o i t d t (4.76) 
d o 

which are developed in Appendix E. 

Equations (E.I) and (E.22) together with the time limits 

defined in Table 4.2 are sufficient to calculate the coefficients 

A n and B n of the Fourier series, from which the parameter 

I , I and \p can be obtained, 
a' an Tan 

In fig 4.4 a flowchart for the computation of the magnitude 

and phase of the a.c. current harmonics is presented, assuming 

a fundamental frequency equal to the a.c. system nominal 

frequency. 

In the flowcharf variable Kl has the same meaning as in 

fig 4.2 (0 for commutation period, I for full conduction 

period). The contributions of i. and i^ to the Euler 

coefficients (integrals (4.73) to (4.76) are assigned to phases 

R, Y and B current according to Table 4.2. 

The computer routine based upon this flowchart evaluates 

the harmonics on the valve side of the converter transformer. 

Therefore a constant term may occur under some circumstances, 

which will cause the saturation of the transformer core. The 

harmonics on the busbar side can be calculated using the 

symmetrical component approach, as pointed out in section 

3.4. On this side, the constant term of the current cannot 

exist since the transformer is a fi Iter for zero frequency. 



Fig. 4-5 
A .C. cur ren t harmonic calculation F l o w c h a r t 



A number of simplifications can be implemented on the 

calculation of both d.c. and a.c. harmonics which afford 

reduction of computer times without appreciable loss of 

accuracy. This matter will be discussed in the next sections. 

4.4 Steady-state analysis of an h.v.d.c. link 

Tne non-iinear converter mode! developed in Chapter Three 

and the harmonic calculation presented in this chapter enable 

the calculation of all quantities of interest for a biterminal 

h.v.d.c. link in the steady-state. The d.c. system is assumed 

to be operating in open-loop, i.e. without current control, 

the input control voltage being constant. Its value is set 

to a level which yields the desired firing angle in the steady-

state. If there is imbalance and/or distortion in the a.c. 

voltage, the firing angle is not the same for all valves 

(although the interfiring period may be constant with PPC or 

PFC firing systems, but not with IPC), the average value is 

made equal to the desired value. 

The degree of imbaIance"and/or distortion of the a.c. 

bus voltage can be set at wi II, on both rectifier and 

inverter ends. If the a.c. system is assumed to be infinite, 

the imbalance/distortion imposed will not be changed throughout 

the calculation. On the other hand, for a finite a.c. system, 

the final pattern of distortion in the a.c. bus is different 

from the initial assumption, due to the voltage drop caused-

by the a.c. current harmonics in the source network impedance. 

In this case an iterative process is necessary, since the 

voltage drop is not known a priori. 



The computer program accepts as data 

- Three phase-to-neutral a.c. bus voltages, fundamental 

component (magnitude and phase); both on the rectifier 

and inverter ends. 

- Up to 30 harmonic components of the a.c. voltage generated 

by the a.c. supply systems. 

- Nomina.l firing angle of the rectifier. 

- Nominal extinction angle of the inverter. 

- Converter transformer impedance. 

- Converter transformer voltage ratio. 

- Transmission line parameters. 

- D.C'. fi Iter parameters. 

- A . C . fi Iter parameters. 

- D.C. current, 

and yieIds resuIts 

- Voltage zero crossings of the commutating voltages. 

- Firing angle for each valve and average of six valves. 

- Firing instant for each valve. 

- Commutation angle. 

- D.C. current harmonic content. 

- A.C. current fundamental component and harmonic content on 

sides of the converter transformer. 

- A.C. voltage fundamental component and harmonic content on 

the converter busbar (if a.c. system is finite). 

4.4.I infinite a.c. systems 

The case where both rectifier and inverter a.c. system 

are infinite wi I I be dealt with in this section. Due to this 

feature the a.c. bus voltages are constant (fundamental and 

harmonic), irrespective of the operating conditions. 



The calculation is particularly simple under these 

conditions because no iterative process is required to adjust 

the a.c. bus voltage. However, since the commutation angle 

and the d.c. voltage harmonics are dependent upon this d.c. 

current harmonic content (see figs 3.8 and 4.2), which is not 

known a priori, an iterative process is, in principle, 

necessary to calculate these quantities. 

A flowchart is presented in fig 4.5 for the steady-state 

calculation of the d.c. link with infinite a.c. systems. The 

inverter is simulated by a fixed e.m.f., its equivalent 

negative resistance due to commutation being included in the 

d.c. Iine. resistance. Since the d.c. current is imposed and 

the rectifier voltage constant term is not known a priori 

(it depends on the commutation angle), the inverter e.m.f. 

is allowed to vary from iteration to iteration until 

convergence is achieved. 

As was pointed out in section 3.3.1, the iterative process 

is slowly convergent and greatly increases the computation time. 

Fortunately, the influence of the d.c. current harmonics on. 

the commutation angle is small and can be disregarded without 

appreciable error. Its influence on the d . c . voltage is, 

however, sizable, due to the voltage drop on the transformer 

impedance. Taking again Test System I, represented in fig 

3.9, the results obtained for the d.c. current harmonics 

with and without a modulating signal at 50 Hz are shown in 

Tables 4.3 and 4.4 respectively. 

To reduce the excessive computing time resulting from 

the iterative method, an approximate non-iterative method was 



Fig. 4-5 
Steady - state calculation of d.c. link. 
Infinite a.c. systems. 
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Table 4.3: D.C. Current Harmonics (no modu1ati ng si gna 1) 

First iteration Converged values 
* Harmoni c Magnitude Phase (deg) Magnitude Phase (deg) 

Order (KA) (KA) 

6 0.03198 -149.00 0.02680 -145.50 

12 0.00472 150.00 0.00397 -177.00 

18 0.00083 99.74 0.00075 107.19 
24 0.00093 - -9.04 0.00074 2.24 

30 0.00103 -53.67 0.00080 -44.28 

% 

Table 4.4: D.C. Current Harmonics (modulating signal at 50 Hz) 

First iteration Converged va1ues 

Ha rmon i c Magnitude Phase (deg) Magni tude Phase (deg) 
Order (KA) (KA) 

1 0.03633 137.50 0.03073 143.10 

2 0.00151 96.70 0.00130 101.56 

* 3 0.00021 -173.50 0.00020 -177.20 

4 0.00650 -147.50 0.00102 -152.08 

6 0.03154 -129.30 0.02638 -128.21 

7 0.00423 -124.80 0.00385 134.00 

8 0.00050 40.67 0.00047 44.50 

9 0.00012 -167.10 0.00010 -164.40 

10 0.00056 -163.20 0.00045 -165.80 

* * 

- . 

* 

-
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devised which yields results very close to the former. The 

internal resistance and inductance of the converter can be 

averaged and located externally to the converter in series with 

the d.c. current. Denoting by R_j_ and L̂ . the transformer 

resistance and inductance per phase, the internal resistance 

3 3 
and inductance of the converter change from R^. and ^ L^ 

when three valves are conducting (0 t < u°) to 2R, and 2L, 
3 o t t o ir 

when two valves are conducting (u < w ot<-j). The average 

values are consequently: 

U ° | R + * <1- 2R+ • , 
r = ± _ i 1 
av 7T 

I 
O 

= 2R.(I - ) (4.77) 
t 4tt 

and simi larly 

3u° 
L = 2L. ( I - ) (4.78) 
av t 4tt 

R^ and should be interpreted as mean values if they 

are different for the three phases; the same applies to u°, 

if different for the six valves. 

For the same conditions as in Table 4.4 the results of 

the calculation using the approximate method are compared in 

Table 4.5 with the converged values of the exact method. The 

difference in the amplitude is only about 0.5$; the computing 

time is reduced by a factor of 80. The benefits of the • 

approximate method are so obvious that it will be systematically 

used throughout this work. 
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Table 4.5: D.C. Current Harmonics (modulating signal at 50 Hz) 

Exact method Approximate method 
irmon i c 
'der 

Magni tude 
(KA) 

Phase (deg) Magnitude 
(KA) 

Phase (deg) 

| 0,03073 ' !43,!0 0.03056 !36.95 
2 0.00130 101.56 0.00127 95.78 
3 0.00020 -177.20 0.00017 -173.73 
4 0.00102 -152.08 0.00101 "147.65 
5 0.00528 -146.83 0.00546 -142.63 
6 0.02638 -128.21 0.02652 -129.44 
7 0.00385 134.00 0.00356 134.73 
8 0.00047 44.50 0.00042 40.62 
9 0.00010 -164.40 0.00010 -167.20 
10 0.00045 -165.80 0.00042 -165.20 



In Table 4.6 to 4.10-the results of selected calculations 

are shown for Test System 2 represented in.fig 4.6, with the 

following parameters: 

D.C. voltage per bridge at rated current 

Rated d.c. current 

Converter transformer 

Rating 

Copper loss 

Voltage ratio 

Nominal firing angle (rectifier) 

Nominal extinction angle (inverter) 

Smoothing inductor (per station) 

Resi stance 

Inductance 

Transmission line 

Length 

Res i stance 

Inductance 

Capaci tance 

250 kV 

2 kA 

59! MVA 

2500 kW 

400±l 5^/209 kV 

15° 

18° 

0.325 ft 

0.5 H 

• 800 km 

10 n 

0.48 H 

23-28y F 

The d.c. line has a resonance at 50 Hz if the capacitance 

is 27.38 VF. For the range, considered the resonance varies 

between 54.5 and 49.5 Hz. 

Table 4.6 refers to the base case with balanced and 

undistorted a.c. voltages, yielding the characteristic 

harmonics both on the d.c. and on the' a.c. side. Only one 

six-pulse converter is assumed to be in operation. 

In Table 4.7, second harmonic distortion with positive 

sequence was assumed on the a.c. busbar. A 'component at the 



Rectifier 

>0 kv 

Smoothing Transmission 
inductor line 
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1000 M w / p o l c 

77777 

Fig. 4 6 
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Data a.c. busbar voltages 

PHASE R PHASE Y PHASE B 

Order KV DG KV. DG KV DG 

I 230.94 0 230.84 -120.00 230.94 120.00 

D.c. voltage constant term (KV) 250.32 
D.c. current constant term (KA) 2 
D.c. current harmonics 

Order KA DG 
6 .0193 164.82 
12 .0036 -8. 14 
18 .0029 -100.57 
24 .0009 166.22 
30 .0006 -9.23 

A.c. currents - busbar side 

PHASE R PHASE Y PHASE B 
Order KA DG • KA DG KA DG 

1 1.1469 -26.40 1.1469 213.60 1.1469 93.60 
5 .2076 46.94 .2076 166.94 .2076 -73.06 
7 . 1234 -3.99 .1234 236.01 . 1234 116.01 
1 1 .0520 65. 1 1 .0520 185.11 .0520 -54.89 
13 .0330 9.48 .0330 249.48 .0330 129.48 
17 .0091 42.65 .0091 162.65 .0091 -77.35 

Table 4.6 

Base case s.c.r. =oo 
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Data a.c. busbar voltage 

Phase R Phase Y Phase B 

Order KV DG KV DG KV DG 

1 230.34 0 230.34 -120° 230.34 +120° 

2 2.3 0 2.3 -120° 2.3 +120° 

D.c. voltage constant term (KV): 250.32 
D.c. current constant term (KA): 2 

D.c. current harmonics 

Order KA DG 

I .1182 85.71 
5 .0005 -99.71 
6 .0194 164.83 
7 .0005' -159.67 
11 .0002 137.51 
12 .0037 -8.19 
13 .0001 77.66 

A.c. currents - busbar side 

Phase R Phase Y Phase B 
Order KA - DG KA DG KA DG 

1 1. 147 -26.39 1. 147 213.60 1 . 147 93.61 
2 .0349 -80.99 .0349 159.01 .0349 39.00 
4 .0051 64.85 .0051 184.88 .0051 -55.13 
5 .2077 46.99 .2077 166.96 .2078 -73.04 
6 .0097 -21.45 .0049 115.42 .0070 186.83 
7 . 1237 -3.98 . 1235 236.01 . 1236 116.08 
8 .0045 257.32 .0045 147.28 .0045 27.27 
10 .0016 14.05 .0016 134.21 .0016 254.18 
1 1 .0523 65. 17 .0321 185.13 .0522 -54.99 
12 .0037 -55.70 .0023 106.61 .0016 150.36 
13 .0332 9.26 .0331 249.41 .0332 129.51 

Table 4.7 

Second harmonic distortion, positive sequence 

s.c.r. = cd 



fundamental frequency is obtained for the d.c. voltage, 

yielding a correspond!ng large d.c. current due to the line 

resonance. On the a.c. side, besides the characterisec 

harmonics, all the even harmonics are obtained. 

If the second harmonic on the a.c. busbar has negative 

rather than positive sequence, as shown in Table 4.8, the 

harmonic pattern is profoundly affected. On the d.c. side, all 

trip I en harmonics are generated, but not a component of the 

fundamental frequency. On the a.c. side all harmonics but 

trip lens are present. The difference between this case and 

that of Table 4.7 is of great importance on the system 

stability, as will be shown later. 

In Table 4.9 imbalance both in amplitude (1$) and phase 

(2$) was assumed for the fundamental component of the a.c. 

voltage. This means that there is both a negative and a zero 

sequence. The latter is, however, of no importance, since it 

is fi Itered out by the converter transformers. The harmonic 

pattern is in this case as follows: on the d.c. side all 

even harmonics are produced; on the a.c. side the characterisec 

harmonics together with the multiples of three are generated. 

Of particular interest are the 3rd and 9th harmonics, the 

other uncharacteristic harmonics being of rather smalI 

amp Ii tude. 

The addition of a ±10$ imbalance in the converter 

transformer impedances does not change the harmonic pattern, 

although it does contribute to the magnification of the 

uncharacteristic harmonics. This is shown in Table 4.10, which 

shows the resblts of the steady-state calculation with 



Data a.c. busbar voltages 

r 
Phase R Phase Y Phase B 

Order KV DG KV DG KV DG 
1 230.94 0 230.94 -120 230.94 120 

2 2.3 0 2.3 120 2.3 120 

D.c. voltage constant term: 2.50.32 
D.c. current constant term: 2 

D.c. current harmonics 

Order .KA DG 

3 .0046 -74. 08 
6 .0194 164. 83 
9 .0003 -167. 48 
12 .0037 -8. 19 
13 .0001 37. 24 

A.c. currents - busbar si de 

Phase R Phase Y . Phase B 

Order KA DG KA DG KA DG 

1 1. 147 -26. 41 1. 147 213.59 1 . 147 93.59 
2 .0048 -63. 55 .0048 56.45 .0048 176.45 
4 .0025 267. 23 .0025 147.23 .0023 27.23 
5 .2076 46. 93 .2076 166.93 .2076 -73.07 
7 . 1234 4. 00 . 1234 236. . 1234 1 16. 
8 .0027 -2. 15 .0027 77.85 .0027 197.85 
10 .0024 259. 05 .0024 139.05 .0024 19.05 
1 1 .0520 65. 1 1 .0520 185.11 .0520 -54.89 
13 .0330 9. 49 .0330 249.49 .0330 129.49 

ft 

Second harmonic distortion, negative sequence 

s.c.r. =co 
ft 
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Data a.c. busbar voltages 

Phase R Phase Y Phase B 

Order KV DG KV DG KV DG 

I 230.94 0 228.64 -118 230.94 120 

D.c. voltage constant term (KV) 249.4 
D.c. current constant term (KA) 2 

D.c. current harmonics 

Order KA DG 

2 .0082 120.77 
4 .0010 37.20 
6 .0193 164.56 
8 .0004 57.33 
10 .0002 -67.16 
12 .0037 -8.83 

A.c. currents - busbar side 

Phase R Phase Y Phase B 

Order KA DG KA DG KA DG 

1 1. 143 -25.91 1. 146 214.44 1. 151 94. 14 
3 .0002 141.25 .0054 • 121.74 .0056 -67.45 
5 .2082 49.32 .2094 170.65- .2046 -69.72 
7 . 1221 -.67 . 1219 241.42 . 1258 120.45 
9 .0014 1 13.23 .0031 110.76 .0045 -66.46 
1 1 .0518 69.83 .0535 193. .0521 -46.81 
13 .0316 15.29 .0323 260.58 .0345 '136.93 

Table 4.9 

A.c.- unbalance in amplitude and phase 

s.c.r. =oo 

i 



Data a.c. busbar voltages 

Phase R Phase Y Phase B 

Order KV DG KV DG KV DG 

I 230.94 0 228.64 -118 230.94 120 

D.c. voltage constant term (KV) 249.4 
D.c. current constant term (KA) 2. 

D.c. current harmonics 

Order KA DG 

2 .0126 96.56 
4 .0007 -140.92 
6 .0193 164.64 
8 .0014 -8.43 
10 .0002 -84.39 
12 .0037 -8.89 

A.c. currents - busbar side 

Phase R Phase ! Y Phase B 

Order KA DG KA DG KA DG 

1 1 .137 -25.82 1. 151 214.67 1. 153 93.83 
3 .010 105.51 .0027 158.55 .0118 -64.07 
5 .2129 49.08 .2049 171.96 .2012 -70.73 
7 .1 174 .14 . 1254 242.85 .1265 118.37 
9 .0092 106.24 .0005 234.90 .0089 -71. 15 
1 1 .0545 68.37 .0535 196.90 .0469 -48.46 
13 .0290 19.04 .0350 263.05 .0342 132.19 

'Table 4.10 

A.c. voltage plus transformer unbalance 



simultaneous imbalance in a.c. voltage and transformer 

i mpedance. 

4.4.2 Finite a.c. system on rectifier side 

If the a.c. system connected to the rectifier is finite, 

the bus voltage has to be adjusted iteratively due to the 

voltage drop in the a.c. source impedance. The iterative • 

process used is the accelerated Gauss method with some 

simplifications to reduce the computation time. 

In fig 4.7 a flowchart for the calculation of the 

steady-state conditions of a two-terminal d.c. link with a 

finite a.c. system on the rectifier side is shown. The a.c. 

system on the inverter side is assumed to be infinite, the 

inverter being simply modelled as a back e.m.f. with a value 

which yields the specified d.c. current (constant term). 

A Gauss-type iterative process is used to adjust the 

a.c. bus voltage which depends upon the a.c. current harmonics, 

which are not known a priori. Initial values of the imbalance 

and/or distortion of a.c. voltage can be specified, as well as 

imbalance in the converter transformer reactance. 

The iterative process is fairly slow, therefore an 

acceleration factor was introduced to speed it up. The logic 

for the acceleration factor, which is only effective after 

the second iteration, is as follows: 

a. The a.c. voltage amplitude in iteration !n f is 

compared with that in iteration *n—IT. If the . 

convergence is monotonic, an acceleration factor is 

used; if the convergence is oscillatory, a 

deceleration factor is employed instead. 
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bus voltage 

Fig. 4-7 
Steady-state calculation of d.c. link. 
Finite a.c. system on rectifier side. 



b. The acceleration and deceleration factors are 

applied separately for each harmonic and each 

phase. Its value can be chosen by the user, being 

typically 1.4 for acceleration and 0.6 for 

deceleration. 

c. A protection against divergence is implemented. 

If the mismatch for a particular harmonic is 

greater than the overall mismatch in iteration 'n-l', 

the acceleration (deceleration) factor is set to 

unity in iteration !n'. 

In Tables 4.11 to 4.17 the results of calculations are 

shown for Test System 2 with variable values of the short-

circuit ratio on the rectifier a.c. system. 

Tables 4.11 and 4.12 refer to the base case with a short-

circuit ratio of 15 and 2 respectively. Convergence was 

achieved in three iterations for s.c.r. = 15 and four 

iterations for s.c.r. = 2. The difference between the results 

for both cases is fairly small, the reason being that the 

combined a.c. network plus fi Iter impedance for the 

characteristic harmonics is approximately the same in both 

instances. Since no imbalance/distortion was assumed, no 

uncharacteristic harmonics are generated. 

In Tables 4.13 and 4.14, \% second harmonic distortion 

with positive sequence is assumed to be imposed on the a.c. 

converter busbar by the a.c. system. Table 4.13 refers to 

s.c.r. = 15 and Table 4.14 to s.c.r. = 3 , convergence was 

achieved in 14 and 17 iterations, respectively. In this case, 

as was seen in section 4.4.1, a d.c. voltage component at 



D.c. vol+age constant term (KV) 250.60 
D.c. current constant term (KA) 2 

D.c. current harmonics 

Order KA DEG 

6 .0193 164.26 
12 .0037 -9.79 
18 .0031 -106.92 
24 .0008 162.77 
30 .0006 -15.34 

A.c. voltage harmonics - busbar side 

Phase R Phase Y Phase B 

Order KV DG KV DG KV DG 

1 230.9400 0 230.9400 -120.00 230.9400 120.00 
5 .2770 217.24 .2770 -22.76 .2770 97.24 
7 .3131 220.45 .3131 100.45 .3131' -19.55 
1 1 .0483 236.28 .0483 -3.72 .0483 1 16.28 
13 .0583 141.76 .0583 21.76 .0583 216.76 
17 .6946 -74.33 .6946 45.67 .6946 165.67 
19 .8279 133.27 .8279 13.27 .8279 253.27 

Table 4.I I 

Base case s.c.r. = 15 



D.c. vol+age constant term (KV) 250.60 

D.c. current constant term (KA) 2 

D.c. current harmonics 

Order KA DG 

6 .0193 164 
12 .0037 -9 
18 .0030 -109 
24 .0008 162 
30 .0006 - -15 

A.c. voltage harmonics - busbar side 

Phase R Phase Y Phase B 

Order KV DG KV DG KV DG 

1 230.9400 0 230.9400 -120.00 230.9400 120.00 
5 .2763 214.44 .2763 -23.56 .2763 96.44 
7 .3176 219.68 .3176 99.68 .3176 -20.32 
1 1 .0482 236.14 .0482 -3.86 .0482 116. 14 
13 .0578 141.64 .0578 21.64 .0578 261.64 
17 .8886 -83.10 .8886 36.90 .8886 156.90 
19 .7778 113.73 .7778 -6.27 .7778 233.73 

Table 4. 12 

Base case s.c.r. 



i oy 

D.c. voltage constant term (KV) 250.60 
D.c. current constant term (KA) 2 

> 
D.c. current harmonics 

KA DG 

0727 78.40 
0004 -98.65 
0193 164.28 
0000 1/0.04 
0001 122.86 
0037 -9.84 
0001 113.08 

k 

A.c. voltage harmonics - busbar side 

Phase R Phase Y Phase B 

rder KV DG KV DG KV DG 

1 230.9400 0 230.9400 • -120.00 230.9400 120.00 
2 1.2777 1.01 1.2776 242.01 1.2776 121.02 
4 . 1508 183.74 .1508 -56.24 . 1507 63.76 
5 .2771 217.27 .2771 -22.75 .2772 97.25 
6 .5014 92.68 .2499 208.04 .4544 -57.52 
7 .3134 220.46 .3132 100.45 .3133 -19.51 
8 .8351 44.97 .8354 -75.07 .8347 164.93 

• 

Table 4.13 

Second harmonic distortion, positive sequence 

s.c.r. = 15 
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D.c. voltage constant term (KV) 250.61 
D.c. current constant term (KA) 2 

D.c. current harmonics 

Order KA DG 

1 .0832 35.53 
5 .0014 -86.17 
6 .0194 164.32 
7 .0014 -177.81 
1 1 .0005 148.86 
12 .0037 -10.19 
13 .0003 71.66 

A.c. voltage harmonics - busbar side 

Phase R Phase Y Phase B 

Order KV DG KV DG KV DG 

1 230.94 0 . 230.94 -120° 230.94 -120° 
2 6.324 -13.31 6.325 226.70 6.325 106.69 
4 .2166 267.57 .2167 27.59 .2166 147.61 
5 .2765 216.46 .2766 -23.55 .2765 96.48 
6 .2009 152.43 .3048 162.06 .5040 -21.76 
7 .3174 219.66 .3175 99.70 .3177 -20.33 
8 .3619 60.86 .3623 -59.15 .3620 180.8 

Table 4.14 

Second harmonic distortion, positive sequence 

s.c.r. = 3 . 

• 



the fundamental frequency is generated. Since the d.c. line 

resonates at close to 50 Hz, a strong d.c. current component 

at this frequency is generated, which in turn gives rise to 

a second harmonic current on the a.c. side. 

For s.c.r.,= 3, the a.c. system plus filter impedance 

exhibits a resonance at close to 100 Hz, which results in a 

large magnification of the second harmonic on the a.c. busbar, 

as can be appreciated from Table 4.14. The d.c. line resonance 

is at 54.5 Hz; if the line capacitance is adjusted to yield 

a resonance of precisely 50 Hz, the programme fails to converge. 

It is therefore not possible to evaluate the degree of 

harmonic magnification in the real system. 

For s.c.r. = 15, the a.c. system plus filter impedance 

possesses a resonance at close to the 8th and the 19th harmonics, 

which results in an appreciable magnification of these two 

harmonics of the a.c. busbar voltage. 

As a general rule, the presence of resonances either on 

the d.c. or the a.c. side occurring at the same frequency as 

any uncharacteristic harmonic, results in a considerable 

increase in the number of iterations and sometimes even to 

divergence of the computer simulation program. 

Tables 4.15, 4.16 and 4.17 refer to the same conditions 

as Tables 4.8, 4.9 and 4.10, but with s.c.r. = 3. Since in' 

none of these cases a d.c. component at fundamental frequency 

is generated, convergence is relatively fast:- five, four 

and four iterations respectively. The a.c. resonance at close 

to 100 Hz gives rise to a relatively strong second harmonic 

in Table 4.15; it does not affect the study cases of Tables 
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D.c. voltage constant term (KV) 249.67 
D.c. current constant term (KA) 2 

D.c. current harmonics 

Order KA DG 

3 .0060 -66.36 
6 .0194 164.25 
9 .0003 -139.77 
12 .0038 -9.83 
15 .0002 43.39 

A.c. voltage harmonics - busbar side 

Phase R Phase Y Phase B 

Order KV DG KV DG KV DG 

I 230.54 0 230.94 -120 230.94 120 
2 3.296 1 1.08 3.296 131.06 3.296 251.06 
4 .0936 -1.69 .0936 238.31 .0937 118.31 
5 .2764 216.46 .2764 -23.54 .2764 96.46 
7 .3172 219.69 .3172' 99.69 .3172 -20.31 
8 .3525 61.38 .3525 181.38 .3525 -58.62 
10 .0388 -1.85 .0388 238.15 .0388 118.15 

Table 4.15 

Second harmonic distortion, negative sequence 

s.c.r. = 3 
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D.c. voltage constant term (KV) 249.67 
D.c. current constant term (KA) 2 

I 
D.c. current harmonics 

Order KA ' DG 

2 .0084 1 15.91 
4 , 00! ! 48.96 
6 .0193 163.97 
8 .0003 53. 17 
10 .0002 -55.60 
12 .0038 -10.48 
14 .0001 -76.66 

A.c. voltage harmonics - busbar side 

Phase R Phase Y Phase B 

Order KV DG KV DG KV DG 

1 230.94 '0 228.64 -118 230.94 120 
3 .0004 123.75 .0058 120.59 .0061 -59.23 
5 .2082 50.33 .2088 171.63 .2044 -68.88 
7 .1216 .61 .1215 242.82 .1256 121.76 
9 .0017 1 18.97 .0030 1 12.98 '.0047 -64.88 
1 1 .0515 71.79 .0530 195.15 .0496 -44.96 
13 .0312 17.47 .0319 262.98" .0342 139.18 

Table 4.16 

A.c. voltage imbalance in amplitude and phase 

s.c.r. = 3 
• 

ft 
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D.c. voltage constant term (KV) 249.67 
D.c. current constant term (KA) 2 

D.c. current harmonics 

Order KA DG 

.2 .0125 90.77 
4 .01 10 -173.52 
6 .0193 164.96 
8 .0014 -11.76 
10 .0001 -46.66 
12 .0037 -10.53 
14 .0006 -118.15 

A.c. vo1 Itage harmonics - busbar si de 

« 

Phase ! R Phase Y Phase B 

Order KV DG KV DG KV DG 

1 230.94 0 228.64 • -1 18 230.94 120 
3 .6878 198.59 . 1298 255.57 .7663 26.75 
5 .2839 218.65 .2763 -18.44 .2678 98.68 
7 .3007 223.85 .3230 106.67 .3256 -18.10 
9 .2779 202.20 .0219 5.88 .2570 23.57 
1 1 .0508 239.47 .0494 6. 12 .0434 122.15 
13 .0500 151.20 .0616 35.44 .0602 263.93 

Table 4.17 

A.c. voltage plus transformer unbalance 

s.c.r. = 3 
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4.16 and 4.17, since no second harmonic is produced on the 

a.c. side. 

4.4.3 Finite a.c. systems on rectifier and inverter sides 

If the a.c. system connected to the inverter terminal Is 

finite, the a^c. busbar voltage at this terminal has to be 

adjusted Iteratively as for the rectifier. Furthermore, 

a harmonic evaluation has also to be carried out on the inverter 

side to determine the final pattern of a.c. and d.c. harmonic 

voltages. 

As the inverter operates on extinction angle control mode, 

the evaluation of the firing instants is somewhat different 

from the evaluation of the firing instants on the rectifier 

To control the extinction angle, feedback control (2) 

is assumed and a PFC type of firing system considered (see 

section 3.2.3). 

Extinction angle control keeps the smallest of six 

extinction angles at the prescribed value. As the value of 

the firing angle is not known a priori from the specified 

value of the extinction angle, an estimate of the firing 

angle is needed. 

At the beginning of the process (first iteration), an 

estimate of the firing angle is obtained from the classic 

equation: 

si de. 

ft 

(4.79) 

where V. is obtained from equation (3.39) for h = l. 
i o 



V. = S, sin u f + c. cos w t (4.80) i o i o i o 

thus: 

V. I = (S 2 + C . V (4.81) i o i i i 

In the remaining iterations the value of firing angle 

obtained in. the previous iteration is taken as arr> estimate of 

the firing angle for the current iteration. 

From the estimate of a the starting instant of the ramp 

for the first valve to be fired can be computed (see section 

3.2.3): 

t. 
i n 

7T _ / v.z.c. (I) +
 a est. 

. h 1 % 'j 
(4.82) 

The firing angles and commutation angles for the six valves 

can now be evaluated using the subroutines developed for the 

recti fier. 

From the values of the firing angles, commutation angles 

and voltage zero crossing between valves connected to the same 

a.c. phase, the extinction angles for the six valves can be 

computed: 

Y = (v.z.c.). . - (a + U ) (4 .83 ) 
i nt 

where (v.z.c.). stands for voltage zero crossing interval. 

s The minimum extinction angle is compared with the set 

value, the difference giving rise to an adjustment of cP and 

repetition of the computations unti I convergence is achieved. 

During this iterative procedure a situation may occur 

in which no solution for the commutation angle evaluation exists 

This is due to a "bad" estimate of the firing angle and occurs 

only during the first iterations when the a.c. voltage waveform 



is badly distorted. 

If such a situation occurs, a new estimate of a .is taken 
est 

by decreasing its value by Y 
sp 

Figure 4.8 shows the flowchart of the subroutine that 

evaluates the firing, commutation and extinction angles. 

All computations are similar for rectifier and inverter 

with the exception of the firing instants. 

Once the d.c. voltage constant term and harmonics are 

obtained for both stations the d.c. current can be evaluated. 

In order to maintain the rated d.c. current, the d.c. voltage 

constant term on the inverter side has to be adjusted. This is 

achieved by acting on the inverter tap changer. 

The contribution of each valve to the d.c. voltage 

waveform is given by equation (4.4) 

(V.. - (R. i . + L d l d ) + V. (e.- 0,)< to t< (6.- 6 
i k k d k -^p- i c i I o i 

di 
V
i k -

 ( R
i

k
d

 + L
ik d T ^

 (
W < » o

+
<

( e
k -

(4.4) 

All the a.c. voltages in equation (4.4) are referred to the 

converter side of the transformer. It is thus possible to 

rewrite this equation as a function of the a.c. voltages on the 

busbar side, and the transformer's ratio 'a'. Furthermore, 

if the influence of d.c. current harmonics in equation (4.4) 

is neglected, the constant term of d.c. voltage V^ depends only 

on the a.c. voltages on the busbar side, on the transformer's 

ratio 'a' and on the voltage drop in the transformer resistance 

due to the constant term of d.c. current. V , can then be 
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Fig 4.8: Calculation of firing, commutation and extinction 
angles for the inverter 



expressed as: 

V d = V» - AV (4.84) 

where V' d represents the component of V d that depends on the 

a.c. voltages (busbar side) and on the transformation ratio 

Ta f and Av represents the voltage drop in the transformer 

resistance. 

Denoting by V , the constant term of d.c. voltage 3 1 d comp 3 

computed when performing the Fourier analysis of the d.c. 

voltage waveform, and by V . . the constant term of d.c. 3 d i mp 

voltage obtained In order to maintain the constant term of 

direct current at the specified value, V, and V, . 
r 9 d comp d imp 

may be decomposed as in (4.84). 

V . = V» - AV 
d comp d comp comp 

V . . = V 1 : - AV. 
d i mp d i mp i mp 

Thus: 

V' = V , -+ AV (4.85(a)) 
d comp d comp comp 

V' - V . . + AV. (4.85(b)) 
d i mp d i mp i mp 

An approximation to the value of AV Is obtained by conslderin 

Av= R I . (4.86) 
av d 

where R g v is given by equation (4.77). 

The value of !a' Is finally obtained from 

(4.87) 
a = d comp 

vl • 
d i mp 

Figure 4.9 shows the flowchart of the computer program 

when a finite a.c. system is considered on both the rectifier 
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and i nverter si des. 

The acceleration and deceleration procedures are identical 

^ to the ones detailed in section 4.4.2. 

Tables (F.I) to (F.8) in Appendix F compile some of the 

studies carried out. 

• Comparison of these tables with the ones shown in section 

4.'4.2 allow the fo! lowi ng "concl us ions: 

a) For the hase case with both high and low s.c.r. the 

d.c. voltage and current harmonics show no significant difference 
i 

from the results obtained in section 4.4.2. 

b) The 100 Hz d.c. harmonic generated by an imbalance 

in the fundamental voltage either on the rectifier or on the 

k inverter has negligible influence on the a.c. voltage 

distortion in the terminal in which no voltage distortion was 

assumed. This means that the d.c. line acts as a filter for 

^ the 100 Hz. Also the consideration of an imbalance in the 

fundamental voltage both on the rectifier and inverter does 

not,affect considerably the 100 Hz harmonic on the rectifier 

.side. Modelling the inverter as a constant e.m.f. seems 

suffi ci ent. 

c) A second harmonic distortion with negative sequence 

in one of the terminals (yielding a 150 Hz d.c. harmonic) has 

no effect on the other terminal. 

d) The only case which gives results significantly 

different from the ones obtained in section 4.4.2 is the one 

* that generates a 50 Hz harmonic on the d.c. side. 

Due to the s.c.r. considered both terminals possess a 

source impedance with a high value, capacitive characteristic 

and poor damping (damping angle equals 85°). As the d.c. line 



resonates at a frequency near 50 Hz, convergence was not 

achieved for the values of d.c. line capacitance given for 

fig 4.6 (23 yF). The value of capacitance was changed to 

20 y F. 

- Analysis of this case shows that when a 50 Hz harmonic 

appears on the d.c. current the final solution for both 

terminals is affected. 

Thus for a 50 Hz d.c. current harmonic it is not valid 

to model the inverter as a constant e.m.f. 

4.5 Cone Iusi ons 

The calculation of d.c. voltage and a.c. current harmonics 

generated by a three phase bridge converter was dealt with in 

this chapter. Both characteristic and uncharacteristic 

harmonics are considered. The latter arising when the a.c. 

bus voltage is imbalanced and/or distorted, the firing is 

non equidistant or the converter transformer impedances are 

unequal for the three phases. 

The Euler coefficients of the Fourier s.eries expansion 

are calculated analytically, giving rise to rather involved 

mathematical expressions. However, this procedure is 

computationally much faster than the alternative method of a 

computer harmonic analysis of the waveforms obtained by 

numerical integration of the differential equations. 

Both the d.c. voltage and a.c. current are periodic 

waveforms which can be decomposed in six sections, each in 

turn having two sub-sections, if their period is the same as 

the a.c. voltage fundamental period. This assumption implies 



a modulating signal with a frequency multiple of the a.c. 

system fundamental frequency, which is of practical interest. 

If on the contrary, the frequency of the modulating signal 

were a submultiple of the a.c. fundamental frequency, a larger 

number of sections would have to be considered. Due to this 

feature of the waveforms, the Euler coefficients turn out 

to be a summation of a finite number of terms. In this study, 

the maximum number of harmonics -considered is thirty, both on 

the a.c. and the d.c. sides. 

The technique developed for the harmonic analysis of the 

converter voltage and current enables the steady-state 

calculation of and h.v.d.c. link under the most general 

conditions. A computer program was developed to perform 

this task both with infinite and finite a.c. terminal systems. 

In the first case a non-iterative method can be used, 

since the a.c. ,bus voltage is fixed. To be precise, iterations 

are still necessary to take into account the influence of the 

d.c. current harmonics on the commutation angle and d.c. 

voltage. However, the first effect can be neglected 

altogether without significant error and the second can be 

approximated very closely by averaging the converter transformer 

resistance and reactance and placing them externally in series 

with the d.c. circuit. 

With finite ^.c. systems, a Gauss iterative method has 

to be used to adjust the a.c. bus voltage, which is dependent 

through the a.c. source plus filter impedance on the converter 

a.c. current which is not known a priori. The method is 

slowly convergent and acceleration and deceleration factors had 



to be implemented to reduce the computation time. The numerical 

method may in some instances be divergent, when a d.c. system 

resonance occurs at k u , the frequency of the input signal 

and simultaneously an a.c. system anti-resonance occurs at 

(k ±1) to. . o 

The computer program* with some modifications, can also 

be used for the calculation of describing functions, if a 

modulating signal of suitable frequency is superimposed to the 

constant input control voltage used in the steady-state 

analysis. 



Chapter Five 

DESCRIBING FUNCTION EVALUATION 

5. I Introduction 

The steady-state simulation program described in 

Chapters Three and Four can be used with minor adaptations to 

calculate the describing function for h.v.d.c. systems. This 

method appears at the present time to be the most suitable 

for the analysis of harmonic stability of converter systems 

and was chosen for Its simplicity and reliability. This 

method was also chosen because it is a natural extension of 

the frequency response methods previously used in the study 

of small-signal stability. 

The describing function is defined as the ratio of the 

fundamental component of the output of a nonlinear system to 

the•amp Iitude of the input signal. In general, the describing 

function depends on the input signal amplitude and frequency 

and is complex because a phase shift may occur between the input 

and the fundamental component of the output. For converter 

systems (and sampled-data systems in general) the describing 

function also depends upon the phase of the input signal 

measured in relation to the firing instants. 



If the input to a non-linear device is a sinusoidal 

signal the describing function method assumes that the output 

is a periodic signal having the same fundamental frequency 

as the input. Therefore the analysis is concerned only with 

the fundamental component of the output waveform, all harmonics, 

subharmonics, and any d.c. component being neglected. 

The assumption of a sinusoidal signal applied to the 

input of the non-linearity is based on the fact that the 

amplitude of all harmonics and subharmonics of the input 

frequency are generally much smaller than the amplitude of 

the fundamental. Furthermore the low-pass characteristic 

of the linear element further attenuates the amplitudes of 

all the harmonics of the input frequency. The describing 

function assumes the existence of only one non-linear 

element in the feedback loop control system which (element) 

is not time varying. If a system contains more than one 

non-linearity they must be lumped together to allow the 

evaluation of an overall describing function. 

In this chapter the evaluation of the describing function 

for a two terminal h.v.d.c. system is dealt with. It is 

shown that the steady-state simulation program described 

in Chapter Four can be used to evaluate the describing 

function (d=f») by considering a modulating signal supei— 

imposed on the input control voltage and determining the 

output, harmonic of the relevant frequency. 

5.2 Review of the describing function method 

In order to derive a mathematical expression for the 

describing function consider the non-linear feedback system 



of fig 5.1. If the input to the non-linear element N is given 

by 

x( a) t) = X sin a) t (5.1) 

the steady-state output y can be expressed by the series 

y ( w t ) = Yj sin (u) t+ fy) + Y 2 sin (2 a) t* <J> + ••• 

(5.2) 

The describing function is by definition the ratio of the 

phasor representation of the output component of frequency 

a) and the phasor representation of the input: 

Y. (X, a) ) .. , v . 
) = e | C X ' U } (5.3) 

The describing function depends upon the amplitude and 

frequency of the input signal. The nonlinear element is thus 

considered to possess a gain and phase shift varying with the 

amplitude and frequency of the input signal. 

The conditions for existence of a limit cycle in a non-

linear feedback system can be predicted through the describing 

function, assuming that the linear element has a low-pass 

characteristic which effectively filters the harmonics of 

frequency higher than u> . It can be shown (24) that a sustained 

oscillation of amplitude X and frequency co can exist if the 

following equation is satisfied: 

I + N(X, u>) G (j w ) = 0 " (5.4) 

This condition can be written as 

g ( j » ' - - n c x f i r r ( 5 - 5 ) 

or, alternatively, 
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R(wt) • 
Linear Non-linear 

® G ( j w ) 
X(wt) ^ N ( x , w ) G ( j w ) N ( x , w ) Y(wt) 

Fig, 5.1 General non-linear feedback system 

\ G ( j w ) 

cn 3 
c 
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-270° 
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- 1 8 0 ° 

( b ) 

- 9 0 Phase (deg.; 

Fig. 52 Limit cycle w i th frequency wQ and amplitude XQ 

(a) Polar plot (Nyquist) 
(b) Gain-phase plot (Nichols) 



The Nyquist diagram or the Nichols chart (gain-phase 

plot) are the most widely used techniques' for stability 

analysis utilising the describing function method. Two 

separate sets of loci, correspondi ng to G(j w ) and -l/N(X, oi) 

(or, alternatively -l/G( jw) and N(X,'u>)) are plotted on the 

same graph fpr either of the two methods. In general r the 

sketch of -l/N(X, 0) will be a family of curves for different 

amplitudes X and frequencies 0 . 

Intersections of the two loci indicate possible solutions 

of equation (5.4) and yield information as to the magnitude 

and frequency of the sustained oscillation. If no inter-

section occurs, an oscillation is unlikely. This is 

illustrated in fig 5.2, which indicates the possibility of 

a limit cycle of frequency coQ and amplitude X . 

it remains to be discussed whether the limit cycle is 

itself stable or unstable. This can be determined by means 

of a perturbation analysis around the limit cycle. A 

generalised rule can be established for the gain-phase plot 

as shown In fig 5.3a. If the two loci are assigned a 

positive sense so that the linear locus G(j 00) is pointing 

towards increasing frequency and the non-linear locus -l/N is 

pointing in the * di recti on- of increasing amplitude, then a 

stable limit cycle occurs when the non-linear locus appears 

to an observer, stationed on the linear locus and facing 

the direction of increasing frequency, to cross from left to 

right in the direction of increasing amplitude. 

If a polar plot is used instead, then the limit cycle is 

stable when the non-linear locus crosses the linear locus from 
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Fig.S-3 
Stability and instability of limit cycles 
(a) Gain-phase plot 
(b) Polar plot 



right to left in the direction of increasing amplitude, as 

illustrated in fig 5.3b. 

5.3 Describing function for samp Ied-data systems 

A non-linear samp Ied-data system is represented in fig 

5.4. For such a system it should be borne in mind that frequencies 

other than the fundamental are generated by both the non-

linearity and the sampler. 

The output of an ideal sampler, the input to which is a 

sinusoidal signal of frequency is 

+oo 
Y*(j w ) = y T . Y ( j ( w + k w s ) ) (5.7) 

s k=-a> 

where is the sampling frequency and T g the sampling 

period ( a) = 2 it /T ). r s s 

Referring to fig 5.4 the frequency components of x(t), 

y(t) and y*(t) are: 

Sigria 1 Frequency components 

x(t) ± w 

yCt) ± Ao> 

y*(t) ± ± kw s 

If a)/m is irrational, i.e., if the frequency of x(t) 

is not locked to the sampling frequency, y*(t) is aperiodic. 

If on the contrary, m / = m/n, y*(t) is periodic with a 

period multiple of 2"n"m/w. A particular case of this occurs 

when m/m = l/n, i.e., the input frequency is a subharmonic 

of the sampling frequency: y*(t) is periodic with a period of 

2 IT/ 03. 



N - Non-l\nearl ty 
D - Digital controlle 
H - Hold device 
L - LI near system 

Fig.5'4 
Non- l inear sampled-data feedback system 



If co/w is irrational or w /w s = m/n then y*(t) may 

contain frequencies less than 03 . These are produced by 

modulation of higher frequency harmonics of y, since the 

frequency spectrum of y* is ± k w s . If = l/n, 

y* contains no frequencies (other than d.c.) lower than oi . 

One can therefore conclude that the filtering hypothesis upon 

which the describing function method is based is only valid 

when the input signal is a subharmonic of the sampling 

frequency. This is also the case of greatest practical 

importance. 

Furthermore, the phase relationship between the sampling 

instants and the input signal affects both the magnitude and 

phase of the describing function. For a given amplitude of 

the input, and letting the phase vary from zero to 2it radians, 

a closed curve is obtained. The describing function is therefore 

defined as 

Y.CX, M , t) .r . , Y lfll 

n ( x , m ) = 1 e ^. " 
X 

for an input signal 

x( u+) = X sin ( tuf + iJO (5.9) 

The condition for existence of a limit cycle car> therefore be 

rewritten as 

I + N(X,(o , G(ja» ) = 0 (5. 10) 

A feedback system with controlled converters is in many 

ways similar to a sampled-data system (I), in particular, 

when the converter is connected to an infinite busbar. If the 
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a.c. bus is finite, the similarity is not so close, however, 

many features of the d.f. for sampling systems also apply to 

power converters. 

5.4 The dual Input describing function 

A relaxation of the conditions imposed on the signal 

fed back to.the non-linearity can be obtained by introducing 

a generalisation to the d.f. definition. 

In the so-called refined d.f. method (24) the exact 

output waveform is fed back and is therefore assumed as a 

new input to the non-linearity, the new fundamental output 

component being evaluated. Since the Input signal to the 

non-linearity possesses a number of harmonics in addition to 

the fundamental, the fundamental term of the output will not 

normally be in phase with the fundamental term of the input 

even for a single valued non linearity. 

The refined d.f. is however defined in the same way as 

the single Input d.f., the difference being that in the 

refined d.f. the influence of the input harmonics affect the 

fundamental of the output. 

The dual input describing function Is a particular case 

of the refined d.f. method. In the dual input describing 

function the incut signal +he non-linear element is 
r w 

assumed to possess two frequencies only, i.e.: 

x(t) = Xj sin w + X 2 s i n ( w * ^ (5.11) 

where $ 2 is the phase of the signal at frequency 

relatively to some reference. 



The steady-state output y(t) can be expressed as: 

CP 

y(t) = y Y k s i n ( o ) k t + t k ) (5.12) 

k=0 

The dual Input describing function for frequency is 

therefore: 

y e ^ l 

N (X. « m ) = -! (5.13(a)) 
a) | i z i z ^ 

and for frequency 

y o 
N (X.,X_, to,, oj ) = — e * (5.13(b)) 
a) 2 I 2 I 2 x 9 

It can be shown (38) that the influence of the signal with 

frequency w^C in N^ ^ depends on whether the two 

frequencies w | and w 2 are related or not. If the ratio 

Wj/a) 2 is not a ratio of integers (these frequencies are 

known as incommensurate) N (N ) depends only on the 
0) | a) 2 

amplitude of both input frequencies and not on the phase ij; 

If the ratio u is a ratio of integers 

(these frequencies are known as commensurate), N^ | ( N ^ ) depends 

both on the amplitude and phase of the input signals. 

-In the case of control loops with control led converters 

the frequencies of the input signal are commensurate and thus 

only this case will be dealt with here. 

For commensurate frequencies the dual input describing 

function is a closed curve even for a continuous system (see 

fig 5.5). 

For each amplitude of the fundamental frequency signal cdj, 
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Fig 5,5: Dual input describing function N for amplitudes of 
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and for each amplitude of the bias signal ^ The phase 

difference must vary between 0 and 360°. The d.i.d.f. must 

be plotted for a large number of the amplitudes of the 

fundamental and bias signals. 

The prediction of a limit cycle is a natural extension 

of the evaluation of limit cycles for single input d.f.s: 

g(j bj)' - ! (5.14) 
N u (X, ,X 2, to j, o)2* ^ ^ 

In case equation (5.14) holds a sustained oscillation with 

frequencies o)j and u^r amplitudes Xj and X 2 at a phase ip2 of 

the signal at frequency 10 is predicted. 

The stability of limit cycles is determined using the 

rules described in section 5.2. 

For sampled-data systems the d.i.d.f. for input 

frequency aij can be defined as: 

N (X,,X 2, o) | > 0)2' ̂  | > = 

'0) i 

= Y [ ( X | , X 2 , o)), o)2, t) ) e J C + | ( X I , X 2 ' W W " V 

X, '(5.15) 

for an i nput si gnal 

x(t) = Xj sin ( ai + + ipj) + X 2 sin ( w 2 t + ip^ 

The condition for existence of a limit cycle can therefore 

be rewritten as: 

I + N oj (X,,X 2, o) | * o)2*
 G (J 10 | 5 = 0 (5.16) 
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5.5 Describing function for h.v.d.c. systems 

H.v.d.c. systems invariably operate under constant 

current control. This is achieved by a feedback control loop, 

represented in fig 5.6. 

The describing function refers to the hatched box, which 

contains the converter (non-linear element), the firing system 

and the d.c. system. To evaluate the d.f., a signal of 

amplitude V , frequency oa , and phase ^ is superimposed on 

to the steady-state control voltage vc°. The d.c. current i^ 

will contain a term at frequency w with amplitude and 

phase <b, . The d.f. is defined as 
doi 

. j (is I . e dco 
NCV m, aif ip) = (5. |7) 

m 

For a given frequency and amplitude of the input signal,-

the d.f. depends upon Its phase. Letting the phase vary from 

0° to 360° a closed curve is obtained. 

To evaluate the dual input describing function a signal 

of the form 

V (t) = V sin (to ,t + iJ>.) + V sin ( 03ot + ib n ) (5.18) m m | i i nr̂  2 t 2 

is superimposed on to the steady-state control voltage Vc°. The 

d.c. current i^ will contain terms at frequency and w . 

The d.i.d.f. for input signal at frequency ^ is defined as 

mm/ \/ , , \ do31 e
J
"

(
 " V 

N (
V V v 2* v V • —

 ( 5
'

l 9 ) 

1 2 m, 



Fig. 5*6 : 

Current control for h.v.d.c. system 



The d.i.d.f. for input signal at frequency ^ ' s defined 

similarly. Thus for a given frequency ( W | ) and amplitude 

(V^ ) of the input signal the d.i.d.f. depends on the phase 

^ I, the amplitude and frequency of the bias signal (V^ , m^) 

and on the phase of the bias signal iĵ . For each phase of 

the input signal at frequency Wj the phase of the bias signal 

is varied from 0 to 360°. An example of the plot of a d.i.d.f. 

for h.v.d.c. systems is shown in fig 5.7. The hatched line 

corresponds to the d.f. locus for a signal with frequency 

w| and amplitude V m . When a bias signal of frequency u^ 

and amplitude is introduced, each point of the d.f. locus 

develops into a closed curve. 

Both the evaluation of the d.f. and d.i.d.f. can be 

achieved through the computer program described In Chapter 

Four. The phase of the input signal is increased from 0° to 

350 i n steps of 1 0 . If the d.i.d.f. Is to be computed for 

each phase of the input signal at frequency the phase of 

the bias signal is varied from 0 to 350° in steps of 10°. Thus 

for the d.f. 36 steady-state solutions of the h.v.d.c. system 

are carried out whereas for the dji.d.f. 1296 solutions have 

to be obtained. 

However, the computation of the d.i.d.f. is only needed 

In some cases. It was found that for the prediction of limit 

cycles it is sufficient to plot the d.i.d.f. for points of 

the d.f. where the gain and/or phase margins are quite small. 

Moreover the Influence of this bias signal is generally small, 

i.e. in most cases it is sufficient to evaluate the single 

input describing function. The use of the dual Input describing 
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Fig 5.7: Example of a d.i.d.f. plot 

I Single input d.f. frequency oij, amplitude Vrri| 

I 2 d.i.d.f. at frequency oj j, amplitude Vmj for a bias 

signal of amplitude Vm,̂ ,, frequency o.v̂  

• 
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function has been restricted to the comparison between 

theoretical and test results (see Chapter Six). 

As mentioned earlier, the steady-state solution requires 

a Gauss iterative process to take the a.c. system impedance 

into account. The iterative process is slowly convergent, 

requiring in some cases as many as 20 iterations, even with 

acceleration factor. This corresponds to 9 min CPU time on 

a CDC 6600. These extreme cases occur when resonances exist 

both on the a.c. and the d.c. sides, close to the frequency 

of any uncharacteristic harmonic generated by the converter. 

The solution time depends to a great extent upon the 

number of harmonics considered in the calculation. When a 

modulating signal is superimposed to the control voltage, all 

harmonics are generated both on the a.c. and the d.c. sides, 

which considerably increase the computation time. In principle 

the program " handles all the harmonics up to the 30th. 

However, to bring the computer time to a reasonable value, 

some simplifications had to be introduced. 

The main justification for a drastic reduction in the 

number of harmonics handled lies in the fact that a particular 

harmonic of frequency k on the d.c. side affects mainly 

the value of the a.c. side harmonics of frequency (k+l) u 

and (k-l) The effect on the other a.c. side harmonics 
u 

i s rather sma I I. 

The first approach tried was to neglect all d.c. side 

harmonics except that of the frequency of the modulating 

signal. Test system 2 with no capacitance on the d.c. side 

was used, together with unbalanced a.c. busbar voltages 



Cu R = 230.94 Z_a°, u y = 228.64 / -II8°r u Q = 230.94 Liza 0). 

The shor+-circuit ratio was assumed to be 15 and a modulating 

signal at 50 Hz and an amplitude corresponding to 5° variation 

in the firing angle was injected. 

The results are shown in Table 5.1 with respect to case 

A (all harmonics considered), the error in the d.f. being 

0.3$ in amplitude and 2° in phase (case B). Since the d.c. line 

capacitance was not considered, there is no resonance on the 

d.c. side, and all uncharacteristic harmonics except that of 

the frequency of the modulating signal are negligible. The 

characteristic harmonics are of no importance since they give 

rise on the a.c. side to 5th, 7th, IIth, 13th, etc, which are 

eliminated by the fi Iters. 

Next, the number of harmonics considered was progressively 

reduced. The results obtained are in Table 5.1, cases C through 

G, revealing the importance of the consideration of the reson-

ances on the a.c. side. For s.c.r. = 15, the combined a.c. 

network plus filter impedance exhibits two anti-resonance 

points close to the third and eighth harmonics. From Table 

5.1 it is apparent that the error in the d.f. is only acceptable 

when the 3rd and 8th harmonics are considered. 

As far as the number of iterations is concerned, the 3rd 

harmonic is responsible for the jump in the number of iterations 

from case C to D. This happens precisely because of the high 

inductive value of the a.c. impedance at the frequency of 150 Hz, 

which causes a large variation of the 3rd harmonic component 

of the a.c. bus voltage. 
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The conclusion can therefore be drawn that the a.c. 

harmonics which are magnified by existing resonances of the 

a.c. impedance cannot be ignored in the calculation of the 

d.f., because they contribute to the d.c. current harmonic 

at the frequency of the modulating signal (50 Hz). 

Table 5.1: Influence of d.c. and a.c. harmonics on d.f. 

Case . d.c. harmonics a.c. harmonics d.f. No. iterations 

A Al 1 Al 1 0.04921 /80.6 22 

B Fundamenta1 on ly Al 1 0.04938/80.4 14 

C Fundamental on ly 2nd 0.06355/77.2 4 

D Fundamental on ly 2nd & 3rd 0.06353/72, 15 

E Fundamenta1 on ly 2nd & 3rd 
&4th & 5th 

0.05680/74.8 14 

F Fundamental on ly 2nd & 3rd & 
4th & 6th & 

8th 

0.051 15/81.7 14 

G Fundamental on ly 2nd & 3rd & 
8th 

0.05782/84.4 10 

In case G of Table 5.1 only the 2nd harmonic and the 

harmonics for which there are resonances (3rd and 8th) were 

i considered. The error in the d.f. amplitude with regard to 

case A is 15$, which shows that the 4th and 6th harmonics 

are also non-negligible. 

It Is consequently not possible to state a priori that 

a particular a.c. harmonic is not important for the calculation 

of the d.f., with the exception of the characteristic 

harmonics, which are filtered out. There is some kind of 



interaction between the a.c. voltage harmonics, since each 

one contributes to each one of the d.c. current harmonics 

and each of these in turn contributes to each a.c. voltage 

harmonic, albeit in different proportions. 

As a result of the above considerations the following 

approach was devised to adapt the steady-state simulation 

program to the calculation of the d.f. 

a. On the d.c. side only the harmonic at the input 

signal frequency is taken into account. 

b. On the a.c. side only the harmonics which in the 

first iteration have an amplitude greater than the 

maximum harmonic amplitude divided by a factor 

(typical value 9-10) are retained for the following 

iterations. 

This approach implies that in the first iteration all 

a.c. harmonics have to be calculated. To reduce further the 

computation time, a modification was introduced in the a.c. 

harmonic calculation, as follows: 

a. At the beginning of the program, the a.c. harmoni 

impedance is computed. All the harmonics for which 

the impedance is greater than a specified value 

are calculated, as well as the harmonics between 

(k+3) w and (k-3) w . o o 

b. From the second iteration, a further reduction in 

the number of harmonics is implemented: only those 

that possess an amplitude larger than the maximum 

harmonic amplitude divided by a factor are retained 

An exception is made for the (k+l) w , and (k-l) w 



which are always calculated. 

This modification allowed the reduction in the number of 

harmonics handled in the first iteration by a factor of 

2.5. From the second iteration, another reduction by a 

factor of 1.5 is effective. A further reduction in the 

number of harmonics necessari ly leads to a larger error in 

the d.f. and was not thought to be practicable. 

5.6 Examples of d.f. evaluation 

In this section some application examples are presented 

referring to test systems I and 2. Two cases are dealt 

with in this section. In the first case the rectifier possesses 

infinite s.c.r. and the inverter is simulated by a constant 

e.m.f. Test system I was used to obtain the d.f.s for this 

case. In the second case the rectifier possesses a finite 

s.c.r. and the inverter is simulated by a constant e.m.f. 

Test system 2 was used to obtain the d.f.s for those two 

cases. 

5.6. I input signai at r>0 Hz 

Fig 5.8 is the d.f. for test system I for an input 

signal frequency of 50 Hz and amplitude corresponding to a 

variation of 5° in the firing angle. If no unbalance or 

distortion is imposed on the a.c. voltage, the d.f. reduces to 

a point (a). The presence of imbalance in amplitude (1$) 
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Fig. 5-6 
Describing function for 5 0 Hz S.C.R. =oo 
(a) No unbalance or distortion in a.c. voltage 

r (b) Unbalance in amplitude (-1%) and phase angle ( - 2 % ) of phase Y 
(c) 2n d harmonic distortion in a.c. voltage (2%) direct phase sequence 



and phase (-2°) in one of the a.c. voltages yields a small circle 

(curve b). The d.f. expands into a large circle If a 2$ second 

harmonic distortion with positive sequence is assumed. .Note that 

this type of distortion leads to an uncharacteristic harmonic 

of 50 Hz on the d.c. side, even without the injection of a 

modulating signal (m.s.) 

If the s.c.r. Is finite, the a.c. busbar voltage wi I I 

be distorted, due to the presence of the m.s., even if no 

distortion is assumed a priori. It was found that the 2nd har-

monic on the busbar voltage increases approximately In a linear 

fashion with the amplitude of the m.s. (at 50 Hz). For small 

amplitudes, the 2nd harmonic is balanced; however as the 

amplitude increases, an unbalance develops due to violation of 

the a limits. This unbalance is characterised by a 

negative sequence component (but no zero sequence). 

Fig 5.9 shows the d.f.s for test system 2 with two 

different ,s.c.r.s and increasing amplitude of the m.s. No 

imbalance/distortion was imposed by the a.c. system. For 

several amplitudes the d.f. again reduces to a point; as the 

amplitude increases, the area enclosed by the d.f. locus 

increases. 

When the d.f. is a point, the amplitude of the output 

harmonic current at the frequency of the input is Independent 

of the phase of the input signal, its phase varying in 

synchronism with the phase of the latter. If this phase varies 

by A<j> , the phase of the output also changes by A(J) . This 

synchronism is up to a certain extent lost when the amplitude 

of the input increases, yielding an expansion of the area 

enclosed by the d.f. 
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Fig.5-9 
Describing function for 50 Hz. 
Undistorted a.c. voltage. 
(a) S.C.R = 12 1 = 5° 3 Aoc = 30° 
(b) S.C.R =3 2 Ao< = 15? 4 A a = 50° 



From fig 5.9 it is also apparent that, for low s.c.r., the 

d.f. is considerably displaced as the amplitude of the input 

is increased, whereas for high s.c.r. the loci are situated 

in the same region, although an enlargement does take place. 

Also the area encircled by the d.f. is larger for.high s.c.r. 

than for low s.c.r.. This is because, for the particular 

system studied, a/higher a.c. impedance results in a'larger 

distortion of the a.c. voltage. 

Fig 5.10 shows the polar plot of the d.f. for test system 

2 with an amplitude of the m.s. corresponding to 5°, for the 

base case, unbaIanced a.c. voltage, unbalanced transformer 

impedance, and 2'nd harmonic distortion with positive sequence. 

The Ioci are simi lar to those of fig 5.8 for infinite s.c.r. 

The imbalance in a.c. voltage or in transformer reactance 

does not cause a considerable expansion of the d.f. In con-

trast, for the 2nd harmonic'distortion the magnification of 

the d.f. and hence the possibility of instabilities is 

considerable. The reason for this phenomenon lies in the 

fact that the distortion imposed by the a.c. network has a 

fixed phase angle which is not linked to the phase of the 

input signal. The converter itself originates 2nd harmonic 

distortion which is however related phasewise to the 

moduIati ng s i gnaI. 

The magnification of the area encircled by the d.f. is 

only important when the imposed a.c. distortion contributes to 

the d.c. harmonic of interest. An unbalance in the fundamental 

a.c. voltage gives in the steady-state d.c. harmonics which 

are multiples of 2. Since no component at the frequency of 

the input signal is produced, the magnification of the d.f. 



Fig. 5r10 Describing function for 50 Hz, S.C.R.= 3 
(a) Base case 
(b) Unbalanced a.c. voltage (1°/o) 
(c) Unbalanced transformer impedance (7%) 
(d) 2nd harmonic distortion, positive sequence (1%) 



is rather smalI and probably only takes place at a I I due to 

the modulation of the commutation angle. 

The fact that a 2nd harmonic distortion with positive 

sequence gives rise in the steady-state to a d.c. harmonic at 

fundamental frequency is coherent with the fact that an input 

signal at fundamental frequency yields a d.c. harmonic at the 

same frequency, which in turn produces a 2nd harmonic with 

positive sequence on the a.c. side. It also produces a d.c. 

component which is fi Itered out by the converter transformer. 

The amplitude and phase of the a.c. current harmonics 

for a m.s. at 50 Hz corresponding to a variation of 5° in the 

firing angle is shown in Table 5.2 for the base case. Note 

the relatively high value of the 2nd harmonic. Also note that 

the 3rd and 6th harmonics are highly unbalanced, in contrast 

with the other harmonics which are balanced. The fundamental 

component is practically not affected by the modulating signal, 

since a d.c. component at 50 Hz does not contribute to the 

a.c. component at the same frequency. 

"Tab i e 5.2: A.c. current harmonics (base case) input signal at 50 Hz 

Harmonic order l R(KA) l y(KA) l B(KA) 

1 1.147 /-26.2 1.146 /2I3.6 1.145 793.7 

2 0.0435 / 169.0 0.0438 /48.9 0.0436 i-11.4 

3 0.0029 /54.0 0.0023 /193.2 O.OOIQ /-74.4 

4 0.0241 / 39.9' 0.0244 /159-. 8 0.0243 /-79.7 

5 0.0337 /-70.3 0.0189 /-34.8 0.0804 / 177.4 

6 0.0256 /201.8 0.0256 781. 1 0.0254 7-33.5 



Fig 5.11 shows the polar plot of the d.f. for 50 Hz with a 

second harmonic distortion (positive sequence) imposed on 

the a.c. busbar and a s.c.r. equal to 3. Increasing the 

amplitude of the m.s. results in a deflation of the d.f. 

5.6.2 Input signal at 100 Hz 

Figure 5.12 shows the d.f. for test system I for an Input 

signal frequency of 100 Hz and amplitude of the m.s. equal to 

1°, 5° and 15°. From this figure it is apparent that even for 

small amplitudes of the m.s. the d.f. is a closed curve. The 

area enclosed by the d.f. curve enlarges when the amplitude 

of the modulating signal increases. 

For the 100 Hz modulating signal case it was found that 

the consideration of an unbalance in the fundamental of the 

a.c. voltage and the existence of a third harmonic (possessing 

either a positive or negative sequence) led to considerable 

magnification of the d.f. locus. Figure 5.13 shows the 

influence of a negative sequence in the fundamental of the a.c. 

voltage upon the 100 Hz d.f. 

As 100 Hz on the d.c. side contribute directly to the 

fundamental of the a.c. voltage, and any imbalance in the 

fundamental on the a.c. side affects the 100 Hz describing 

function, it is not valid to assume that the fundamental of 

the a.c. voltage in the busbar is constant. For the 50 Hz 

and 150 Hz m.s. cases the harmonic pattern on the d.c. side does 

not affect significantly the fundamental on the a.c. side and 

therefore the amplitude of the a.c. voltage may be considered 

constant on the busbar side of the converter transformer. 

Table 5.3 summarises these results. 
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A a = 5 ' 

A a = l 5 ° 

A a = 3 0 ° 

Fig 5.I I: Describing function for 50 Hz. s.c.r. = 3, a° = 15° 
2nd harmonic distortion (positive sequence - l$) 
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ft 
Fig. 5-12 , 

Describing function for 100 Hz. No unbalance or distortion 
in a.c. voltage S.C.R. =oo 
(a) Acx = 1° 

* (b) Ao< = 5° 
(c) Acx = 15° 
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(a) No unbalance or distortion in a.c voltage 
(b) Unbalance in phase angle of phase Y (-2°) 
(c) Unbalance in amplitude of phase Y (-7° /o ) 
(d) Combination of (b) and (c) 
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Modulating signal 0 Hz and 150 Hz 50 Hz 100 Hz 100 Hz 

1 
r 

Fundamental a.c. 1 
y 

Current (KA) 1 

1.146 /-25.9 

1.146 /2I4.I 

1.146 /94.I 

1.147 /-26.4 

1.146 /2I3.6 

1.145 I93.7 

1. 1 15 1-27.2 

I..I49 /2I5.3 

1.174 /92.6 

Table 5.3: Influence of modulating signal in a.c. current 
fundamental at the busbar side of the converter 
transformer. 

Figures 5.14 and 5.15 show the d.f. for test system 2, m.s. 

amplitudes of 5°, 15° and 30°, and for s.c.r.s of 12 and 3 

respecti vely. 

The locus of the d.f. with increasing amplitude of the 

modulating signal is approximately the same. As in the 

infinite s.c.r. case the d.f. tends to expand with 

increasing amplitude of the m.s. For an amplitude of the . 

m.s. equal to 30° the d.f. is not a closed curve. This 

result seems to be.independent of the s.c.r. 

Figure 5.16 shows the effect on the d.f. of an unbalance 

of the converter transformer reactances. The d.f. is 

enlarged around the base case solution. 

Figs 5.17, 5.18 and 5.19 show the d.f. plots for 

unbalanced a.c. voltages, a range of amplitudes of the m.s. 

(5°, 15° and 30°) and a range of s.c.r.s. 

As in the base case, for an amplitude of the m.s. equal to 

30°, the d.f. is not a closed curve. Also the enlargemenf-

of the d.f. seems to be greater for a.c. voltage imbalances 

than for imbalances in the converter transformer reactances. 

In figs 5.17, 5.18 and 5.19 it is noticeable that 

increments in the amplitude of the modulating signal are not 
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Fig 5.17: Descr ib ing function for 100 Hz. s . c . r . = 12". a° = 15° 
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followed by enlargements of the d.f. locus; instead a deflation 

of the d.f. locus occurs. 

k This result was also found in the 50 Hz m.s. case. 

These results confirm the fact that even for small 

amplitudes of the modulating signal, the d.f. is a closed 

curve. 

Table 5.4 shows the d.c. voltage and d.c. current harmonic 

at the frequency of the input Signal. The values refer to 

test system 2, with a resonance on the d.c. side at 54.5 Hz, 
t 

and correspond to two values of the phase of the input signal, 

0° and 10°, and an amplitude yielding a 5° variation in the 

firing angle. No distortion and/or imbalance was imposed by 

s the a.c. system (base case). 

The results of Table 5.4 indicate that the 'synchronism' 

between the phase of the input and of the output d.c. current 

^ harmonic at the same frequency, evident for the 50 Hz, no 

longer exists for the 100 and 150 Hz, particularly for the 

latter. This means that the d.f. for 50 Hz reduces to a 

point, becoming a circle for 100 Hz and 150 Hz. The cirle 

is larger for 150 Hz. 

Table 5.4: Voltage harmonic of input signal frequency (base case) 

t 

Input signal frequency 50 Hz 100 Hz 150 Hz 

D.C. voltage f = 0° 

Harmonic ( k v ) . =.10.. . 

3.967 /58.9 

. 3.964 ./.68.9 

3.948 /251.9 

. 3.707/259.1 

14.92 /255.8 

12.41 /253.9 

D.C. Current rp = 0° 

Harmonic (A) <J> = 10° 

44.1 /-4I.2 

44.1 /-31.2 

9.3 /I62.6 

8.7 /169.8 

21.04 /166.2 

17.5 1164.3 



5.6.3 Input signalat 150 Hz 

Figure 5.20 shows the d.f. for test system I for an 

input signal frequency of 150 Hz and amplitudes of the m.s. 

equal to 1° - 5° and 15° respectively. In contrast to the 

50 and 100 Hz cases an enlargement of the d.f. locus does not 

occur. 

In order to predict the harmonic likely to contribute 

to an enlargement of the d.f., Table 5.5 was assembled. 

In this table the resulting a.c. voltage harmonics are 

displayed for the same conditions as in Tabje 5.4. It can 

be observed that for 50 and 150 Hz, the voltage harmonics, 

with the exception of the 3rd and the 6th, are balanced. For 

50 Hz, the 2nd and 8th have a positive sequence, whereas the 

4th has a negative sequence; for 150 Hz the sequence is 

reversed. 

A 2nd harmonic distortion with negative phase sequence 

imposed by the a.c. system is consequently bound to cause an 

appreciable expansion of the d.f. locus for 150 Hz. This 

assumption is fully confirmed by the loci of fig 5.21. Also 

a 2nd harmonic distortion with positive phase sequence yields 

a considerable magnification of the d.f. locus for 50 Hz, as 

was noted in section 5.6.1. 

A 4th harmonic with negative sequence should cause the 

magnification of the d.f. for 50 Hz; if the sequence were 

negative, the 150 Hz d.f. would in turn be enlarged. Similar 

conclusions could be drawn for other types of harmonic distortion. 

Only the 100 Hz modulating signal produces a third 

harmonic on the a.c. busbar. This harmonic is highly 
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Fig. 5-20 
Describing function for 150 Hz. No unbalance 
or distortion in a.c. voltage 
(a) Ao< = 1 - 5 ° 
(b) Ao< = 15° 



197 

Fig. 521 
Describing function for 150 Hz S.C.R. = oo 
(a) No unbalance or distortion in a.c voltage 
(b) 2n d harmonic distortion in a.c. voltage (2®/o), inverse 

phase sequence. 



Tab fe 5.5; 'A.c. voltage harmonics (base case) 

Input signal 
50 Hz 100 Hz 150 Hz 

-Frequency 
50 Hz 100 Hz 150 Hz 

Input signal Harmon i c UR 
Uy (kv/deg) 

UR 
Uy (kv/deg) 

UR 
Uy (kv/deg) phase order 

UR 
Uy (kv/deg) 

UR 
Uy (kv/deg) 

UR 
Uy (kv/deg) 

UB UB UB 

7.82/254.4 9.18/227.0 
2 7.97/134.3 

7.89/13.4 
9.-I8/-I3.0 
9.18/107.0 

0° 
3 

0.737/140.8 

3.331/l92.0 
0.328/-I3.2 
3.038/14.7 

1 .097/172.9 
4 0.758/260.5 

0.751/22. 1 

1-368/19.4 

1 .097/52.9 
1 .097/-67. 1 

6 1.366/51. 1 
2.647/50.5 

2.75/-68.7 3. 19 /264.6 
8 2.72/170.3 

2.67/50.5 
3. 19/24.6 
3. 19/144.6 

7.86/264.2 7.65/227.3 
2 7.92/144.0 

7.88/23.8 

2.902 /190.9 

7.65/-12.7 
7.65/107.3 

3 - 0.357/231.1 -

10° 
3.183/15.1 

10° 
0.744/130.8 0.916/173.4 

4 0.752 /250.7 
0.750/1 1.3 

1.747/24.1 

0.916/53.4 
0.9I6/-66.6 

6 0.978/59.6 
2.61 12 \ 6.1 

2.71 1 /-59.0 2.67/265.7 
8 2.712 /180.3 

2.683 160.6 
2.67/25.7 
2.67 /145.7 



unbalanced, possessing positive and negative sequence 

components of comparable magnitude. Therefore the presence 

of 3rd harmonic distortion in the a.c. busbar should result 

in enlarged d.f.s at 100 Hz, as mentioned in section 

5.6.2. 

Figs 5.22 and 5.23 show the d.f. for increasing amplitudes 

of the m.s. atxi for s.c.r.s equal to 12 and 3 respectively, 

using test system 2. The behaviour of the d.f. for s.c.r. 

equal to 3 is similar to the one observed in fig 5.20. 

However the behaviour of the d.f. for a s.c.r. equal to 12 seems 

to follow the pattern found for 50 and 100 Hz, i.e. an 

enlargement of the d.f. locus occurs with increasing amplitude 

of the modulating signal. Fig 5.24 shows the comparison 

between the d.f. plot for s.c.r. equal to 3 and for s.c.r. 

equal to 12. The amplitude of the modulating signal is 5°. 

The reason for the enlargement of the d.f. locus with 

decreasing s.c.r. lies in the fact that for s.c.r. equal to 

3 an antiresonant point for the second harmonic exists on 

the'a.c. side. 

Fig 5.25 shows the effect on the d.f. of imposing a I % 

second harmonic distortion with negative sequence. Again, as 

for the other input signal frequencies the expansion of the 

d.f. occurs around the base case solution. This result seems 

to be a common feature for a I I frequencies of the modulating 

signal studied. 

The effect of increasing the amplitude of the modulating 

signal when a second harmonic distortion with negative sequence 

is imposed on the a.c. side can be seen in figs 5.26 and 5.27. 

Again the deflating effect on the d.f. is produced. This 
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X Values 

Fig 5.22: Describing function for 150 Hz. Base case, s.c.r. = 12. 
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L 

0-16-r 
Aa = 5 

- Aa= 15' 
Aa = 30' 

0 - 1 0 - 0 0 8 - 0 0 6 - 0 0 4 - 0 - 0 2 0 

-0-02 

04 0-06 008 0-10 
X Values 

-0-044-

- u - u & ' 

Fig 5.23: Describing function for I50 Hz. Base case. s.c.r. = 3. 
0 ic° 

a = 15 
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S.C.R.=3 

0 08 -0-06-0-04-002 0 

- 0 - 0 2 - 1 -

0 - 0 6 0 - 0 8 0 - 1 0 

X Values 

-0-04 + 

- 0 - 0 6 1 

Fig 5.24: Describing function for 150 Hz. Comparison between 
the d.f. fors.c.r. = 3 and for s.c.r. = 12. Base 
case; Aa = 5^, a° = 15 
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Base case 

0-16-r 
<d 

•i 0 - 1 4 + 

0 - 1 2 4 -

2nd harmonic dist. (1%) 
(negative sequence) 

0 - 0 8 - 0 - 0 6 - 0 - 0 4 - 0 . 0 2 n
n ° 0 - 0 4 / 0 . 0 8 0 - 1 0 

- 0 0 2 - - " - -

- 0 0 4 -

0-06-

X Values 

5.25: Describing function for I50 Hz. Effect of a second 
harmonic distortion on the d.f. locus, s.c.r. = 3: 
O I r-O . r-O a = 15 ; Act = 5 
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Fig 5.26: Describing function for 150 Hz. 2nd harmonic 
distortion negative sequence (1$). a° = 15°, 
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0-16 r Aa = 5° 
Aa =15° 

0.10 -0.08 -0-06 -0.04 0-08 0.10 

X Values 

- 0 - 0 8 

Fig 5.27: Describing function for 150 Hz. 2nd harmonic 
distortion negative sequence a° = 15°, 
s.c.r. = 3 
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feature is common to all frequencies of the modulating signal 

studi ed. 

5.7 Predict Fori of 11 mi t cycles using the ' Nichols chart 

As pointed out in- section 5.2, the Nyquist diagram or 

the Nichols chart are commonly used for stability analysis 

when the. describing function method is employed. 

Equation 5.5 gives the- conditions for the existence 

of limit cycles. A plot of G(j oj ) and -1 /N (x, w) is required 

to determine these conditions. 

G(j oj ) represents the transfer function of the linear 

part of the control loop. In all studies carried out the 

error processing unit possesses a transfer function of the 

type: 

G C j w ) = , T (5.20) 
I + J 0) l 

where K is the gain and T the time constant. 

Any transfer function of the type of equation (5.20) 

may be expressed in the form 

20 log | 0 G(j a)) = 20 log | 0<K) - 10 log | 0 ( ( u)T)
2 + l) -

- j tan"' ( u T) (5.21) 

With a gain K of unity equation (5.21) reduces to 

20 log|Q G(j u>) « 10 Iog J Q ( ( WT) 2 + l) - j tan"' ( ujT) 

(5.22) 

From equations (5.21) and (5.22) it is apparent that a 

variation in K causes a vertical displacement of G(j co) in 

the Nichols chart. This result is shown in fig 5.28. 
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5 — 

-90 -50 
4> (degrees) 

Fig 538 Nichols chart of G(Ju)) 

The plot of -l/NCx, w) together with that of G(j w) on the 

Nichols plane provide a simple method of finding the solution 

of equation (5.5). Fig 5.28 also indicates that only the part 

of the locus of -l/N(x, o>) included between -90° and 0° is of 

.interesr as far as G(j u) is concerned. 

Taking as example the 50 Hz studies, fig 5.29 shows the 

Nichols plot for an a.c. system s.c.r. of 12 and for a 

modulating signal amplitude resulting in a perturbation of 

a of 5°. Three cases are shown and a comparison of figs 

5.28 and 5.29 reveals that no intersection of G(j to) with 



(o ) is predicted. 

13 

A 
(dB) 

10 

(a) Base case 
(b) Unbalanced a c voltages 
(c) 2nd harmonic distortion 

(positive sequence) 

J L I I 
~80 90 100 110 120 130 

$ (degrees) 
Fig. 5.29 Nichols chart 

f -SOHz, S.CR.-12, Aa-s* 

140 150 

Table 5.6: Limit cycle predictions, f = 50 Hz, s.c.r. = 3, 
r-O 

Aa = 5 

Prediction of 
IImit eyele 

Stabi Iity 
margin 

Gain K 

Base case No 18° I 41 .2 

Negative sequence 
in fundamental 
a.c. voltage 

Yes - I 36.5 

Unbalance in 
transformer 
reactances 

No I 40 

2nd harmonic 
di storfi on 
(positive sequence) 

Yes 58.2 



In fig 5.30 the plots of fig 5.29 are repeated but for a 

s.c.r. of 3. A comparison of figs 5.30 and 5.28 shows that 

limit cycle_ osci I Iation are now predicted. The result of 

this comparison is shown in fig 5.31. Table 5.6 summarises 

the study of limit cycle prediction for a frequency of the 

modulat.ing signal of 50 Hz, an amplitude of the modulating 

signal of 5° and a s.c.r. equal to 3. 

Considering that for the case of Table 5.6 limit cycle 

oscillations are predicted, further studies were performed 

with this s.c.r. but for an amplitude of the modulating 

signal equal to 15°. It was found that only a second harmonic 

distortion with positive sequence would give rise to limit 

cycle osci I I ations. 

The Nichols chart for this case is shown in fig 5.3,2. 

The inverse of d.f. (-1/N(x, w ) is plotted for amplitudes 

of the modulating signal equal to 5°, 15° and 30°. 

Also plotted is the locus of 50) for different 

values of the gain K The values of K for which a limit 

cycle is predicted may be obtained by reading the value of 

A for which an intersection of -l/N(x, co ) and 0 ^ 2 ^ 5 0 ) occurs, 

and using 

A = 20 log | Q K - 10 log | 0 ( (2 it 50T) 2 + l) (5.22) 

where T = 80 ms= 

5.8 CoricI usi ons 

From the studies carried out, the following conclusions 

can be drawn: 
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Fig.5-30 " Nichols chjart f - 5 0 Hz, S.C.R.• 3, A a - 5 ° 
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Fig.5-31 Nichols chart f=50Hz, S.C.R.=3, Aa«5 c 
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1 The describing function for a small amplitude m.s. at 

the a.c. fundamental frequency is a point, for any value of 

the s.c.r., if there is no unbalance and/or distortion in the 

a.c. busbar voltage. 

As the amplitude of the modulating signal becomes larger, 

the d.f. develops into a closed curve, due to the intervention 

of the firing angle limits. This behaviour applies to both 

high and low short-circuit ratio. However, when the s.c.r. 

is low the d.f. locus is considerably displaced in the polar 

plane as the amplitude increases, whereas for high s.c.r. 

the locus stays in the same region. 

2 For an input, signal at 100 Hz, the d.f. also reduces to 

a point for very small amplitudes. However, the point develops 

into a closed curve for values of the amplitude of the 

modulating signal which are considerably smaller than those 

necessary to produce the same effect at 50 Hz. This is 

thought to be due to the contribution to the fundamental 

on the a.c. side of a second harmonic on the d.c. side. 

3 The d.f. for 150 Hz, which is the only one predicted by 

the linearised model (I), exists for infinitesimal input 

signals. Incrementing the signal amplitude produces quite 

different effects on the d.f. For test system 2 and a s.c.r. 

of 3, the resuits show no eniargement of the d.f. wi rh 

increasing amplitude of the m.s. The same behaviour was 

observed for test system I and infinite s.c.r. conditions. For 

test system 2 and a s.c.r. of 12 an enlargement of the d.f. 

with increasing ampl"itude of the modulating signal occurs. 



4 In all the cases studied, for a particular value of 

the introduction of an imbalance and/or distortion on the 

a.c. busbar led to an expansion of the d.f. centred on the 

base case solution. This enlargement is, however, only 

significant in those cases whe.re the a.c. currents generated 

by the converter with a modulated input signal contain the 

same harmonics which are being imposed on tl%e a.c. busbar. 

5 As a corollary of the previous point, the following 

conclusions cdn be drawn: 

a. The d.f. for 50 Hz is expanded by a second harmonic 

distortion with positive sequence (+2). 

b. The d.f. for 100 Hz is expanded by voltage imbalance 

and/or by any imbalance in the converter transformer 

reactances, i.e. by a harmonic of order -I. 

c. The d.f. for 150 Hz is expanded by a second harmonic 

distortion with negative sequence (ordei—2). 

6 When the a.c. currents generated by the converter with a 

modulated input signal contain the same harmonics as those 

imposed on the a.c. busbar, the enlargement experienced by the 

d.f. depends on the amplitude of the m.s. This enlargement 

is more pronounced for small amplitudes of the m.s. 



Chapter Si x 

EXPERIMENTAL DETERMINATION OF THE DESCRIBING FUNCTION AND 

LIMIT CYCLE OSCILLATIONS 

6.1 Introduction 

The previous chapters describe a non-linear converter 

model which allows the prediction of limit cycle oscillations 

synchronised with the a.c. system .voltage, using the 

describing function technique. 

In order to assess the validity of the proposed model, 

a number of test results were obtained using the Imperial 

College h.v.d.c. simulator. 

The controller used was the one described in Chapter 

Two. 

The experimental set-up included a Digital Transfer 

Funct-i on Analyser (39) and a Spectrum Analyser (40) which 

allowed the evaluation of the relevant d.c. current harmonic, 

and the determination of all the relevant harmonics both 

on the a.c. system voltage and in the control voltage. 

The main purpose of the set of tests carried out was 

to confirm experimentally the theoretically evaluated describi 
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functions and the predicted limit cycles. 

To obtain the plots, the digital transfer function 

analyser was used. A function generator with a frequency 

-5 

range from 10 Hz to 159.9 Hz provides the modulating 

signal to be superimposed on the control voltage. A correlator 

with a frequency range identical to the function generator 

performs the measurement of the relevant harmonic of d.c. 

current. The current control loop of the converter is thus 

open. 

To verify a limit cycle oscillation, tests were performed 

with the converter under the constant-current mode of 

operation. A spectrum analyser was used to measure a.c. 

voltage harmonic distortion and control voltage harmonics. 

These measurements provide data for the off-line computer 

program developed. The spectrum of the control voltage 

enables the determination of the amplitude of the modulating 

signal to be superimposed on the steady-state control voltage 

in the computer off-line studies, whereas the spectrum of a.c. 

voltage harmonics enables the evaluation of the a.c. harmonic 

distortion present when limit cycle oscillation occurred. 

Section 2 of this chapter describes the experimental 

set-up. The parameters of the h.v.d.c. simulator used for 

the theoretical studies are determined and the measuring 

apparatus described. 

In section 3 a comparison between theoretical and test 

describing functions both with infinite s.c.r. and finite 

s.c.r. is performed. 



Section 4 describes the theoretical prediction of limit 

cycles and comparison with test results. The Nichols chart 

is the technique used to perform this comparison. 

6.2 Expert meritaI set-up 

6.2.1 Parameters of the h.v.d.c. simulator 

A single line diagram of the system under test is shown 

in fi gure 6.1. 

Eac stands for the a.c. voltage at the mains supply. 

Vacj, Vac^ and Vac^ denote the a.c. voltage at the busbar 

side, converter si de and tertiary of the converter transformer 

respectively. 

Epj is the constant e.m.f. that simulates inverter 

behaviour. In the test circuit it is 48V and is provided 

by series connected accumulators. 

The filter bank, denoted in figure 6.1 by F, consists 

of 5th, 7th, Nth and 13th tuned arms plus a high pass arm 

and is connected to the tertiary of the converter transformer. 

Measurements were performed on both the commutating 

reactances and smoothing inductors in order to evaluate R , 
3 com 

L , R , , and L ,. The source impedance was also measured, 
com' ch ch r 

The values of R, L and C for the fi Iter bank are design 

values. R-p is also a design value. 

The resistances were measured using d.c. voltage, whereas 

all the inductances were measured at 50 Hz. No d.c. bias 

was considered when measuring L ^ as for the range of d.c. 

current used in the tests CIA - 5A), the influence of the d.c. 
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Series resistance of the converter transformer 
Smoothing inductor resistance 
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Commutating reactances resistance 
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Smoothing inductor inductance 
Source impedance reactance 

Fig 6.I: On-line diagram of system under test 
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bias is negligible (41). The value of R y considered is the 

one mentioned in (41). The parameters for the filter bank 

are the ones listed in (I). 

The source impedance is a simple air-cored inductor 

with 10 taps. 

Table 6.1 summarises all the relevant data concerning 

the a.c. source impedance, converter transformer, 

commutating reactances and d.c. side parameters. Table 6.2 

lists the filter bank data. 

Table 6.I; Parameters of h.v.d.c. system 

Vac|(nom) [ V ] 220 

Vac 2Cnom) [ V] 80 

Vac 3Cnom) [V] 110 

R J [fl] 0.17 

R [ft] 0.6 
com 

Lcom R [ H] 5.09 x 10 
-3 

Lcom y [ H ] 5.12 x I0~3 

L c o m B [
H l 5 J 8 X , 0 ~ 3 

L c h [ H ] 0.4 

R c h m 1.6 

P. L[0] ! 

R r [ R] 2.5 
Smax 1 J 

a) L '[ft] 64.21 
o smax 1 J 
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Tab f.e '6.2: Parameters of f i Iter bank 'CD 

Fi Iter R •[<>] L [mH] C[VF] 

5th 4.6 78 5.25 

7th 3.88 54.4 3.75 

I Ith ' 3.24 30 2.75 

13th 4. 12 24.8 2.5 

H.P. 100 • 20 1 .75 

In Table 6.1, the transformer resistance and the commutating 

inductance and resistance are referred to the converter side 

of the converter transformer. 

In Table 6.2 the parameters of the filter bank are all 

referred to the a.c. busbar side of the converter transformer. 

6.2.2 ' Measurement set-up 

To obtain a describing function from tests it is necessary 

to modulate the steady state control voltage with a signal 

of known amplitude, frequency and phase, and to measure 

the d.c. current harmonic of the same frequency. 

The d.f. is given by equation (5.17) 

Id e ^ d a) 
NCV , w, ip ) = (5.17) 

V e J * 
m 

A Sclartron JM 1600 (39) digital transfer function analyser 

was used to generate the modulating control voltage Vc and to 

measure the harmonic of d.c. current of interest. 

The JM 1600 comprises a function generator as a source 

of excitation to the system under test and a digital correlator. 
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The digital correlator picks out the sine wave component 

that possesses the same frequency as the one set in the function 

generator and rejects harmonics and noise. The M n phase1 

and Quadrature' components of the waveform to be analysed 

are measured relatively to sine and cosine reference signals 

derived directly from the function generator. 

A block diagram of the digital transfer function analyser 

is shown in fig 6.2. 

In order to lock the output of the function generator 

to the a.c. system voltage a special purpose circuit had 

to be designed. This circuit is shown in fig 6.3. 

The +6V is obtained from the digital transfer function 

analyser (d.t.f.a.), and Vp^ is the Iine-to-neutral voltage 

of phase R. The instant this voltage goes through zero 

with a positive slope is taken as time reference for both 

the theoretical and test studies. 

Tests showed that no phase shift existed between the 

output of the function generator and voltage Vp^. 

The describing function of a controlled converter is 

generally obtained for a particular value of steady state 

control voltage, which corresponds to a nominal firing angle 

a Thus a d.c. voltage level must define the value of <* 

The d.f. for converters (see section 5.3) also depends 

on the amplitude, frequency and phase of the input signal. 

As the function generator of the d.t.f.a. generates 

a signal whose mean value is zero, a d.c. level must be set 

independently. Also the d.t.f.a. does not a I low variations 

in phase of the output of the function generator. The hardware 



F i g 6 . 2 : D . " . F . A . block diagram (39) 
N) K) K) 
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F ig 6 .3 : C i r c u i t to lock D.T.F.A. 
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circui+ry that provides both phase-shift and d.c. level is 

shown in fig 6.4. 

As the phase shifting network provides a shift of the 

signal in the range of 0° to 180°, to cover the desired, 

range of phase shift (between 0° and 360°) an inverting 

ci rcuitry was bui It. 

Path (I) shown in hatched line in fig 6.4 allows a 

phase shift of the output of the function generator between 

0° and 180°, whereas path (2). allows a phase shift between 

180° and 360°. 

The bootstrap minimises the loading effects on the 

d.t.f.a. 

The input to the correlator is the d.c. current waveform 

which is measured with a Hall effect device circuit which 

itself introduces a phase shift in the d.c. current harmonics. 

For the frequencies of interest, i.e. 50, 100 and 150 Hz, 

this phase-shift is respectively -5.7°, -11.4° and -16.8°. 

To use fully the resolution of the correlator of the 

d.t.f.a. it was necessary to fi Iter out the constant component 

of d.c. current. A fourth order Chebyshev band-pass fi Iter 

was used for this purpose. The circuit diagram is shown in 

fig 6.5. Fig 6.6 shows the comparison between the theoretical 

amplitude response ahd the test results for this filter. 

Table 6.3 shows the gain and phase-shift for the frequencies 

of interest, obtained from tests. 
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f (Hz) 
F i g 6 . 6 : Comparison between theo re t i ca l and t e s t r e s u l t s f o r 

a 4th order Chebyshev bandpass f i I t e r 
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Tab ie 6.5: Gain and phase-shi ft of 4th order Chebyshev 

bandpass fi Iter (test resuits) 

f Gai n Phase 

50 .916 -134° 

100 .916 -198.3° 

150 .887 -245.3° 

The controller used (Chapter Two) employs a Pulse 

Phase Control algorithm which possesses a proportional 

characteristic between the control voltage and the firing 

angle with respect to a particular reference. The constant 

of proportionality, derived from the A/D converter, and the 

phase-locked-loop free running frequency is 20.45 el deg V 

To obtain the test describing function the output of the 

function generator is set to a particular frequency. A 

bias voltage obtained from a power supply sets the value 

of a whereas the output of the function generator is set 

to an amplitude that corresponds to the desired value of Aa . 

The output of the Chebyshev fi Iter is applied to 

the correlator input. The measurement performed by the 

correlator gives the amplitude and phase of the harmonic 

of d.c. current at the frequency set by the function generator. 

The reference for phase measurements are sine and cosine 

signals derived from the function generator. As the phase 

shifting circuitry is not built in the d.t.f.a. the 

measurements of the correlator are always performed in relation 
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to the same reference signals. To obtain the d.f. the 

phase-shift ^ introduced by the circuit of fig 6.4 must 

be taken into account. As the phase shift is varied through 

a potentiometer, any small error can affect the value of t, 

and comparison with the theoretical results may be difficult. 

An alternative is to plot the ratio 

dw Id j* e

 (6.1) 
m 

and obtain the theoretical results in the same form. This 

means that although a phase shift is introduced in the 

modulating signal, the measurements are made relatively 

to the control voltage before the phase shifter ( i p = 0°). 

In the measurements obtained, a correction due to the 

gain and phase of the Chebyshev bandpass fi Iter must be 

introduced. However no correction was introduced to 

compensate for the phase-shift due to the Hall effect device 

ci rcuitry. 

6.2.3 Data for the theoretica1 studies 

For the off-line studies the data compiled in Tables 

6.1 and 6.2 was considered. Although during measurements a 

2/0 di fTerence in the values of the source impedance for 

the three phases was found, this was not included in the off-

line studies.- Similarly any imbalances in the filter 

parameters for the three phases were not considered, as the 

off-line program does not allow the representation of imbalances 

in the source and filter impedances. The off-line program 
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can however incorporate commutating impedance imbalances 

and any such imbalances found during measurements were taken 

into account. 

The value of a ° used in the theoretical studies was 

the mean value of a reference obtained during tests. The 

amplitude of the modulating signal was measured during tests 

and this value was used in theoretical studies. 

The d.c. current constant term considered for all the 

theoretical studies was 2A. 

During the tests it was observed that this parameter 

varied with the phase of the modulating signal, this variation 

being negligible for the 50 Hz and 100 Hz modulating signal 

frequencies. However for a modulating signal of 150 Hz and 

amplitude of 14.8° (with a ° = 15°) the d.c. current 'constant' 

term varied between I.5A and 2.5A. 

The off-line program takes the d.c. current constant 

term as fixed, thus assuming a variation in the inverter 

e.m.f. This short-cut was used in order to avoid an 

iterative procedure for the evaluation of current in the 

theoretical studies. 

The variation of the d.'c. current 'constant' term affects 

mainly the value of the commutation angle and thus the 

amplitude and phase of d.c. current harmonics. We can conclude 

that the comparison between theoretical and test results 

should be worst for the 150 Hz case. 

As pointed out in Chapter Five, for the 50 Hz and 150 Hz 

modulating signal frequencies, the fundamental a.c. voltage 

(on the a.c. busbar of the converter transformer) was 
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assumed fixed. Therefore the time reference for both the 

theoretical and test studies is obtained from phase R of the 

a.c. busbar of the converter transformer (VaCj, in fig 6.1). 

It was also pointed out in Chapter Five that for the 100 Hz 

modulating signal frequency it is not valid to impose the 
i 

fundamental on the a.c. system side of the converter 

transformer. This is because a 100 Hz on the d.c. side 

generates a 50 Hz on the a.c. side. The fundamental of the 

а.c. voltage is therefore imposed on the Thevenin equivalent 

generator. Thus to obtain the test results the d.t.f.a. was 

synchronised with phase R of the output side of the variac 

(Eac in fig 6.1). 

б.3 Comparison between theoretical arid test resufts 

» Test d.f.s were obtained for both high (infinity) and 

low (3 and 6) short circuit ratios. For high s.c.r. two 

cases were studied: a) base case where only imbalances 

Inherent to the commutating reactance were considered; 

b) imbalances of 15.6$ in one of the commutating reactances. 

For low s.c.r. only the base case was examined. 

^ 6.3.1 Infinite short circuit ratio 

6.3.i.i Base case 

The theoretical and test results obtained with no 

* imposed imbalance and/or distortion apart from that inherent 

in the a.c. mains are shown in figs 6.7 to 6.12. 

Figs 6.7 and 6.8 are for 50 Hz m.s. and show that an increase 
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f = 50 Hz 
o a = 15.4 

Aa = 8.4 

Base case" 

Fig 6.7: Comparison between theoretical and test results. 
f = 50 Hz, Aa = 8.4°. Balanced and undistorted 
a.c. voltages 
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f = 50 Hz 

Aa = 22.4° 

Fig 6.8: Comparison between theoretical and test results. 

f = 50 Hz, Aa = 15.4°. Balanced and undistorted a.c. voltages 



in the amplitude of the m.s. leads to a distortion in the 

theoretical and test d.f. curve. 

Figs 6.9 and 6.10 refer to the 100 Hz m.s. In this case 

the results are sensitive to imbalance in the fundamental a.c. 

(assumed negligible in computed study), therefore the agreement 

between theoretical and test results is not as good as in 

the 50 Hz m.s. case. This inconsistency is illustrated in 

fig 6.9 where the first (I) and last (l T) test points are 

not coincident. 

Figs 6.I I and 6.12 refer to the 150 Hz m.s. case. The 

phase-shift between theoretical and test results is due to 

the d.c. current constant term experiencing a change with 

the phase of the m.s. This affects the commutation angle 

and therefore the amplitude and phase of the d.c. side 

harmonic.of interest (150 Hz). As already mentioned (see 

section 6.2.3) the off-line program assumes d.c. current 

constant term as being fixed and allows for variations in 

the e.m.f. that simulates inverter behaviour. 

The change of the constant term of d.c. current with 

the phase of the m.s. stems from the fact that for a particular 

phase angle all the Interfiring periods are approximately 

identical. In this situation the d.c. current harmonic of 

interest is negligible, and therefore the d.f. is zero. The 

value of constant term of d.c. voltage attains its maximum 

value in this situation. 

For another phase of the m.s. the 150 Hz d.c. current 

harmonic is maximum, and the interfiring periods of the even 

numbered valves are very different from those of the odd-



f = 100 Hz 

"Base case" 

a° = 15.7° 

Aa = 7.2° 
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Fig 6.9: Comparison between theoretical and test results, 
f = 100 Hz, Aa = 7.2°. 
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f = 100 Hz 

"Base case" 

a = 15.7 
• • «o 

Aa =11.4 

CN I 
o 

00 LU 

£ > -
-0-16 -012 

Theoretical 
results 

'-0-20J 

0-20 0-24 0-28 0-32 

X VALUES 10"1 

Fig 6.I0: Comparison between theoretical and test results, 
f = I00 Hz, Aa = I 1.4°. 
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f = 150 Hz 
0 I c o° 

a = 15.2 

Aa = 6.4° 
"Base case" 

0-28i 

GO 
LU 

£ 

0-241 
Theoretical 
results o-20-

Test 
results 

>- -0-24 -0-20 -0-16 -0-12 -0-08 -0-0$ 

-0-04 

-0-08 

04 0-08 0-12 016 0-20 0-24 

-0-20
J 

X VALUES 10"1 

Fig 6. I I: Comparison between theoretical and test results 
f = 150 Hz, Aa = 6.4°. 
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f = 150 Hz 

° I c 

a = 15.2 

Aa = 14.8° 
"Base case" 

6.12: Comparison between theoretical and test results, 
f = 150 Hz, Aa = 14.8°. 
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numbered valves. Therefore the d.c. voltage constant term 

and as a consequence the current diminish. 

As mentioned earlier, the variation of d.c. current constant 

term with the phase of the m.s. is more pronounced for the 150 Hz case. 

6.3.1.2 'UribaIariced'transformer'reactances 

A comparison between theoretical and test results with 

unbalanced transformer reactances was also carried out. A 

reduction in the commutating reactance of phase R resultrng in 

a 15.6$ imbalance was implemented. 

•Figs 6.13 and 6.14 refer to a 50 Hz m.s. In fig 6.13 two 

test results carried out on different days are shown. The effect 

of commutating reactance imbalance in the 50 Hz d.f. is 

negligible and this agrees with the theoretical prediction. 
/ 

Fig 6.15 shows the influence of an a.c. fundamental voltage 

imbalance on the d.f. plot for a 100 Hz m.s. 

Figs 6.16, 6.17 and 6.18 show the' comparisons between 

theoretical and test results for a 100 Hz m.s. 

Figs 6.16 and 6.17 correspond to the same amplitude of 

the m.s. but were obtained on different days. Unlike the 

50 Hz m.s. case,differences in the two plots are noticeable. 

This is due to the fact that the 100 Hz frequency m.s. is 

greatly affected by any imbalance in the fundamental a.c. 

voltage. The phase shift between the theoretical and test 

results may be caused by imbalances not taken into account in 

the theoretical calculations. 

Figs 6.19 and 6.20 refer to the 150 Hz frequency m.s. 

The results are si milar to the ones obtained for the 

unbalanced case. Again the theoretical prediction that 
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f = 50 Hz 

a° = 15.2 

Aa = 6.2° 

"Unbalanced transformer reactances" 

Fig 6.13: Comparison between theoreticaI"and test results. 

f = 50 Hz, a° = 15.2, Aa = 6.2°. Unbalanced 
transformer reactances 
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f = 50 Hz 

a° = 15.2 

Aa = 14.6 

"Unbalanced transformer reactances" 

Fig 6.14: Comparison between theoretical and test results. 
f = 50 Hz, a° = 15.2, Aa = 14.6. Unbalanced 
transformer reactances 
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f - 100 Hz ' 

a° = 15.2° 

4a = 11.4° 

"Theoretical studies" 

CSI 
'o 

GO 
L U ZD I £ 

Unbalanced transformer 
reactance + a.c. voltage 
unbalance." 

-0-20 -0-16 -0-12 0-20 0-24 0-28 

Unbalanced transformer 
reactance." 

X VALUES 10 -1 

Fig 6.I5: Influence of a further imbalance in the d.f. locus. 
2% a.c. voltage imbalance 
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f = 100 Hz 

a° = 15.2° 

Aa = 6.4° 

"Unbalanced transformer reactances" 

ft 
Fig 6.16: Comparison between theoretical and test results, 

f = 100 Hz, a° = 15.2, Aa = 6.4. Unbalanced 
transformer reactances 
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f = 100 Hz 

a° = 15.2° 

Aa = 6.4° 

"Unbalanced transformer reactances" 

Fig 6.17: Comparison between theoretical and test results. 
f = 100 Hz, a 0 = 15.2°, Aa = 6.4°. Unbalanced 
transformer reactances 
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f = 100 Hz 

a° = 15.2 

Aa =11.4 

"Unbalanced transformer reactances" 

Fig 6.18: Comparison between theoretical and test results. 

f = 100 Hz, a° = 15.2, Aa = 1 1 . 4 . Unbalanced 
transformer reactances 
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f = .150 Hz 

cP = 15.2 

Aa = 6.4 

"Unbalanced transformer reactances" 

Fig 6.19: Comparison between theoretical and test results, 
f = 150 Hz, a° = 15.2°, Aa = 6.4° 
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f = 150 Hz 

a° = 15.2° 

Aa = 12 .6 ° 

"Unbalanced transformer reactances" 

CN 
'o 

UI 

$ 

0-24 
Theoretical 
results 0-20 

Test 
results 

-0-12 -0-10 - 0 0 8 -0-06 -0-04 - 0 02 0 0-06 0-08 010 0-12 

-0-24J • 

X VALUES 10"1 

Fig 6.20: Comparison between theoretical and test results. 
f = I50 Hz, a u = 15.2, Aa = 12.6°. 
transformer reactances 

Unbalanced 



248 

imbalances either in the commutating reactances or in the 

a.c. fundamental voltage do not affect the d.f. for a 150 Hz 

frequency m.s. has been confirmed. 

6.3.2 Finite Short circuit ratio 

Tests were conducted to obtain d.f.'s for low s.c.r.!s. No 

imbalances and/or distortions apart from those inherent to 

the commutating reactances were considered in the theoretical 

i 

studies. Figs 6.21 and 6.22 refer to a 50 Hz m.s. frequency. 

As in the infinite s.c.r. case the theoretical and test d.f.'s 

are in good agreement but there are discrepancies in the 

size of the locus. 

Figs 6.23 and 6.24 were determined for a 150 Hz m.s. 

The theoretical and test results show the same trends as for 

infinite s.c.r. Again the phase-shift between theoretical 

and test results is due to the d.c. current 'constant1 term 

change with phase of the m.s. 

For both 50 Hz and 150 Hz frequency modulating signals 

the theoretical and test results are in reasonable 

agreement. However, this is not the case for the 100 Hz 

m.s. In this case any imbalance in the source impedance or 

in the fundamental a.c. voltage affects decisively the d.f. 

plot. Such imbalances had therefore to be considered when 

obtaining the theoretical results. To assess the sensitivity 

of the d.f. plot to imbalance in the fundamental term of the 

a.c. voltage some theoretical studies were carried out. 

In fig 6.25 the effect of a change in phase of the 

fundamental of the a.c. voltage is shown. The d.f. plot 
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Fig 6.21: Comparison between theoretical and test results. 
f = 50 Hz, ct° = 15.2°, Aa = 8.4°. s.c.r. = 3 

— X AX I S—-
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Fig 6.22: Comparison between theoretical and test results 
f = 50 Hz, a° = 15.2°, Aa = 14.8°. s.c.r. = 3 

j-05 
X X 

Theoretical 
results 

X » X 

7 
Test results 

+ 0 5 

— X AXIS 
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0-6i 

CM £ 

CO 

£ 

Theoretical 
results 

-0-48 -0-40 -0-32 -0-24 -0-16 -0 08 0 

-0-1 • 

-0-2-

-0-3 

-0-4-

-0-5-

0-16 0-24 0-32 0-40 0-48 

-0-6J 

X VALUES 10"1 

Fig 6.23: Comparison between theoretical and test results 
f = 150 Hz, a 0 = 15.7°, Aa = 6.4°. s.c.r. = 3 
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Test 

Fig 6.24: Comparison between theoretical and test results. 
f = 150 Hz, a° = 15.7°, Aa = 12.8°. s.c.r. = 3 
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shifts to the left and upward. 

In fig 6.26 the effect of a change in phase and 

amplitude of the fundamental of the a.c. voltage is shown. 

Comparison of curve 2, fig 6.25 with curve 2 of fig 6.26 shows 

that changing the imbalance from one a.c. phase to another 

shifts the d.f. plot upwards. In both cases the negative 

sequence of the fundamental of the a.c. voltage is identical. 

Fig 6.27 and fig 6.28 compare the theoretical and test 

results for a s.c.r. of 6 and 3 respectively. In both cases 

the test d.f. is larger than the theoretical curve. However 

the theoretical results do correctly predict the shift in 

the d.f. with varying short-circuit ratio. 

6.4 Experimental confirmation of limit-cycle prediction 

In order to assess the abi lity of the off-line computer 

program to predict limit cycle oscillations, a set of tests 

was carried out with both high and low short circuit ratios. 

The a.c. voltage and the control voltage harmonic 

distortion was monitored using a spectrum analyser, these 

measurements used later as input data for the off-line 

computer program. 

The linear part of the control loop incorporating 

controlled converters comprises two blocks in fig 6.29, 

namely the error processing unit (e.p.u.) and the Hall effect 

device plus amplifier. The block N.L. stands for non-linearity 

and comprises the d.c. converter system plus d.c. line. 

Denoting by Gj CJ w) the transfer function of the error 

processing unit and by H(J uO the transfer function of the 



ii i i-z «J° ii lot j234.9 .. j I 18.4 U D = I 17 e° ; U = 123 e J ; U D = I 17 e J 

2 Up = 117 e J O ; U = 123 U = I 17 e J240. J 120 

Fig 6.25: Effect of change in phase of the fundamental of the 
a.c. voltage in the D.F. plot for a 100 Hz m.s. 
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I U = l l 7 e J ° ; U - 123 e j 2 3 4 - 9
; U = l l 7 e J I 1 8 - 4 

r y b 
2 U D = 123 eJ°; U = I 17 e 

R y 
J'

240

;- UB = 123 eJ '
20 

Fig 6.26: Effect of a change 
fundamental of the 
for a 100 Hz m.s. 

in phase and amplitude of the 
a.c. voltage in the d.f. plot 
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Fig 6.27: Comparison between theoretical and test results. 
f = 100 Hz, a° = 15.2,Aa =8.8°, s.c.r. = 6. Base case. 
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Fig 6.28: Comparison between theoretical and test results. 
f = 100 Hz, cc° = 15.2, Aoc = 8.8°. s.c.r. = 3 
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Fig 6.29: Control loop incorporating controlled converters 
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Hall effect device plus amplifier, the linear part of the 

control loop can be gathered in a single transfer function 

GCj oj ) where: 

|G(jo))| = | G | (j o) )H(j a) ) | (6.4(a)) 

e ( 03 ) = /G(j 03 ) = /G| (j 0) ) + /H(j a ) (6.4(b)) 

The open-loop transfer function of the linear part 

of the control loop is of the form' 

r n . _ -K (6.5) 

G ( J W ) ' | T J 3 t 
As the gain of the Hall effect device is unity and its time 

constant is very small^the gain K and time constant T in 

(6.5) are mainly determined by the error processing unit. 

For a particular time constant T, the gain K was varied up 

to the value where a limit cycle oscillation would occur. 

The value of K was then read and compared with the 

theoretical prediction. 

As the off-line program developed can only predict 

oscillations synchronised with the a.c. system voltage, a 

set of tests for two s.c.r. conditions (infinity and 3), 

balanced and unbalanced conditions (an imbalance of 25$ in 

the amplitude of phase R voltage) and for four time constants 

(!, !Q, !00 and 1000 ms ) was carried out. 

Table 6.4 summarises the results obtained. Only 

oscillations synchronised with the a.c. system voltage are 

shown in this Table. Oscillations not synchronised with the 

a.c. system voltage were also found but they were disregarded 

as they cannot be predicted by the theoretical model developed, 
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Tab le 6.4: Frequency of osci I I ati oris synchronised with the 

a.c.'system frequency 

T [ms] 
S.C.R: =i 

Ba1anced 
a.c. voltages 

Oo 
Unbalanced 
a.c. voltages 

S.C.R. — 
Balanced 
a.c. voltages 

3 
Unbalanced 
a.c. voltages 

1 150 Hz 

100 Hz 50 Hz 50 Hz -

10 50 Hz 

• 50 Hz 

100 Hz - 50 Hz 

100 - 50 Hz - -

1000 - - - -

Furthermore only oscillations with a considerable 

amplitude were registered. The amplitude of these oscillations 

were measured in terms of a variation of a reference and 

varied between 2 el deg and 10 el deg. 

The following conclusions can be drawn from the results 

obtained. 

a. Oscillations synchronised with the a.c. system voltage 

appear predominantly for high s.c.r. and low time constants 

CI, 10 ms). 

b. In all the cases where oscillations synchronised with the 

a.c. system voltage were detected, the value of the gain is 

much smaller than that necessary to initiate oscillations 

unsynchronised with the a.c. system voltage. 

c. For a low s.c.r. the gain necessary to sustain an 
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oscillation of detectable amplitude is much smaller than for 

high s.c.r. 

d. The gain K for which oscillations occur decreases with 

decreasing time constant T. 

The results of Table 6.4 indicate the area of interest, 

i.e. T = 10 and 100 ms for both high and low s.c.r. 

6.4.1 Time constant 10 ms 

Fig 6.30 shows the Nichols chart obtained from the 

theoretical results for the prediction of limit cycles at 

a frequency of 50 Hz and a s.c.r. of infinity. 

The plots are shown for several values of amplitude 

of the modulating signal. At the time of the tests the 

level of both the fundamental and harmonics on the a.c. side 

of the converter transformer were measured and used as input 

data for the theoretical studies. A similar procedure was 

followed for all the tests performed. 

The straight line G(jlOOir) in fig 6.30 is the locus of 

the 50 Hz frequency point of G(j w ) for different values of 

gain K. 

According to the theoretical predictions an oscillation 

of 5° in amplitude would occur for a gain K of 37.2. Increasing 

the gain K would increase the amplitude of the oscillation up 

to a value of 2°. A further increase in the gain would 

result in a change of phase, the amplitude of this oscillation 

remaining the same. Finally further increments in the value 

of K would lead to an osci Ilation of smaller amp Iitude. 



Fig 6.30: Nichols chart, f = 50 Hz, s.c.r. =00 , T = 10 m.s., a° = 26.4° 
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Table 6.5 details all the results obtained for a time 

constant of 10 ms. For the case under study an osci Ilation 

with amplitude equal to .4° exists for a gain equal to 10. A 

gain of 50 produces an oscillation of 5° amplitude. A further 

increase in gain produces a change of phase and finally the 

amplitude of the oscillation reduces to 4°. 

Although the theoretical results .explained qualitatively 

the behaviour of the oscillations with increasing gain K, a 

considerable difference was found between the calculated and 

measured values of the gain. 

Fig 6.31 shows the Nichols chart of the theoretical 

results obtained to predict limit cycles at a frequency of 

50 Hz, amplitude of the modulating-signaf of .24° and a s.c.r. 

equal to 3. The straight line in this figure is the locus 

of the 50 Hz point of G(j w) for different gains K. 

The results shown in Table 6.5 show that in this case 

good agreement between the theoretical and test results was 

obtained. 

Increasing further the gain K of the error processing 

unit would initiate oscillations not synchronised with the 

a.c. system frequency. 

Figs 6.32 and 6.33 show the Nichols chart for the 

theoretical results and frequencies of the modulating signal 

equal to 100 and 50 Hz respectively and s.c.r. equal to 

infinity. The a.c. voltages were unbalanced. 

In fig 6.32 the theoretical results predict an oscillation 

of .4°, frequency 100 Hz for a gain K of 11.3. Test results 

shown in Table 6.5 confirm this prediction. 
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F i g 6 . 3 1 : N i c h o l s c h a r t , f = 5 0 H z , s . c . r . = 3 , T = 10 ms, a ° = 2 6 . 1 0 ° , Aa = . 2 4 ° 
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F i g 6 . 3 2 : N i c h o l s c h a r t , f = 100 H z , s . c . r . =a> , T = 10 ms, = 1 3 . 5 ° , Aa = 0 . 4 ° 
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F i g 6 . 3 3 : N i c h o l s c h a r t , f = 50 H z , s . c . r . =<» , T = 10 ms, ct° - 1 4 . 5 ° 
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Tests showed that increasing the gain K leads to a 

situation where an oscillation with both 50 Hz and 100 Hz 

would exist. The measured amplitude of the 50 Hz component 

of control voltage was 5° whereas the amplitude of the 100 Hz 

component of control voltage was 3°. Table 6.5 details the 

gain K for which this situation occurred. 

The evaluation of the dual input describing function is 

needed to analyse this case. The single input d.f. was first 

plotted for an amplitude of the m.s. equal to 2° and 5°. For 

an amplitude of the m.s. equal to 5° and a phase of 310° (which 

corresponds to the lowest value of gain margin) the d.i.d.f. was 

evaluated. The plot is shown in fig 6.33 (curve (a)). 

As can be seen from the results shown in Table 6.5, 

again good agreement between theoretical and test results 

was found. 

6.4.2 Time constant 100 ms 

Fig 6.34 shows, the Nichols chart of the theoretical 

results for a frequency equal to 50 Hz, s.c.r. infinity, 

amplitude.of the modulating signal equal to 5°. 

From the theoretical results the gain for which an 

oscillation of 50 Hz and amplitude. 5° is present, should be 

932.5. However the test results showed that an osci Ilation 

of amplitude 5° and frequency 50 Hz existed for a gain 

of the error processing unit equal to 380. 

Fig 6.35 shows the Nichols chart of the theoretical 

results for f = 100 Hz, s.c.r. =co and Aa = 0.5°. 

The theoretical results predict an oscillation of 

100 Hz, amplitude 0.5° for a gain equal to 193.5. Test results 
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showed that this oscillation would exist for a gain K of the 

error processing unit.equal to 150. For low short circuit 

ratio no oscillations synchronised with the a.c. mains were 

observed. 

6.4.3 Firing angle'\ rreguIarTties 

A common feature of the tests for both the 10 and 100 

ms time constants was the dominance of the 50 Hz oscillation 

even when the fundamental of the a.c. voltage was unbalanced. 

It is thought that a contributing factor towards this 

behaviour is the irregularity in the firing of the converter 

thyristor valves. 

Under open-loop, the firing instant pulses produced by the 

digital controller are to all intents and purposes 60 el. deg. apart. 

These pulses are routed to the valves through a set of pulse 

transformers. 

Tests showed that a delay exists between the instants 
« 

the pulse is produced by the digital controller and the 

instant it is applied to the valve. 

Theoretical studies were carried out in order to assess 

the influence of a common delay in all the firings in the d.f. 

The results are shown in fig 6.36 where the Nichols 

chart is plotted for a 50 Hz m.s. 

The plot indicates that a delay in the firing instants 

shifts the -l/NCV , oj , ̂  ) plot by a value which is almost 

identical to the delay considered. The amplitude of the 

-l/NCV , a), ip ) also decreases. 
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If the delay is not identical for all the valves, and 

this is likely due to hardware component precision, a pattern 

of firings is established which does not repeat itself 

over a Gains' cycle. This is the cause of the 50 Hz 

osci11 ation. 

6.5 Conor usions 

tn this chapter a comparison between the theoretical 

results obtained from the off-line computer program, and test 

results obtained from the h.v.d.c. simulator was carried 

out. 

The experimental determination of the d.f. confirmed 

the theoretical predictions in nearly all the cases, agreement 

being better for high s.c.r.s. This is thought to be due to 

imbalances in the parameters of the test equipment not taken 

into account in the theoretical studies. 

This conclusion is reinforced from the results of the 

lOOHz m.s.case in which the correlation between theory and 

tests is the poorest. However this is also the case for which 

the d.f. is most sensitive to a.c. system imbalances. Although 

some imbalances were measured at the beginning of tests and 

used subsequently as input data in the theoretical predictions, 

there was no guarantee that these imbalances remained the same 

during the course of the tests. 

The experimental confirmation of limit cycle oscillations 

at a frequency synchroni sed with the a.c. system voltage was 

also carried out. Some limit cycles of 50 and 100 Hz 

observed experimentally were- confirmed through a Nichols plot 



of both the inverse d.f. and the error processing unit transfer 

function. 

The agreement between theoretical and experimental values 

of the e.p.u. gain is in most cases satisfactory. 

.The limit cycle oscillations are in general of relatively 

small amplitude and result from a.c. system imperfections 

magnified by the closed-loop control of the d.c. current. They 

occur for .values of the e.p.u. gain less than that necessary 

to initiate oscillations with a frequency not synchronised 

with the a.c. system voltage. . 

Actually the mechanism that generates oscillations 

synchronised with the a.c. system voltage is different from 

the one that generates non-synchronised oscillations. Whereas 

non-synchronised oscillations are mainly excited due to 

the closed-loop control of the d.c. current, synchronised 

oscillations are excited due to a.c. system imbalances and/or 

di storti ons. 

These synchronised oscillations may exist even under 

open-loop situations, the closed-loop control simply 

magnifying them through modulation of the control voltage. 



Chapter Seven 

HARMONIC MINIMISATION CONTROLLER 

7.1 Introduction 

The theoretical and experimental results obtained in 

Chapters Five and Six suggest that oscillations synchronised 

with the a.c. system voltage are mainly generated by imbalances 

and/or harmonic distortion, in the a.c. busbar of the converter 

transformer. 

The results obtained also show that modulating the firing 

instants with a signal of a particular frequency generates 

a d.c. current harmonic of the same frequency. This current, 

in turn, Imposes on the a.c. side voltage harmonics, which, If 

present independently, would have resulted in.a d.c. .current 

harmonic of the modulating signal frequency. 

These two major conclusions led to a proposal of a-new 

controller, whose primary objective is to minimise the 

modulation of the control voltage due to uncharacteristic 

d.c. current harmonics. 



The type of control systems that are in use today supress 

the modulation of the control voltage due to d.c. current 

harmonics by imposing a large time constant in the error 

processing unit, i.e. by giving it a low-pass filter 

characteristic. The smaller the passband of the error 

processing unit the more effective the fi Itering effect of the 

error processing unit. Results obtained in Chapter Six 

showed that for a time constant T of the error processing unit 

equal to Is, no oscillations synchronised with the a.c. system 

voltage were obtained. 

Increasing the time constant T has, however, the drawback 

of slower dynamic response of the controller. 

By minimising the modulation of the control voltage, 

the controller proposed enables the use of smaller time constants 

in the error processing unit. 

The basic philosophy of the new controller is presented 

in section 7.2. Section 7.3 shows some experimental results 

obtained using the principle developed in section 7.2. These 

results were obtained using a spectrum analyser and the waveform 

generator of a digital transfer function analyser. Also in 

this section the basic design of the new controller is outlined. 

Finally in section 7.4 some conclusions are drawn. 

7.2 Basic phiiosophy of the harmonic minimisation control ier 

Oscillations synchronised with the a.c. system voltage are 

mainly due to imbalances and/or distortions in the a.c. busbar 

voltage of the converter transformer. 
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These imbalances and/or distortions generate, due to the 

modulation process of the converter, a set of d.c. current 

harmonics. Under open-loop conditions and with equidistant 

firing the source of non-characteristic d.c. current harmonics 

is the variation in commutation periods. 

When the current-control loop is closed the d.c. current 

harmonics modulate the control voltage, thus giving rise to 

non-equidistant firing of the valves. This irregular firing 

is a secondary source of d.c. current harmonics which is likely 

to lead to harmonic magnification. 

The basic objective of the harmonic minimisation controller 

(h.m.c.) now proposed is to use an auxiliary signal to demodulate 

the modulated control voltage! 

Figure 7.1 shows the block diagram of the current-control 

loop of a d.c. converter system using the proposed h.m.c. 

Fig 7.1: Block diagram of the current control loop using 
the Harmonic Minimisation Controller 



Here the output signal from the error processing unit (V ) 

is modified according to a particular law into V" which in 

turn is applied to the firing system. Block H in fig 7.1 

performs this modifying function. 

Two approaches are possible here: 

a. In the first approach, the demodulation of V c is the 

objective. V" c modulates the firing instants in such 

a way that the d.c. current non-characteristic harmonics 

are minimised. 

b. In the second approach, the demodulation of V" c is 

the objective, i.e. in this approach the pulses applied 

to the thyristors are truly equidistant. The residual 

d.c. current non-characteristic harmonics are larger than 

in case (a). 

Thus, in the first approach the modulation due to imbalances, 

distortion in the a.c. voltage and non-equidistance firing is 

collectively compensated, whereas in the second approach only 

the modulation due to the non equidistant firing is compensated. 

7.3 Experimental results 

The two approaches detailed above were tested using the 

set-up described in Chapters Two and Six. 

A spectrum analyser was used to analyse the control-

voItage frequency spectrum. The waveform generator of the 

digital transfer function analyser was used to produce a signai 

with a particular amplitude and frequency. The phase shifting 

network described in Chapter Six was used to adjust the phase 

of the output signal of the d.t.f.a. 



To produce V" a summing junction was implemented. The 

inputs to the summing junction are the output of the error 

processing unit V , and the signal derived from the d.t.f.a. 

as shown in fig 7.2. 

In the hatched box the phase shifting circuit described 

in section 6.2.2 fs shown. Also the d.t.f.a. is locked with 

the a.c. system voltage through the circuit outlined in 6.2.-2 

Experiments were performed for high and low s.c.r.s. 

The frequency spectrum of both V c and V" c obtained with 

the spectrum analyser was used to determine the frequency and 

amplitude of the signal to be provided by the waveform 

generator of the d.t.f.a. First, with a small amplitude of 

this signal, its phase was adjusted so that V (V" ) diminished 
G G 

its amplitude. Next the amplitude was incremented to minimise 

the modulation in V (V" ). 
c c 

With the present experimental set-up it is only possible 

to act on one particular frequency of the spectrum of V (V" ). 
c c 

A summary of the results obtained is shown in Table 7.1. 

Tests were also performed with a s.c.r. equal to 3. 

Oscillations synchronised with the a.c. system voltage were 

detected for very small values of the gain ( » 10) of the error 

processing unit. The amplitude of this oscillation was so 

small that correction would have been counter productive. 

In the table the amplitudes of V c are an image of the 

amplitudes of the uncharacteristic harmonics in the d.c. 

current. In all cases shown,the modulation of by the auxiliary 

signal derived from the d.t.f.a. did not initiate other types 

of oscillation. Actually the frequency spectrum of V for all 
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frequencies but the one which was being control led remained 

the same. 

In order to assess whether the same results would apply 

to the control of other frequencies, an imbalance in the 

fundamental term of a.c. voltage was introduced. This caused 

a 100 Hz oscillation in the control voltage. The results are 

detai led in Table 7.1. 

In all the tests performed the phase shift between the 

auxiliary signal injected and the signal modulating the 

control voltage V c was found to be 180°. 

The results obtained suggest that the control of V c is 

not only more effective in reducing the d.c. current non-

characteristic harmonics, but is also easier to implement. It 

is also apparent that the amplitude of the auxiliary signal 

is approximately equal to the amplitude of the oscillation in 

V before the demodulation, c 

To derive a simple law for the control of V" is however 
c 

more difficult, as in this case the objective is that the 

voltage fed into the firing system will be demodulated. Thus 

the amplitude of the auxiliary signal depends on the non-

characteri sti c harmonic content contributed by the control 

voItage. 

Figs 7.3, 7.4 and 7.5 show oscillograms of the direct 

voltage V^ before and after the implementation of the new 

control policy for infinity s.c.r. and frequency of oscillation 

of 50 Hz. The gain of the error processing unit is 50. The 

oscillograms of V c and V" (with and without the auxiliary 

signal) are shown. 
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Fig 7.3 Current controller 
s.c.r. =CD k = 50 
a) V d 
b) VQ 

c 
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a) 

c) 
Fig 7.4 Harmonic minimisation controller Control of V"c 

s.c.r. =0? k = 50 
a) V d b) V"c c) V c 





As already pointed out, these results were obtained with 

the auxiliary signal derived externally to the control - loop. 

To fully assess the behavi.our of the new control ler tests with 

the new auxiliary loop closed needed to be performed. 

A possible way of implementing the Harmonic Minimisation 

Controller would be to use a microcomputer which performs the 

Discrete Fourier Transform (DFT) of the control voltage, thus ' 

obtaining its frequency spectrum. 

The components that possess negligible amplitudes may be 

simply disregarded and a new spectrum built with the 

frequencies which are dominant. Subsequently the spectrum 

should be shifted by 180°. From this new frequency spectrum 

the inverse Discrete Fourier Transform can be performed 

and the auxiliary signal obtained. 

This signal can then be applied either in analogue form to 

the input of the firing system (a digital to analogue converter 

is thus needed) or in digital form as a correction to the 

software algorithm described in section 2.3.1.2. 

As the control voltage is sampled 17 times in 60° (see 

Chapter Two), these samples can be fed as data to the Discrete 

Fourier Transform processor. 

The action of the new controller must be very slow so that 

Its influence on the dynamic behaviour of the cu.rrent-controI 

loop is negligible. As the lowest frequency to be detected is 

50 Hz a time delay of 20 ms is inherent in the correction. 
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7.4 Cone Iusi ons 

This chapter described a new controller whose main 

objective is to suppress the magnification of non-characteristic 

harmonics due to the feedback action of the current control-

loop of converter systems. 

Two control policies are described. Experimental results 

for both control policies were obtained, using an external 

source to impose an auxiliary signal to demodulate the modulated 

control voltage. 

Under these conditions the behaviour of the new controller 

was satisfactory. Oscillograms that compare the relevant 

signal with and without the new control policy were shown. 

Based on the results obtained, a way of implementing 

the new controller was described. 

Although one of the control policies is easier to 

implement and leads to a negligible amplitude of the harmonic 

supressed it does not follow that this control policy is the 

best. Its behaviour under closed-loop conditions must be 

fully assessed and the consequences of the firing instant 

modulation investigated. 

A digital controller seems most appropriate for the 

incorporation of such control policies as only alterations in 

software are needed, the hardware remaining virtually the same. 



Chapter Eight 

CONCLUSIONS 

8.I Cone I us ions 

A new model for the converter and its associated controls, 

suitable for the study of oscillations synchronised with the 

a.c. system voltage, was proposed. 

The model developed takes into account the modulation and 

demodulation processes characterising converter behaviour, and 

the resulting generation of harmonics. As this detai led 

converter model is not amenable to an analytical approach a 

computer program was developed capable of analysing the 

mechanism of harmonic generation by the converter in the presence 

of imperfections in a.c. voltage, converter transformer and 

firing system. The program performs a detailed steady-state 

calculation of a complete h.v.d.c. link, yielding all the a.c. 

and d.c. side voltage and current harmonics up to the 30th. 
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The program allows the simulation of the Individual 

Phase Control (IPC), the Pulse Frequency Control (PFC) and 

Pulse Phase Control (PPC) systems, and the representation of 

both rectification and inversion with either infinite or 

finite a.c. systems. 

The main burden of the computer program is the harmonic 

calculation of the Eu ler-Fourier coefficients of the d.c. 

voltage and a.c. currents. In order to save computing time, 

these coefficients are calculated analytically. 

With finite a.c. system short circuit ratio, a Gauss 

iterative method is used to adjust the a.c. bus voltage. This 

algorithm requires'a considerable number of iterations, 

specially in the presence of a.c. and/or d.c. system resonances. 

Acceleration factors were implemented in order to speed up 

the convergence, however in some cases convergence was not 

achieved. This situation occurred whenever the a.c. system 

anti-resonant frequency and the d.c. system resonant frequency 

were "linked" through the modulation process inherent in the 

conve rfer. 

The most important findings concerning the steady-state 

solution of a bi-terminal h.v.d.c. system were: 

a. A second harmonic distortion with positive sequence 

on the a.c. voltage gives rise to a component at 

the fundamental frequency on the d.c. voltage, and to 

all even harmonics on the a.c. side. 

b. A second harmonic distortion with negative sequence 

on the a.c. voltage gives rise to all triplen 

harmonics on the d.c. side and to all even harmonics 

excluding triplens on the a.c. side. 



c. An imbalance in a.c. voltage or in commu+ating 

impedance yields all even harmonics on the d.c. 

side and all triplen harmonics on the a.c. side. 

The new model for the converter was used to compute the 

describing function for d.c. transmission systems. This is 

defined as the complex ratio of the output d.c. current at a 

particular frequency to the input control voltage at the same 

frequency. 

With balanced and undistorted a.c. voltage, the d.f. 

expands with increasing amplitude of the input signal for 

50 and 100 Hz. However, for the 150 Hz input signal this 

feature seems to depend on the type of system studied and on 

the short circuit ratio. 

Imbalance and distortion of the a.c. voltage yields a 

significant expansion of the d.f. in those cases where the 

a.c. currents generated by the converter with a modulated 

input signal contain the same harmonic which is imposed on the 

a.c. busbar voltage. As a result, the d.f. for 50 Hz is 

expanded by a second harmonic distortion with positive sequence 

for 100 Hz is expanded by voltage or transformer reactance 

imbalance; and for 150 Hz by a second harmonic distortion with 

negative sequence. 

.The experimental determination of the d.f. for the h.v.d.c 

simulator showed good agreement with the predicted results in 

nearly all cases examined. Some limit cycles of 50 and 100 Hz 

observed experimentally were confirmed through a Nichols chart 

where both the inverse d.f. and the error processing unit 

transfer function were plotted. 



The agreement between theoretical and experimental 

values of the error processing unit gain is in most cases 

satisfactory. 

The limit cycles (harmonic instabilities) are in general 

of relatively small amplitude, and result from a.c. system 

imperfections magnified by the closed-loop control of the d.c*. 

current. Oscillations synchronised with the a.c. system may 

indeed be present even under open-loop conditions depending 

on the a.c. bus voltage imperfections. The harmonics of d.c. 

current generated by these imperfections is fed back into the 

firing control system and depending on the bandwidth of the 

error processing unit, modulate the firing instant of the valves, 

thus magnifying the relevant harmonic of d.c. current. 

We can conclude that the mechanism that gives rise to 

oscillations synchronised with the a.c. system voltage is 

quite different from the one responsible for the generation of 

oscillations at lower frequencies. As a consequence, the values 

of the error processing unit gain necessary to initiate 

osci Nations synchronised with the a.c. system voltage are much 

smaller than the ones necessary to initiate lower frequency 

osci I I ations. 

A new controller whose main function is to minimise the 

d.c. current non-characteristic harmonics, and thus prevent the 

occurrence of harmonic instability has been proposed. Tests 

performed with the new controller showed that oscillations 

synchronised with the a.c. system voltage can be eliminated. Two 

alternative control policies were proposed. One minimises the 

modulation in the control voltage fed into the firing system. 

The other minimises the d.c. current harmonic. Oscillograms 

illustrating both control policies were presented. 



The describing function method, although expensive in 

computer time, has proved to be a powerful tool in the study 

of harmonic instability in h.v.d.c. systems. The results 

obtained led to the suggestion of a new controller which 

promises the prevention of harmonic instability. 

8.2 Original contributions 

The following are believed by the author to be original 

contri butions: 

1. Implementation of a digital control system based upon 

a commercially available microcomputer system 

(TM 990/101M). 

2. A mathematical model for the evaluation of the commuta-

tion angle when the influence of d.c. current harmonics 
) 

is taken into account. 

3. A mathematical model for the firing control systems . 

used in d.c. converters, i.e. individual phase control, 

pulse frequency control and pulse phase control. 

4. A mathematical model for the inverter which takes into 

account the constant extinction angle mode of control. 

5. The use of the non-linear model of the converter to 

evaluate the describing function for h.v.d.c. systems 

and to predict the existence of limit cycle oscillations 

synchronised with the a.c. system voltage. 

6. A method of minimising uncharacteristic harmonics 

using a Fast Fourier Transformchip. This could form 

the basis of a new contrpl ler. 
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8.3 Suggestions for further work 

The non-linear model of the converter developed is useful 

for the evaluation of the harmonics injected in the a.c. and 

d.c. systems and of the describing function for h.v.d.c. systems. 

However it possesses some limitations concerning the modelling 

of the a.c. system and the converter transformer: 

I. When -obtaining experimental results for the 100 Hz 

input signal it was found that imbalances in the a.c. 
y 

system impedance and/or imbalances in the filter bank 

impedances did affect the describing function locus 

consi derably. 

v 2. Core saturation of the converter transformer can also 

contribute to harmonic instability (20). Thus the 

influence of the harmonic pattern generated by the 

transformer in the d.f. locus and shape must be 

determi ned. 

It is therefore suggested that the features described 

above be introduced in the model and their influence on the 
i 

d.f. fuIly assessed. 

The model developed should be expanded to deal with 

12-pulse operation. Nowadays h.v.d.c. links operate in a 

12-pulse mode, as this minimises the number of a.c. side filters 

used and therefore makes h.v.d.c. systems economicaiiy more 

attractive. This expansion would allow a study of the type 

k and arrangement of the a.c. side filters. 

The interaction between the a.c. side harmonics and d.c. 

side harmonics has already been compared by some authors (I, 

16, 17) to a modulation process. The direct voltage of a 
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converter can be seen as the result of the modulation of a 

carrier function by the input alternating voltage, whereas 

the a.c. current can be seen as the result of the modulation 

of a carrier function by the input d.c. current. 

On the other hand, due to the d.c. current feedback, 

a modulation process of the firing instants occurs. 

The carrier would then be modulated both by the a.c. 

voltage (d.c. current) and by the harmonics in control voltage 

due to the d.c. current feedback. Whilst the former modulation 

process is similar to an amplitude modulation (thus a linear 

modulation process), the modulation performed by the control 

voltage is similar to a pulse duration modulation which is a 

non-linear modulation process. 

The new model now proposed can give a better insight into 

the kind of modulation performed by a converter. The development 

of analytical expressions that relate a.c. side harmonics and 

d.c. side harmonics would allow the evaluation of the harmonic 

pattern both on the d.c. side and a.c. side without having to 

perform a Fourier analysis of the waveforms. This would lead to 

appreciable savings in computing time, and make the analysis 

of an h.v.d.c. system more flexible. 

The principle of a new controller has been proposed and 

simulated with the use of a spectrum analyser and a waveform 

generator. 

Actual implementation on the new controller is strongly 

recommended as the test results obtained indicate that it may 

prevent the occurrence of harmonic instability. 



In the set-up used to simulate the new controller, it 

was only possible to generate single frequency signals. As 

the control voltage is generally modulated by the d.c. current 

harmonics, the consideration of signals that possess more than 

one frequency is also desirable. 

The two control policies suggested should be tested and 

their behaviour assessed. Also a stability s-fudy of the new 

controller for oscillations unsynchronised and synchronised with 

the a.c. system voltage should be performed in order to fully 

establish its behaviour. 
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Appendi x A 

DATA ACQUIS IT ION INTERFACE, HARDWARE DESIGNS 

o — f y W 

A . I V o l t a g e z e r o c r o s s i n g d e t e c t i o n 

The main f u n c t i o n s o f t h i s c i r c u i t a r e 

1 To g e n e r a t e l o g i c s i g n a l s t h a t p r o v i d e i n f o r m a t i o n 

r e g a r d i n g t h e v a l v e v o l t a g e s t a t e s ( i . e . w h e t h e r a 

p a r t i c u l a r c o m m u t a t i n g v o l t a g e i s p o s i t i v e o r 

n e g a t i v e ) ; 

2 G e n e r a t i o n o f t h e v . z . c . i n t e r r u p t s i g n a l s ; 

3 I n i t i a t i o n o f t h e f i r i n g a n g l e m e a s u r e m e n t s by 

r e s e t i n g a c o u n t e r t o z e r o ; 

4 To t e r m i n a t e a n . e x t i n c t i o n a n g l e m e a s u r e m e n t by 

l o a d i n g t h e v a l u e o f a c o u n t e r i n t o a l a t c h . 

F i g A . I shows t h e b l o c k d i a g r a m o f t h i s c i r c u i t . 

bus 
buffer 

6(valve voltage states) 

-ft To system 
DATA BUS 

Mono-
stable 

VZ.C. pulse 

x 6 

F i g A . I : V a l v e v o l t a g e s t a t e s and v o l t a g e z e r o - c r o s s i n g g e n e r a t i o n 
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A . 2 F i r i n g a n g l e and v o l t a g e z e r o c r o s s i n g i n t e r v a l measurement 

The main f u n c t i o n o f t h i s c i r c u i t i s t o measure t h e 

f i r i n g a n g l e . A c o u n t e r i s r e s e t e v e r y t i m e a v o l t a g e z e r o 

c r o s s i n g o c c u r s . Thus t h i s s e t - u p c a n n o t measure d i r e c t l y 

v a l u e s o f a g r e a t e r t h a n 6 0 ° . F i r i n g a n g l e s g r e a t e r t h a n 

6 0 ° a r e o b t a i n e d by a d d i n g t o t h e v a l u e o f a t h e v a l u e s o f 

t h e l a s t v o l t a g e z e r o c r o s s i n g ( i f 6 0 ° < a < 120°) o r 

a d d i n g t h e v a l u e o f t h e l a s t two z e r o c r o s s i n g s ( 1 2 0 ° < a < 1 8 0 ° ) . 

The c o u n t e r used f o r m e a s u r i n g a i s a l s o used t o measure 

t h e v . z . c . i n t e r v a l . 

A r e g i s t e r loads t h e v a l u e o f t h e c o u n t e r whenever a f i r e 

o c c u r s and a n o t h e r r e g i s t e r loads t h e v a l u e o f t h e v o l t a g e 

z e r o c r o s s i n g i n t e r v a l w h e n e v e r a v o l t a g e z e r o c r o s s i n g o c c u r s . 

F i g u r e A . 2 shows t h e b l o c k d i a g r a m . 

fire valve 0Lm control signal 

F i g A . 2 : F i r i n g a n g l e and v o l t a g e z e r o c r o s s i n g i n t e r v a l 
measurement 



A d e l a y in t h e s i g n a l t h a t r e s e t s t h e c o u n t e r was i n t r o d u c e d 

in o r d e r t h a t t h e v a l u e o f t h e v o l t a g e z e r o c r o s s i n g i n t e r v a l 

c o u l d be s t o r e d i n r e g i s t e r B. 

A . 3 C u r r e n t z e r o c r o s s i n g measurement c i r c u i t r y 

To measure t h e e x t i n c t i o n a n g l e t h e knowledge o f t h e end 

o f v a l v e c o n d u c t i o n i s n e c e ' s s a r y . F i g u r e A . 3 shows t h e b l o c k 

d i a g r a m o f t h i s c i r c u i t . 

F i g A . 3 : C u r r e n t z e r o c r o s s i n g measurement 

The d e t e c t i o n o f t h e v a l v e c u r r e n t end o f c o n d u c t i o n i s 

o b t a i n e d t h r o u g h s a t u r a t i n g t o r o i d s o f H . C . R . which i s a 

m a t e r i a l w i t h a na r row r e c t a n g u l a r h y s t e r e s i s l o o p . When 

t h e v a l v e c u r r e n t f a l l s below 10 mA t h e m a g n e t i s a t i o n l e v e l 

o f t h e H . C . R . t o r o i d a I t r a n s f o r m e r s c h a n g e s , t h i s change i n 



f l u x b e i n g d e t e c t e d on t h e s i g n a l w i n d i n g o f t h e t r a n s f o r m e r . 

A v o l t a g e d i f f e r e n t i a l c o m p a r a t o r p o s s e s s i n g a s m a l l 

p o s i t i v e t h r e s h o l d v o l t a g e a m p l i f i e s t h i s s i g n a l i n o r d e r t h a t 

i t can be w i t h i n T . T . L . v o l t a g e l e v e l s r a n g e . 

The c u r r e n t z e r o c r o s s i n g p u l s e s a r e t h e n p r o c e s s e d i n 

a way which i s s i m i l a r t o t h e v o l t a g e z e r o c r o s s i n g d e t e . c t i o n 

c i r c u i t r y ( s e e A . I ) . 

A . 4 E x t i n c t i o n a n g l e measurement 

The e x t i n c t i o n a n g l e i s measured be tween t h e end o f 

v a l v e c u r r e n t c o n d u c t i o n and t h e v o l t a g e z e r o c r o s s i n g o f 

t h e v a l v e ' s commuta t ing v o l t a g e . 

The c o u n t e r i n f i g u r e A . 4 i s r e s e t e v e r y t i m e a c u r r e n t 

z e r o c r o s s i n g o c c u r s . The v a l u e in t h i s c o u n t e r i s loaded i n t o 

a r e g i s t e r whenever a v o l t a g e z e r o c r o s s i n g o c c u r s . The 

• e x t i n c t i o n a n g l e ( Y ) c o n t r o l s i gnal" enab les t h e o u t p u t o f 

t h e r e g i s t e r and t h e measured v a l u e o f Y can t h e n be s t o r e d 

i n t o t h e m i c r o c o m p u t e r ' s memory. 

F i g A . 4 : E x t i n c t i o n a n g l e measurement 
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A . 5 I n t e r f i r i n g p e r i o d measurement 

T h i s c i r c u i t i s d e t a i l e d i n s e c t i o n 2 . 3 . 1 . 1 . 

A . 6 R ing o u t p u t l a t c h 

The s o f t w a r e o f t h e m i c r o c o m p u t e r b a s e d - c o n t r o l l e r s e t s 

t h e v a l v e t o be f i r e d t h r o u g h - a word o f s i x d i g i t s wh ich i s 

s t o r e d i n t o a l a t c h . Only one o f t h e s e d i g i t s i s a t low 

v o l t a g e , c o r r e s p o n d i n g t o t h e v a l v e t o be f i r e d . F i g u r e A . 5 

d e t a i l s t h e c i r c u i t r y . A s e t o f p u l s e t r a n s f o r m e r s t h e n 

a p p l y t h e o u t p u t s i g n a l t o t h e g a t e o f t h e a p p r o p r i a t e 

t h y r i s t o r . 

Fire control signal 

F i g A . 5 : R i n g o u t p u t l a t c h 
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A . 7 Phase l o c k e d - l o o p (PLL) 

To p r o v i d e t h e c l o c k p u l s e s t o a l l measurement c i r c u i t r y 

a phase l o c k e d - I o o p s y n c h r o n i s e d w i t h t h e mains i s u s e d . 

F i 9 A . 6 : Phase l o c k e d - l o o p 

The f r e e r u n n i n g f r e q u e n c y o f t h e v . c . o . o f t h e PLL 

i s a d j u s t e d t o be l80«Hz (which c o r r e s p o n d s t o a 0 . 1 ° 

d e f i n i t i o n ) . T h i s s i g n a l goes t h r o u g h a d i v i d e by N 

c i r c u i t r y ( i n t h e p r e s e n t case 3 6 0 0 ) and t h e f r e q u e n c y o f 

t h e o u t p u t s i g n a l compared w i t h t h e mains f r e q u e n c y . Any 

d i f f e r e n c e c o r r e s p o n d s t o a v a r i a t i o n i n t h e i n p u t v o l t a g e 

o f t h e v . c . o . and t h u s an a d j u s t m e n t o f i t s f r e q u e n c y . 
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A . 8 O r g a n i s a t i o n o f d a t a t r a n s f e r 

In o r d e r t h a t t h e m i c r o c o m p u t e r s y s t e m may r e c o g n i s e 

t h e Da ta A c q u i s i t i o n I n t e r f a c e ( D A I ) as a b l o c k o f words i n 

memory, a c i r c u i t r y t o g e n e r a t e t h e a p p r o p r i a t e c o n t r o l s i g n a l s 

was d e s i g n e d . T h i s c i r c u i t r y i s shown i n f i g u r e A . 7 . 

ft F i g A . 7 : C o n t r o l s i g n a l s g e n e r a t i o n 

The 12 most s i g n i f i c a n t b i t s o f t h e m i c r o c o m p u t e r ' s a d d r e s s 

bus a r e p r o c e s s e d i n o r d e r t o a t t r i b u t e t o t h e DAI a space 

in memory be tween a d r e s s DFFO and DFFC. Adress l i n e s A I 2 , 

A I 3 and A14 a r e p r o c e s s e d by a 3 - t o - 8 l i n e d e c o d e r in o r d e r 
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to generate the appropriate control signal. Table A.I shows 

the relationship between the adress and the control signal that 

enables the output of a particular register. 

Hex 
Adress Control signal 

DFFO 

DFF2 

DFF4 

DFF6 

DFF8 

a - measurement 

Y - measurement 

v.z.c. interval 

IFP Creal) 

Valve voltage states 

Read 

Control 

Si gnals 

DFFA 

DFFC 

IFP (computed) 

Fi re va I ve 

Write control 

Si gnaIs 

Table A.I: control signals 

Signals DBIN (Data bus input), MEMCYC (memory cycle) and 

WE (write enable) from the microcomputer are used to enable 

the appropriate decoder (Read or Write control signals). 

A.9 Interrupt module 

As stated in section 2.3.1.2, three levels of interrupt 

exist. The interrupt associated with the end-of-conversion 

of the A/D converter is internally generated in the RTI 

1241 —R. 

Both the interrupt associated with the firing of a 

valve (which has the highest priority) and with the v.z.c. 

interval (which has the lowest priority) are processed in 

a si mi Iar way. 



A dual D-type positive edge triggered flip flop with 

preset and clear changes the output state whenever the 

interrupt signal is generated, and is reset whenever the 

interrupt is to be cleared. 

For the interrupt that generates the firing pulses, the 

flip-flop is set when the signal B > A of figure 2.4(a) goes 

high and reset when the valve actually fires. 

For the lowest priority interrupt, the flip-flop is set 

when the v.z.c. signal goes active, and reset when the v.z.c. 

interval is stored into the microcomputer's memory. 



Appendix B 

CALCULATION OF THE COMMUTATION CURRENT 

The commutation current in an incoming valve ' i1 can be 

calculated by integration of differential equation (3.54) 

with the initial condition i. = 0. The application of 

Laplace transforms yields 

P 

Defi ni ng 

f' h a) S, sC, 
o h + h + R . . s2+(h a) ) 2 s 2 + (h u ) 2 J + C 

h = l o o 

(sL. + R. ) I. (s) , , _ „ v, • « io i o i 2 .. I ,, .Z o 

ibi A l _ 
° + s B o (B 

S
2 + C U ) 2 s 2 + ( la ) 2  

o 

S. 
x, = hw (B.2) h o C, h 

y . Ho) . (B.3) 
* O Bj, 

T. = 11° (B.4) 
i o R. 

i o 

and substituting into equation (B.I) one obtains 
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cs) y i 
' h-l U i o (s +1 /T. ) (s2+(h 0) ) 2 ) J + Lio s C s + ,/Tio) 

I o o 
n d 

* £ 

% 

[ e u • i 

<-Lio (s+l/T. )(S2+(XOJ ) 2)J = I I o v o 
( b . 5 ) 

To obtain i.(t) the inverse Laplace transform must be 

calculated, yielding: 

p 
— C h r X -l/T. -t/T. h h io 

Lio Ll/T. 2+(h to )' 
i.(t) = > | li, Lo e io 

h = i o o 

2 ,u 

/
y. +(h 03 ) 

— 2 — sin (h 03 t + <f> .. o l/T. 2+(hw )2 ° ,h 
I o o 

.3 

R -t/T. "d B - r y , - l/T. -t/T. 
. O I / | a I O. r- Z z I o = I o 
+ — 'd ( l" e y U I , / T 2 . ,2 e 

1 0 H i o 3-1 /T. o *(Zti>0) 

I / y * + ( t U ° ) 2 ,1 
+ — / * sin ( Hu t + •_,)}• (B.6) 

*«b ^ l/T. 2+( Jo, )2 ° 2 4 -I 
IO o 

where 

= tan 
H l/T. -x, )h w i o h 
-(h 03 ) +x. /T. . o h i o 3 

( b . 7 ) 

= + a n 

(l/Tio-yz )£03 

( &03 ) +y o /T. o 7 * i o-

( b . 8 ) 

The following constants are now defined 
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Z, = 1 T (B.9) 
h (hio ) +1 /T. Z 

o i o 

Z = » (B. 10) 
* (£uj ) +1 /T. Z 

O I o 

ch 
l h h <" 

O I o 

S 2 A " l ^ L - ( B - I 2 ) 

- A [ X h 2 + ( h % ) 2 ] (B. 

O I o 

Ih U - (xh ~ TT" ' Zh (B-I3) 
I O I o 

x 2 * = A " Z * ( B - I 4 ) 

I O I o 

y , - A l ( B . I 5 ) 

Substitution of equations (B.9) to (B.I5) into equation 

(B.6) yields 

P -+/T. ^ -t/T. 
!i ( + ) = I [ X l h e '° + S | h s i n ( h W o t + V ] + A ( , " e 

h =1 

n d 

£= I 

-t/T. 
X 2 * e 

i o + S 0 0 sin (£w t+ cfe )1 (B. 16) 
2 £ o 2 £ 



Appendix C 

CALCULATION OF THE EULER COEFFICIENTS 

in this Appendix the Euler coefficients of the Fourier 

series expansion of certain types, of periodic functions which 

appear in the mathematical description of the inverter d.c. 

voltage and a.c. current are calculated. 

As is well known, a periodic function f(t) with period 

2T can be expanded in Fourier series as 

A Q» 9 

fCt) * V A cos n a) t + Y B sin n w + (C. I ) Z t— n o C— n o 
n = I n = I 

where 03 = ir/T and A and B , the Euler coefficients, are o n n -

given by 

0 (2T 
A = =2. \ f(t) cos n u t dt n = 0, I, , (C.2) 
n T \ . o 

)o 

B n T 

2T 
f(t) sin n 03 t dt o n = I, 2, (C.3) 
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f ( t ) = A cos k w t o (C. 4) 

The Euler coefficients are given by 

i) n = 0 

u ) , 2 it 
A = •=— \ A cos k w t dt n T \ o 

0 

2T 

= t=- Fsin k w t 1 kT l o J 

0 
(C.5) 

B is not defined in this case, 
n 

i i ) n * k 

w 0(2T 
A = =—\ A cos k w t cos n w t dt n T \ o o 

0 

A w rsinCkw +nw )t sin(kw -n w )-h2T 

T 
o o + o o 

2 (k a) +n a) ) o o 2 (k w -n w ) o o 

(C.6) 

B = 
m i 2T o 

n T 
A cos k w t sin n w t d t 

o o 

A w o 
T 

cosCkco +n w )t cos(kw -n w )t o o + o o 
2(k w +n w ) o o 

2(k w -n w ) o o 

2T 

J 0 
(C. 7) 

iii) n = k 

w Q 2T 2 

A = \ A cos n w t dt n T \ o 

A w r + sin 2n w t n 2 T o rt + o 1 
T [i 

(C.8) 
4n w 

0 
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03 
B n T 

2T 

0 
A cos nco t s i n n oo t dt o o 

A oo 
c 

T [-
cos 2n 0) t -i2T o 
4n w 

0 

C.2 Assume that function f(t) is 

(C.9) 

f(t) = A sin koi t o - (C.10) 

The Euler coefficients are given by 

i) n = 0 

00 

A . - J 
o T 

2 TT 
A sin ko) t dt o 

A r . -t 
= cos k 0) 

2T 
' + o -I 

0 

i i ) n * k 

oof 2T 
A = -=- \ A s i n k oo t cos n oo t dt n T \ o o 

(C.I I) 

A oo cos(k oo +n oo )t cos(k oo -n to )t 12T o o o o 
2(k oo +n oo ) o o 2(k oo -n oo ) o o 

(C.12) 

0 . 

w c B = —=-n T 
(2T 

0 
Asinkoo t sin n u tdt o o 

A u sin(kto +n oo )t sin(koo -n oo )t -t2T 
of o o + o o I (C. 13) T 2(k co +n oo ) o o 2(k oo -n (JO ) o o r 
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n T 

2T 

0 
A sin n a) t cos n to t dt 

o o 

A w r cos 2n to t n2T o 1 
T - [ - 4n w 

0 

(C.14) 

w o | 2 T 2 
B = —=r~\ • A si n n to t dt 
n T 1 o 

0 

A w sin 2n w t -f2T 
2. [1 - 2_ 1 

T 12 4n w X 
(C.15) 

C.3 Assume finally that function f(t) is 

fCt) = A e 
-Ct-t )/T. x I (C.16) 

The Euler coefficients are given by: 

i) n = 0 

0) 
A 
o T 

2T -(t-t )/T. 
A e x 1 dt 

0 

A w 

[ -
-(t-t )/T. -t2T 

T L Ti e T 
U 

i i ) n * 0 

(C.17) 

0) 

n T 

2T -(t-t )/T. 
A e x > c o s n a) t dt o 

0 
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A co 

T ~ 

r -(+-+ ) / t . 
e x 1 I 

?5 -0 (n to s i n n w t - 7 c o s no) t ) . v2 , 2 o o t . o ( n o ) ) + i / t . 1 o 1 

2T 

0 

( C . 1 8 ) 

0) 

t 

2 t - ( t - t ) / t . 
A e x 1 

s i n n o) t d t o 
0 

A w r ^ - y ^ _o I e 
L (n 01 ) 2 + 

t , 0 ( - - = r S i n n o ) t - n o ) c o s T / .2 . /T. 2 T. o o 
(n 0) ) + i / t . 1 o 1 

12T 
n ai t ) 

0 

( C . 1 9 ) 
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Appendix D 

EVALUATION OF THE D.C. VOLTAGE EULER COEFFICIENTS 

By using equations (C.5) to (C.19) of Appendix C, the 

following results are obtained. 

A - Integral (4.55) 

A. n = 0 

V.. dt 
i k 

P P 
" S C 
y (- -A cos h co t) + y (t~—• Sin h u t ) 
l— n co o h co o 
h = I h= I ta 

A.2 - n * 0 

(D. I) 

At, 

V.. cos n w t dt = i k o 

n-l _ 

- y coh + co + ^ C0U (D.2) 
h 

h = I h=n +1 

where 



CO. = n - s h ( 
cos (h 03 + n 03 ) t 

h I 2(h 03 + n 03 ) o o 

cos (h 03 - n 03 ) t o o 
2(h 03 - n 03 ) o o 

sinChoj + n o) )t sin(ho3 - n 03 ) + 
( o + 

h * 2(h 03 + n 03 ) o o 2(h 03 - n 03 ) o o 
) 

t 

and 

(D.3) 

CO = S ( " 
n 1 

cos 2no3t , sin 2nto t 
1 V 2 4n o) 1 4n 03 (D.4) 

B - Integral (4.56) 

ft 
n-1 P 

.. - - . si + si + 7* w.. 
1 k o h h 

V., sinno3 tdt = SI 

h = I h=n +1 
(D.5) 

where 

SI I" 
s in(ho3 + no3 )t s in(ho3 - no3 )t 

0 0 + 0 0 
2 (h oi + n 03 ) 2(h 03 - n 03 ) o o 

cos (h 03 + n 03 )t o + 
2(h 03 + n 03 ) o o 

cos(h 03 - n 03 )f -| o o « 
2(h 03 - n w ) > o o 

J a 

(D.6) 

and 

SI = 
, sin 2n 03 t 

S ( I - 2__) -
n * 2 4n 03 1 

cos 2n 03 t o_ 
'n 4n o) 

, t 

•It 
(D. 7) 

518 
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C - Integral (4.57) 

C. I - n = 0 

ft, 
-(+-+ )/TJ n 

V. dt = -WT! e i c i o 
x i o t, 

Jt 

P M." -
V sin h w t ncj o 

Lh = l 0 

A 

t 

r p n. 

E ——• cos h W t hoj o 
l+b 

rn d M, -.t, 
<— 2/ . 
) sin iui t 

£ =1 

d n t+. 

t 0=1 a * 

r— 2 £ „ . V cos £oj t 
L ° 

K M (D.8) 

C.2 - n * 0 

b n-1 P 
V. cos n w t dt = COI + C02, + CO + V" C02u 1 c o h 2 h 

t h=I h=n+1 
a 

n- I 

£= I 

C03 + C03 + V" C03 + C04 £ {_ £ 
£ =n+ I 

(D.9) 

where 

COI = W -(t-t )/t». 

(n a) )2 + |/T! 2 o 1 o 

•o I +t loCnio sin nu t - =7— cos n ai t)1 o o t: o 1 o J 
t 

(D.10) 
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sin(hw + n 03 )t sin(ho> - nu )t 
QQ2 _ I M / ° o + o o 

= h h ( 2(h a) + n 03 ) o o 2 Ch 03 - n 03 ) o o 

- N,k ( 
cos(h 03 + n 03 )t cos(h 03 - n w )t o o + o o , 

Ih v 2(h 03 + n 03 ) o o 2(h 03 - n 03 ) o o 

C02 
, sin 2n oj t 

=|M, ( I + — ) - N L I n 1 2 4n 03 

(D.11) 

cos 2n 03 t t, 
In 4n 03 I 

t 

(D.12) 

[s i n ( &03 + 
M2*< 2(tM n 

si n( &03 + n 03 )t o 
03 ) o o 

s i n 0103 + o n 03 ) + o 
2( £03 - n 03 ) o 

) -

- N„.{ 
cos( &03 + n 03 )t cos( &03 - n 03 )t + o + 

2 V 2 ( ^03 + n 03 ) o o 2( Aw - n 03 ) o o 

C03 = 
sin 2n 03 t 

+ 2_) -4n 03 t o 

(D.13) 

cos 2n 03 t -,+, o lb 
2n 4n 03 t o l 

t 

C04 
K. A 
— sin n 03 t no3 L o 4 

° t 

(D.14) 

(D.15) 

D - Integral (4.58) 

t 

b n-1 P 
V. sinno3tdt = SII+/_Sl2, + S12 + S12, IC ° iT~r, h f h = | h=n + l 



n d 
S I 3 „ + S I 3 + J " S 1 3 0 + S I 

A 4 ( D . 1 6 ) 
£=n + l 

w - ( + " + x ) / T i o . I 9 9 e + ( - — s i n n id t - n 
( n co ) + | / T ! 1 i o ° o i o 

i + b 
c o s n

 u

 t) 0 J
+ (D. 17) 

a 

c o s ( h co + n id ) t c o s ( h co - n io I t 
- M ( - " ° o \ 

l h 2 ( h to + n co ) 2 ( h go + n to ) ' o o o o 

s i n ( h co + n to ) t s i n ( h co - n to ) t + L 
N ( 2 2 _ 2 o . "I b 

I I v 2 ( h co + n co ) 2 ( h co + n co ) ' o o o o J 
t a 

( D . 1 8 ) 

r c o s . 2 n to t s i n 2 n u t t t , 
- M , + N ( 1 _ 2_N 

M n 4 n u In 2 4n co ; J 
b 

— > J 
o 

t 

( D . 19) 

c o s ( £co + n co ) t c o s ( Jlco - n to ) t 
- M ( 2 2 - o o \ + 2 2 ( i l a 3 + n co ) 2 U c o - n co ) ' o o o o 

N ? t l 
s i n ( la + n co ) + o o 
2( la + n ti\ ) 

' o o 

s i n ( la - n co ) t t , 

2 ( la - n co ) ) 1 
J 

t 

c o s 2 n co t . s i . n 2n co + 
- M + N (I - 2 _ 

. 2 n 4n w 2 n 2 4n co 

- t 

Ju 

( D . 2 0 ) 

b 

a 

( D . 2 I ) 
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K. r -r- +b 
S 1 4 = — - c o s n o) t 

L o" . Bq L o J ( D . 2 2 ) 

"'"a 

E - I n t e g r a l ( 4 . 6 9 ) 

E . I - n = 0 

+ n . 
T b r ° R. F„ - M L. G 

V , * - P w l • [ £ ' - V 1 
t + £ = l o 

a a 

R. G + fa L, F f b 
+ k * o k i s . n J ( D . 2 3 ) 

£03 o 
° J t 

a 

E . 2 - n * 0 

f t . 
n - 1 

V c o s n o » * t d t = C O I + V C 0 2 
k d o f - , j 

# + 1 
' a 

+ C02 + £ C02* ( D . 2 4 ) 

w h e r e 

R I ^b 
C 0 1 = T ^ r [ s J n 0 a ) o + J ( D . 2 5 ) 

° t a 

r . s i n ( j u > + n s i n ( - n 03 ) t 
C ° 2 * = | ( R k F * ' ' i ( * o l k G z ) ( 2 ( * o 3 + n ( o ° ) + 2 ( ^ 0 3 ° - n / ) } 

(R , G n + L , F „ ) ( _ _ _ 2 _ ° + 
c o s (Zb) + nco ) t c o s (£03 - nu3 ) t t 

k Z o k I 2 U o j + n03 ) 2 U w - noi ) 
~ o o 

t 
a 

(D.26) 
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C02 
, s i n 2n a) t 

l ( R i A + n w A F o + —a 2 - ) 

L k * o k £ 2 4n co 

cos 2n co + _ t, 
CR.F, - n u L.G ) — | b k £ wo k £ 4n (jo 

o J 

t 
( D . 2 7 ) 

F - I n t e g r a l ( 4 . 4 0 ) 

ft, n-1 
V k d S i n n % f d + = S M + Z s ' 2 £ + S I 2 + S l 2 

£ =n+ I 

( D . 2 8 ) 

w h e r e 

S N = 

R

k'd r
 + - cos n 03 t n co I o (D.29) 

t 

r sin£co - n co )t sin(£co + n to )t 
S l 2 £ = [ ( Rk F£ " W V ( 2 ( £oo ° - n co °) 2( £03 n 03 ) 

+ (R, G . + |1% L F )(-
cos ( £co _ - n CO ) t cos ( £co + n co ) t -it o + 

k £ W O K J L 2 ( £ O 3 - n co ) o o 2 ( £03 - n 03 ) ) o o 
t 

( D . 3 0 ) 

S 12 ( R k F * - n V k G * ) ( ; r 

r- " »» O — i,\ -4--J 1 i 1 1 — 1 O 
4n 03 

cos 2n w f t 
(R. G o - n co L. F ) k £ o k £ 4n co 

t 

( D . 3 1 ) 



Appendix E 

EVALUATION. OF A.C. CURRENT EULER COEFFICIENTS 

A - Integral (4.73) 

A.I - n = 0 

I. dt i 

P 

z 
h = I 

-Ct-t )/T. Slk -T Y X IO Ih ,, , 1 • K e - - — cos(h w t + i o i h hco o o 

+ Yl[+ + 
-Ct-t )/T. t 

T. e i o 
X I o 

i b 'I h • X o u e io 2h 
-(t-t )/T. x i o 

All 
Aw 

cos( Aw f + <f> . - A9 ) o 2 A x 
M b 

t 
(E. I ) 

A.2 - n t 0 

J f a 
I . cos 

n-l P 
n % t = y CO I + COI + y COI 

h = I h=n+ I 
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n - 1 

+ y C02 
A=| 

z + C 0 2 + £ 

&=n +1 

C 0 2 0 + C 0 3 ( E . 2 ) 

where 

- ( + - + ) / T . 

COI 
X f h e 

x i o 

L ( n 03 ) 2 + l / T . 2 

O I o 

(no) s i n n u t - = — c o s n 03 t ) 
o o T . o 

+ S . , c o s ( <J> - h 9 ) ° 2-
Ih Ih x L 2 ( h to + n o) ) 

o o 

cos(h 03 +• n 03 ) f c o s (h u - n w ) t i t . 
o o b 

2 (h 03 - n 03 ) 
o o 

rsin(ho3 + n 03 ) + sin(ho3 - n 03 ) t t. 
+ S . . s i n ( <f> , - h 6 ) -rjr 2 ° + ^ ^ 2 o I b 

Ih Y | h x 2 ( h 03 + n 03 ) 2 ( h o 3 - n w ') o o o o ] 
t 

COI = 

( E . 3 ) 

- ( + - + ) / T . 
y X IO 

Ih e I 
* 7T (ho3 s i n h i o t - = — cos h 03 t ) 

/u i j. i /t ° ' o T . o (h 03 ) + I / T . i o O I o 

r COS ( * - h e ) 
+ S l h " aTT c o s 2 h 03 + + 7 s i n < * .h - h 9 ) 

lh[_ 4ho3_ o 2 Ih x 

s i n ( 4 . . - h 8 ) —» • i 
+ * J h x s | n 2 h a i + 1 b 

4h 03 
( E . 4 ) 

rS i n n 03 t n 1", r 

- Yi - 1 b -
I L n 03 J I L 

C 0 3 

- ( t - t ) / T . X I o 
~ (n 03 sin n 03 + 
2 , 2 o o 

(n <0 ) + I / T . o 10 

- = — c o s n 03 t ) T. o 1 ( E . 5 ) 
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-C+-+ )/T. . 
Y ~ X 1 ° A 

r 2 £ l l 
C0_ = ( n w s i n no) t - = — c o s n to t ) 

2)5 l(*u) ) + |/T. Tio ° -I 
O I o t a 

+

 A ^ ^ A V [-
c o s ( £ c o . t . n i o . ) t cos(£cd - n u ) t t , o o _ o o I b 
2 ( £ w + n a) ) ™ 2(£o) - n oj ) 

o o o o J 
t a 

s i n ( £ a ) . + nco ) t s i n ( £ c o - n cd ) t t . 
• S ^ s t n + b 

o o o o 
t a 

( E . 6 ) • 
- ( + - + ) / T . 

y ^ X 1 ° l t , 
r

 X

2 £
e

 _ L i
 b 

C02 = -= 7 ( £cd s i n £cd t - T . cos £cd t ) 
l (£cd ) 2 + l / T . 2 o o io o J 

O I o t a 

c o s —£9 ) , 
2jj X c o s 2 ^ o t s l n ( » 2 t - ^ 

+ & [ -

sin(<fr ,.- ae ) +b 
+ flS sln2i» + (E.7) 

Jt a 

B - I n t e g r a l ( 4 . 7 4 ) 

A 
n - 1 P 

i.(t) s i n n u t = V" Sll. + S I I + V " Sll. i- o Z_ h h 

t h = l h = n + 1 ' a 

n - 1 n . a 
+ y S I 2 £ + S I 2 + S I 2 £ + S13 ( E . 8 ) 

£ =1 £=n +1 

w h e r e 
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-Ct-t )/T. . 
y a X I O t. X.u © , - b - r 1ft , . I ^ -I 

re - Tr C-n co cos n co t - - — sin n co t) 
h - Cn w ) + I/T. 2 ° 0 Tio ° -

SI I 
n Lfn 0) . o io t a 

sin(h co . .+ n co )t sin(h co - n co )t t 
| h c o s C * | h - h 9 x ) r- 2 ( h M ° t n B ° • 2 ( h a n a ° 0 

L o o o o J 
t a 

P cos(h w . + n a) )t cos(h co - n co )t -,tL 
+ S,. sln( • h 0 ) I- ^ o + 2 o ] b 

Ih T Ih x L 2(h w + n w ) 2(h co - n co ) J o o o o 
t a 

(E.9) 
-(t-t )/T. 

r X | h e . x 10 

SI I = s (-h to cos h co t - z=J— sin h co t) 1 
L (h w )2

 + l/T. 2 ° ° Tio ° J . O I o t a 

+ S Ih i 
sinC <f> - h 9 ) 

cos 2h co t + J cos( <J> 1U - he ) -4hw o 2 lh x 

cosC 8 ) In x 
,+t 

4h co sin 2h co t o (E.10) 

S 12, 

-(t-t )/T. 
Y X I O 
2Z  e I ~ t? (-n co cos n co t - — — sin n co t) / + , /T z o o T. o (n w ) + I /T. o o i o 

m b 

+ S roq( rf> -2A ' 2A - s,e ) r-
sin( Aco +nco)t s i n ( - n w )t -t, o o o o 1 b 

t 
x L A co + n co ; o o z i JCCO - n co ; j o o J 

+ S2* C 0 S ( " "x 1 [ cos( Aw + n co )t cos( Aco - n w )t tL o o + o o -1 b 
2( Aco + n co ) 2( Aco 

o o -| c 
i - n co ) o o 

t 

(E. I I ) 
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S 12 = 

-Ct-t )/T. r Y ^ X IO 
21 ' I 2 9 COS JU t - = — Sin t) 

L C ) + I/T. ° ° Tio ° 
I o 

• M 

sinC 4 - ie ) , 
cos 2 i„ o+ + - cos ( • - £6 ) 

cos( t - . - £6 ) 2* x 
4~tco sin 2 la t o 

t, 

t 

(E.12) 

Y, 
S I 3 = - — n to cos n co t o 

1 • 

Y -(t-t )/T. 
x i o 

(nu )2+l/T. 2 

O I o 

(no) cos no) t - = — sin no t) o o T. o ; 

i o 
(E.13) 

J t 

C - Integral (4.75) 

C. I - n = 0 

t 
i.(t) dt = i 'd + • L 

i= 
- -r— COSillO t la o 

tL 

n 

: Z 
d + 

\ . " b 

— sin ^ t 
la o o , + 

(E.14) 

C.2 - n 4 0 
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f + 
n-

i , Ct ] cos n to + dt d o 
c- u 

= CCI + ) CC + CC + V* 
h\ 1 L 

CC 

£ =n+1 

CE.15) 

where 

CCI = — [sin n o) *t 1 n 03^ L o J (E.16) 

C C £ - L £ [- cos( £03 + n 03 )t o o 
2( £03 + n 03 ) o o 

cos ( £03 - n 03 ) t t. o o b 
2( £oj _ - n 03 ) 

[sin( £ . 0 3 q + n 03Q)t sin( £o3q - n 0 3 Q)t -it^ 
2( *03 + n 03 ) + 2( £03 - n 03 ) (E.17) 

o o o o J t a 

r cos 2 £03 t -,t. r. sin 2 £oj t - t 
- 1 — _ — i b

 + M n + 2 _ i b , 
4 £03 I (E. 18) o J 

r COS .2 £03 t -it, r . 

t t 

D - Integral (4.76) 

t M i - r _ _ ,. J. I / ilil 11 ui i 
d o 

n-l 

L 
£ = I 

SS„ 
u 

z rc in3 
v i— • i j / 

£=n+l 

where 

SSI = -
i 
- — [cos n 0) t 1 
n<flo L ° J 

(E.20) 
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ss [- .sin( £o). . + . n u )+ sin( la . n a. ) + ^ . o o + o o 
£ I 2C £co + n a) ) 2 Liu ) 

+ M * L 
r cos ( lu. . +.nu) )t cosCJlco. .r.nu. .)t it. 

o o o o b 
2Clu + n u ) 

o o 2( lu - n co ) 
o o 

t 

( e . 2 i ) 

s s =-
cos 2 £03 t n o_ 

4 lu 
+ m 

cos 2 lu t o_ 
4~Zu 

t t 

(E.22) 



Appendix F 

TABLES OF RESULTS CORRESPONDING TO FINITE S.C.R. ON BOTH 

RECTIFIER AND INVERTER SIDES 



T E R M I N A L N J M 9 E P 

D . C . C U R R E N T C O N S T A N T T E R M 2 . ul/wOC 

D . C . C U P P E N T H A R M O N I C S 

O R D E R MAGNITUDE K A ) P H M S F ( C E G ) 

4 
12 
18 
24 
30 

• 019660 
. 0 C 3 7 4 3 
. 0 0 2 7 9 1 
. 0 0 0 9 1 7 
. 0 0 0 6 4 3 

1 6 5 . 3 1 -U«.r»9 
2 5 6 . 4 A 
I O 3 , 9 0 
- 1 3 . 4 0 

T E R M I N A L N U M B E R 2 

D . C . C U R P E N T C O N S T A N T T E R M 2.00000 

D . C . C U R R E N T H A R M O N I C S 

O R D E R M A G N I T U D E ( K A ) P H A S E ( 0 E 3 ) 

6 12 
18 
2 4 

.019342 
• C 0 3 5 6 7 .003009 • 00100 v 

?49. t6 
3 0 D . 6 7 
2 7 4 . 5 4 
2 4 3 . 2 C 

30 .000618 - 3 0 1 . 0 3 

TERMINAL NUMBER: 1 

A.C. V O L T A G E H A P M Q N 1 C S - B J 3 3 A R S I D E 

P H A K C P P H A S E Y P H A S E B 
O R D E R M A G N I T U D E ( K V T P H A S E ( D G ) M A G N I T U D E K V ) P H A S E ( D G ) M A G N I T U D E ( K V ) P H A S E 

1 2 3 0 . 9 4 G O C O 0 2 3 0 . 9 4 6 0 0 0 X 2 C . 0 0 2 3 0 . 9 4 0 0 0 0 1 2 0 . C " 
5 . 2 7 7 2 7 5 2 1 6 . 6 7 . 2 7 7 2 7 5 - 2 3 . 3 3 . 2 7 7 2 7 5 9c. t 7 
7 . 3 1 4 9 4 4 2 1 9 . 6 3 . 3 1 4 9 4 4 9 9 . 0 3 . 3 1 4 9 4 4 — 2 W • 3 7 

1 1 . J 4 B 4 6 - 2 3 5 . 2 5 • 0 4 6 4 6 9 - 4 . 7 2 • C 4 5 4 6 9 1 1 5 . 2 9 
1 3 . G 5 C 0 3 7 1 4 0 . 5 4 . C 5 O G 3 7 2 0 . 5 4 . 0 4 5 0 3 7 2 O C . : 4 
1 7 . 5 9 2 7 2 4 2 0 8 . 2 2 . 5 9 2 7 2 3 - 3 1 . 7 8 . 5 9 2 7 2 = H P , ' ? 
19 . 2 2 3 6 1 - 9 9 7 . Q > . 2 2 3 6 0 6 - 2 2 . 0 R . 2 2 3 5 1 0 2 1 7 . 9 2 
2 3 . 1 6 9 0 8 3 1 3 5 . 1 4 . 1 6 9 0 8 3 2 5 5 . 1 4 • i o 9 0 5 3 I 5 . X 4 
2 5 . 1 5 4 1 7 3 5 5 . 2 6 . 1 5 4 1 7 2 - 3 4 . 6 4 . 1 5 4 1 7 2 2 C 5 . 3 I 
7 9 . 1 1 3 0 2 4 1 6 6 . 4 4 . 1 1 2 0 2 4 - 7 3 . 5 6 . 1 1 3 0 2 3 4 6 • H 4 

T E R M I N A L N U M B E R : 2 

A . C . V O L T A G E H A R M O N I C S - B U S B A R S I D E 

rhasrr PHASE y 
O R D E R M A G N I T U D E K V ) P H A S E ( C G ' ) M A G N I T U D E K V ) P H I T S E 

PHASE 3 
( C G ) M A G N I T U D E ( K V ) P H A S E O 

1 2 3 0 . 9 4 D C 3 0 2 . C C 
5 • 2 5 5 0 7 - 3 3 . 7 2 
7 . 2 6 & L 5 S 5 0 . 7 6 

1 1 . 0 4 4 3 7 3 - 7 3 . 2 4 
1 3 . 5 5 2 6 8 O 2 . 4 
1 7 , 5 0 ? 1 8 7 > 4 , R O 
1 9 • I 6 5 3 2 C x'w o . 9 7 
2 3 • 1 6 0 5 6 6 1 1 6 . 4 ? 
2 5 . 1 4 1 8 6 5 i R ? . 3 

. 1 0 8 1 7 1 1 E 3 . 8 6 

Table F. 1 Base Case s.c. 

• 44 OuC 0 - 1 1 c . L-w 2 3 0. 94 V ~ 7 r- 1 2 2 
.25 5 0 7 0 a t . 27 -> = •17 0 2 •j t • 2 7 
, 2 6 9 1 5 9 — CO 28 2 c 4 159 2 7 5 
. L 4 4 3 7 3 7 2 r, A 4 373 3 i A 7 2 
. L 5 Z 6 8 o z 4 2 . 5 3 0 3 2 o b i 1 £ 2 • c 
. o f. 1 i b 7 1 4 4. r r • 5 6 c 1 B 5 ? 6 * ' J .18 6 2 2 3 — — . i. 3 1 J 3 2 ? 5 £ * 47 
• 1 6 0 5 c c 2 3 6 . 43 * 1 5 „ 8 S ? — 3 • 5 7 
. 14 1; 8 c 7 3 . C 6 i 4 IF SI — r 
• 19 d 1 7 i — "»t . — . 14 • B 171 A 3 

12 
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terminal num8er 1 

d.c* current constant tern 2.00000 

d.c. current harmonics 
order MAGNITUDE ( O ) phase (qlg) 

6 
1-2 13 24 30 

.019676 .003741 .c l2793 . d00920 .000642 

lc5.38 -10.03 257.03 
let•2c -13.04 

terminal nun3er 2 

d.c. current constant tern 2 * 0 0 G 0 

d.c. current hak'cnics 
order magnitude (ka) phase (de\s) 

6 
12 
18 
24 
30 

.019354 

. 003 56c 
,00299b 
,.001006 

249.33 
jjoo. 93 
274.7-
2-r3. 24 
300.93 

TERMINAL NUH3PR: 1 

a.c. voltage h a r ̂  0 n ic s - 3 'j s 3 a r side 
phase phase y phase 3 

order magnitude (kv) phase (dg) magnitude (kv) phase (dg) magnitude (kv) dha3 e 

1 230 .940003 0 230. 9400co 120.00 230.980000 izc.lo 
5 .276829 215.99 .278629 -2 4.01 .276829 95.99 
7 .315202 216.93 .31c202 96.53 .315202 -21.07 11 .043 477 238.93 • 04 64 77 -5.07 114.-3 13 .0 57 4 66 140.15 • 0 5 7 31 o 2 c . 15 • 05 7686 2 cc.i 5 

17 .566047 200,10 . 5o5046 -3 9.90 .88 6 04 3 6 l .10 19 .215053 9 4 . 8 d .215058 -25.12 .215055 214.cc 
23 .187037 13 3.35 .16 703 8 253.35 .187037 • - c. 
25 .153328 ,93.7i • 15 3 3 2 d -36.29 .15332j 212.71 29 .113345 16 4.92 .113346 — 7 8, u- • 113 2 44 8 4.92 

terminal n im 3 e rj„_. 2 

a.c. voltage h' a r 0 n i c s - 3 u s 9 A r side 
p 4 a j e ? ^ 

order magnitude^ (kv) phase (dg ) magnitude" 

1 23 0.9 4 0c0c 2. ou 230. 94 0000 
5 . 2 5 4 6 7 6 -3 4.2c • 2 5 4 o 7 i 
7 .29 2 1 6 7 6 0 , 2 4 . 2 9 2 1 6 7 

11 — 2 3. 32 .044296 
13 • 0 5 2 5 c 3 2.49 .;; 5 2 5 c 3 
17 .47-393 16. 94 • 4 7 6 - 9 3 
19 . '77904 1 '•? . 34 .1779;o 
23 . 1 5 c 216 11 5 . C 2 . 1 5 S 2 l r 
25 .14?77U j. - 1 . 8 = . 1 4 U 774 29 • 1 c 6 2 5 4 

-118.00 95. 74 -39.7 o 9 . 6 7 24?.4s 1 3 5 • 9 8 -1: i i: 
's — — r. — — — ** • - -

"1. bt -77.c: 

D A-s : 

23' . • 9 4 c 0 0 c .254671 .2921=7 
• v' 4 9 j 4 .C r 2 5-4 .47-o91 .1779u3 •15 5 216 .140 773 
• 1j 5 264 

122.wD 
2.5.74 2 01 . 2 8 
2 2 r . c 3 1 2 2 •: G 
2 2 3.-9 
-4. 9 j -1 : « 1 4 
4 2.42 

Table F.2 Base case s.c.r. = 3 
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T E R M I N A L N U M B E R : 1 TYPE 1 
DATA A.C. BUSBAR VOLTAGES 

PHASE R 
ORDER M A G N I T U D E (KV) PHASE (DG) 

1 2 3 0 . 9 4 0 0 0 0 0 

C O N T R O L ANGLE (DG) « 15.00 

SHORT C I R C U I T RATIO • 3.00 

T E R M I N A L N U M B E R : 2 ^ TYPE 2 
DATA A.C. BUSBAR VOLTAGES 

PHASE R 
ORDER M A G N I T U D E (KV) PHASE (DG) 

1 2 3 0 • 9 4 0 0 0 0 2.00 

C O N T R O L A N G L E (DG) • 18.00 

SHORT C I R C U I T RATIO - 3.00 

PHASEY 
M A G N I T U D E (KV) PHASE 

2 2 8 . 6 4 0 0 Q 0 - 1 1 8 . 0 0 

PHASEY 
M A G N I T U D E (KV) PHASE 

2 3 0 • 9 4 0 0 0 0 - 1 1 8 . 0 0 

PHASEB 

(DG) M A G N I T U D E (KV) PHASE (DG) 

2 3 0 . 9 4 0 0 0 0 120.00 

PHASEB 

(DG) MAGNITUDE (KV) PHASE (DG) 

2 3 0 . 9 4 0 0 0 0 122.00 

T E R M I N A L NUMBER 1 

D.C. C U R R E N T C O N S T A N T TERM 2.00000 

D.C. CURRENT H A R M O N I C S 

ORDER MAGNITUDE (KA) PHASE (DEG) 

2 .008710 1 1 6 . 0 8 
4 .001083 48.61 
6 .019591 1 6 5 . 1 0 
8 .000333 53.90 

10 .000200 - 5 5 . 6 8 
12 .003746 - 1 0 . 6 8 
14 .000137 - 7 2 . 5 1 
16 .000161 147.03 
18 .002778 2 5 6 . 4 9 
20 .000127 158.83 
22 .000118 45 .34 
24 .000900 1 6 3 . 2 1 
30 .000642 - 1 4 . 7 6 

T E R M I N A L NUMBER 2 

D.C. C U R R E N T C O N S T A N T TERM 2 .00000 

D.C. CURRENT H A R M O N I C S 

ORDER M A G N I T U D E (KA) PHASE (DEG) 

2 
6 

12 
18 
24 
30 

.001361 

.019253 

.003584 

.002988 

.000989 

.000625 

8.16 
2 4 9 . 7 2 
- 5 3 . 3 3 
- 8 5 . 8 9 
242.71 
- 5 9 . 5 9 

Table F.3 

Unbal anced fundamental voltage (rectifier side) s.c.r. = 3 



T E R M I N A L N U M B E R : 1 

A.C. V O L T A G E H A R M O N I C S - B U S B A R SIDE 

PHASE R PHASE Y 
O R D E R M A G N I T U D E (KV) PHASE (DG) M A G N I T U D E (KV) PHASE 

PHASE B 
(DG) M A G N I T U D E (KV) PHASE (DG) 

1 
3 
5 
7 
9 

11 
1 3 

2 3 0 . 9 4 0 0 0 0 
. . 0 1 2 0 5 5 

. 2 7 7 9 8 2 

. 3 1 4 5 8 6 

. 0 4 2 6 6 9 

. 0 4 8 3 3 1 

. 0 5 5 3 7 5 

0 
2 3 2 . 1 3 
2 1 8 . 4 2 
2 2 2 . 1 8 
2 0 9 . 2 7 
2 3 9 . 5 7 
1 4 5 . 8 8 

2 2 8 . 6 4 0 0 0 0 
. 3 6 8 4 2 9 
. 2 7 8 8 2 7 
. 3 1 4 0 2 0 
. 0 8 1 8 7 8 
. 0 4 9 8 2 5 
. 0 5 6 5 8 7 

- 1 1 8 . 0 0 
• 2 1 1 . 8 7 
-20.28 
1 0 4 . 3 6 
206.02 

2 . 9 3 
3 1 . 2 2 

2 3 0 . 9 4 0 0 0 0 
. 3 7 9 8 3 3 
. 2 7 2 9 1 6 
. 3 2 4 5 7 1 
. 1 2 4 5 0 2 
. 0 4 6 5 8 4 
. 0 6 0 4 4 8 

1 2 0 . 0 0 
3 2 . 5 1 
9 9 . 2 2 

- 1 6 . 6 4 
2 7 . 1 3 

1 2 2 . 8 7 
2 6 7 . 5 8 

1 5 
1 7 
1 9 
21 
2 3 
2 5 
2 7 ?Q 

. 0 3 6 5 9 2 

. 5 7 4 2 7 4 

. 2 1 3 8 5 7 

. 0 0 8 8 0 3 

. 1 7 3 9 6 0 

. 1 5 0 6 2 5 

. 0 0 6 3 5 1 

. 1 i ? 1 a 7 

7 , 1 1 
2 0 3 . 5 5 
9 8 . 1 3 

2 3 1 . 8 2 
1 4 4 . 1 0 
9 5 . 3 0 

2 1 9 . 3 2 
1 7 7 . 6 2 

. 0 7 4 8 4 4 

. 6 0 7 7 9 3 

. 1 9 0 8 6 5 

. 0 2 2 2 6 3 

. 1 7 2 2 * 3 

. 1 4 4 8 0 3 

. 0 1 4 1 0 3 

- . 8 2 
- 2 5 . 8 9 
- 9 . 7 6 

2 3 0 . 5 7 
- 8 8 . 9 0 
- 1 8 . 0 7 226.82 

. 1 1 1 1 0 5 

. 4 9 5 2 5 5 

. 2 3 8 9 2 8 

. 0 3 1 1 0 0 

. 1 5 4 4 7 0 

. 1 6 2 3 2 6 

. 0 2 0 4 3 5 .in?3AA 

1 8 1 . 7 8 
9 2 . 3 5 

2 2 8 . 6 4 
5 0 . 8 9 
2 7 . 0 3 

2 2 0 . 3 3 
4 4 . 4 8 AA.ni 

TERMINAL NUMBERS 2 

A.C. V O L T A G E H A R M O N I C S ^ B U S B A R SIDE 

PHASE R PHASE Y 
O R D E R M A G N I T U D E (KV) PHASE (DG) M A G N I T U D E (KV) PHASE 

PHASE B 
(DG) M A G N I T U D E (KV) PHASE (DG 

1 2 3 0 . 9 4 0 0 0 0 2 . 0 0 2 3 0 . 9 4 0 0 0 0 - 1 1 8 . 0 0 
5 . 2 5 3 4 8 6 - 3 4 . 1 0 • . 2 5 3 3 6 8 8 5 . 8 9 
7 . 2 9 0 3 8 4 8 0 . 4 7 . 2 9 0 6 6 7 - 3 9 . 5 0 

1 1 . 0 4 4 0 1 7 - 2 2 . 9 4 . 0 4 3 9 9 2 9 7 . 1 1 
1 3 . 0 5 1 9 4 1 3 . 1 2 . 0 5 2 0 1 2 2 4 3 . 0 4 
1 7 . 4 7 2 8 7 5 1 7 . 8 1 . 4 7 4 9 0 4 1 3 7 . 8 6 
1 9 . 1 8 0 1 5 6 1 0 5 . 5 4 . 1 7 9 0 5 8 - 1 4 . 3 5 
2 3 . 1 5 5 8 9 5 1 1 4 . 7 0 . 1 5 5 5 2 4 2 3 4 . 6 1 
2 5 . 1 4 3 9 2 9 1 9 3 . 5 6 . 1 4 4 2 6 6 7 3 . 6 7 
2 9 . 1 0 7 8 5 6 1 6 3 . 8 2 . 1 0 7 6 5 6 - 7 6 . 0 5 

2 3 0 . 9 4 0 0 0 0 
. 2 5 3 4 5 3 
. 2 9 0 6 6 7 
. 0 4 3 9 7 1 
. 0 5 1 9 1 4 
. 4 7 3 5 6 7 
. 1 7 9 8 9 9 
. 1 5 5 9 1 2 
. 1 4 4 3 3 7 
. 1 0 7 5 3 9 

1 2 2 . 0 0 
2 0 5 . 8 7 
2 0 0 . 4 4 
2 1 7 . 0 5 
1 2 3 . 0 1 
2 5 8 . 0 5 
2 2 5 . 9 0 
- 5 . 4 6 

- 4 6 . 5 0 
4 3 . 8 0 

Table F.3 Ccont) 
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TERMINAL NUMB=r: i ir?t 1 
DATA A.C. 3JS3AR V O L T A G E S 

M i ft E = P H A 3 E T P H A 3 E 3 
ORDER M A G N I T U D E (Kv) 3 H A S 5 (DG) M A G N I T U D E (KV) D HA S E (DG) M A G N I T U D E (KV) (03) 

3 2 3 0 . 9 6 C 0 0 0 - 1 2 0 . 0 0 • 1 2 3 0.9 A 0 0 0 0 0 
C O N T R O L ANGLE (DG) = 15.CC 
S H O R T C I R C U I T R A T I O = 3 . 0 0 

23 0 . 9 6 0 0 0 0 12. 

T E R M I N A L N U M B E R : 2- TYPE 2 
DATA A.C. RUS^AR V O L T A G E S _ PHASEY ? HAS E 3 
O R D E R M A G N I T U D E 3 K V ) P H A S E (DG) M A G N I T U D E (KV) PHASE (DG) M A G N I T U D E (KV) "HAcE (03) 

1 2 3 0 . 9 6 0 0 0 0 2.00 
C O N T R O L ANGLE (DG) « l a . G O 
ft HO RT C I R C U I T RATIO = 3.00 

2 2 3 . 6 6 v G C O - 1 1 5 . 0 0 2 30•PA CC 00 A C C . ' v.' 

T E R M I N A L N U M 3 E R 1 

D i C . C U R R E N T C O N S T A N T TERM 2.0 00JO 

D . C . C U R R E N T H A R M O N I C S 
O R D E R M A G N I T U D E (KA) PHASE 

2 .00125 9 - 3 • c 9 
6 . 0 1 9 6 5 9 l o 5 . 6 5 

12 . 0 0 3 7 6 6 - 1 0 . 0 3 
18 . 0 0 2 7 9 6 2 5 7.09 
26 . 0 0 0 9 2 0 1 6 " . 3 0 
30 .0006 6? - 1 3 . 0 6 

T E R M I N A L NUMBER 2 

D . C . C U R R E N T C O N S T A N T TERM 2 .00000 

D . C . C U R R E N T H A R M O N I C S 
ORDER M A G N I T U D E (KA) PHASE (DEG) 

2 .008 003 2 6 3 . 9 5 
A • 0 009 6 3 -:7c . A 3 
6 . 0 1 9 8 7 7 2 6 9.22 
8 . 0 0 0 3 1 1 13d.73 

10 • 0 0 0 18 5 1 3 5 . 3 1 
12 . 0 0 3 6 2 0 -5 2.Q1 
16 . 0 0 0 1 1 9 67. 63 
16 . C O C 1 3 5 
Id • 00 3 0 32 — 6 3 . 6 0 
20 . 0 0 0 1 0 9 - 5 9 . 5 7 
22 " r\f n r —o 6 . 6 x 
26 . 0 0 1 1 0 7 26 3. 16 
3 0 • 0JU332 - 5 1 . 1 1 

Table F.4 

Unbalanced fundamental voltage (inverter side) s.c.r. = 3 



TERMINAL M U M P E R : I 

A . C . V O L T A G E H A R M Q N I C 3 - 3 J S 3 A R S I D E 

phase P PHASE Y PHASE 3 
O R D E R M A G N I T U D E ( K V ) P H L S T ( D G ) M A G N I T U D E ( K V ) P H A S E ( D G ) M A G N I T U D E ( K V ) P H A S E 

1 2 3 0 . 9 4 3 0 0 0 R> re 2 3 3 . 9 4 0 0 0 0 
5 . 2 7 6 3 5 2 2 1 6 . 0 1 . 2 7 6 7 5 3 
7 . 3 1 5 0 1 2 2 1 8 . 9 2 . 3 1 8 2 5 5 

1 1 . 0 4 * 601 ? 44 . Q4 . 0 4 8 4 5 5 
1 3 • 0 57 B 2 2 1 4 0 . 16 . 0 5 7 9 2 1 
1 7 . 5 6 7 1 6 9 2 0 0 .12 . 5 6 5 2 4 1 
1 9 . 2 1 4 4 0 9 9 4 . 9 3 . 2 1 5 5 3 0 
2 3 . 1 6 7 2 2 0 1 3 3 . 4 1 . 1 6 O 7 9 5 
2 5 . 1 5 3 0 9 3 P 3 . 7 ? . 1 5 3 5 0 0 70 . 1 1 ? 5 7 4 I B 4 . 9 3 . 1 1 3 2 3 1 

96 
C5 

-100.00 
- 2 4 . L I 9 8 _ c 
20.16 

- 3 9 . 6 2 -2 5.OC 
2 5 3 . 3 7 22 

2 3 0 . 9 4 0 0 0 0 .276671 
. 3 1 4 3 0 5 •046471 * 0'7353 
. 5 D 5 O 2 2 
. 2 1 5 1 9 3 
. 1 6 7 1 0 2 . 153 4u2 
. I I 3 3 I 1 

1 2 0 . 0 0 
H 5 . 9 -21.10 114.90 260.09 
7 9 . 9 B 
214.?: 
1 2 . 2 7 

2 3 5 . - 1 
<*n . o2 

T E R M I N A L N U M B E R : 2 

A . C . V O L T A G E H A R M O N I C S - 3 U S 3 A R S I D E 

° H A S E P P H A S E Y 
O R D E R M A G N I T U D E ( K V ) P H A S E ( C G ) M A G N I T U D E ( K V ) P H A S E ( D G ) M A G N I T U D E ( K V ) P - ^ R ( 

1 
3 
5 
7 9 

11 
13 
15 
1 7 
19 
21 
23 
25 
2 7 79 

2 3 0 . 9 4 0 3 0 ? .274249 . 25 528,0 
• 3 C 2 1 0 3 
. 0 9 ? 2 5': .J4 5 44 7 .054897 .0«9990 
. 5 7 0 7 9 7 
• 1 5 0 1 1 A 

. 0 2 4 9 0 9 

. 1 4 3 6 3 4 

. 1 4 3 5 8 5 

. 01 5 4 3 A 

. 1 0 6 8 7 3 

2.00 24.92 
- 2 8 . 4 = > 

3 7 . 7 7 
- 1 1 . 9 3 
- 9 . 39 14,04 115.64 
3 0 . C I 

1 1 3 . 6 2 
- 3 3 . 0 3 136. 60 221.02 -66.59 
1 9 7 . 6 3 

2 2 9 . 6 4 0 0 0 0 
• 0 2 2 9 3 1 
. 2 5 7 7 6 6 .293O22 
. 0 2 1 2 7 6 
.Oh 5 0 ? 5 
• J B 2 6 8 6 
. 0 1 8 7 3 0 
. 4 7 4 5 0 2 
. 1 8 4 0 7 7 
. 0 0 3 7 5 5 
. I O 0 3 55 
• J 4 C 2 7 U .032523 
• I I 0 0 6 3. 

- 1 1 6 . O C 
- 8 . 94 46 

.-3 3 . C 3 
1 6 5 . 4 1 
1 0 6 . 7 B 
2 5 5 , 4 0 
- 5 3 . 5 3 151,30 

1 . 7 5 
14 9 . 6 0 
2 5 7 . 3 6 05. 44 
9 9 . 64 .. -44.91 

phase re 
;nitude (kv) as e 

44 0000 122 . re 0 .202130 •> " * . 4 = .26071j 211 .49 
•294340 ) . - re . -1 • u 7 5 9 b t i 6 7 . a 2 .047505 227 . ° ? .35633j 1 2 f • 4 > .07147° — k a . 4 0 .5i9i 9 7 2bl ,4b .189276 2 r9 . 1 4 .02112° 14 6 .50 .l6i brej * 22 . 74 . 129 8 3 5" -2 3 .47 .01275° .43 .120931 "79 .22 

Table F.4 (cont) 
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T E R M I N A L N U M B E R : 1 TYPE 1 
DATA A.C. BUSBAR VOLTAGES „.,.CRV Q U K C D 

PHASE R PHASEY PHASEB 
ORDER M A G N I T U D E (KV) PHASE (DG) M A G N I T U D E (KV) PHASE (DG) M A G N I T U D E (KV) PHASE (DG 

1 ' 2 3 0 . 9 4 0 0 0 0 0 

C O N T R O L A N G L E (DG) » 15.00 

SHORT C I R C U I T R A T I O » 3.00 

228.640000 - 1 1 8 . 0 0 2 3 0 . 9 4 0 0 0 0 120.00 

T E R M I N A L N U M B E R : 2 TYPE 2 
DATA A.C. BUSBAR VOLTAGES P H A S E Y PHASEB 

ORDER M A G N I T U D E (KV) PHASE (DG) M A G N I T U D E (KV) PHASE (DG) MAGNITUDE (KV) PHASE (DG 

1 2 3 0 . 9 4 0 0 0 0 2.00 2 2 8 . 6 4 0 0 0 0 - 1 1 6 . 0 0 2 3 0 . 9 4 0 0 0 0 122.00 

C O N T R O L A N G L E (DG) • 18.00 

SHORT C I R C U I T RATIO • 3.00 

T E R M I N A L NUMBER 1 " • -

D.C. C U R R E N T C O N S T A N T TERM 2.00000 

D.C. C U R R E N T H A R M O N I C S 

ORDER M A G N I T U D E (KA) PHASE (DEG) 

2 .008097 108.06 
4 .001080 49.94 
6 .019574 165.17 
8 .000332 54.32 

10 .000200 - 5 5 . 8 7 
12 .003749 - 1 0 . 6 9 
14 .000138 - 7 1 . 9 7 
16 .000163 146.80 
IB .002779 256.50 
20 .000128 159.41 
22 .000118 44. 92 
24 .000901 163.23 
30 .000642 - 1 4 . 7 8 

T E R M I N A L NUMBER 2 

D.C. C U R R E N T C O N S T A N T TERM 

D.C. C U R R E N T H A R M O N I C S 

O R D E R M A G N I T U D E (KA) 

2.00000 

PHASE (DEG) 

2 .007331 253.50 
4 .000946 - 8 0 . 6 8 
6 .019774 249,21 
8 .000310 186.15 

10 .000186 184.55 
12 .003439 - 5 2 . 9 0 
14 .000119 65.97 
16 .000135 33.64 
18 .003024 - 8 3 . 7 8 
20 .000109 - 6 1 . 1 5 
22 .000106 - 6 5 . 3 5 

.001090 243.08 
30 .000561 - 6 0 . 8 6 

Table F.5 

Unbalanced fundamental a.c. voltage (rectifier and inverter side) 
s.c.r. = 3 
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TERMINAL N U M B E R : 1 

A.C. V O L T A G E H A R M O N I C S - B U S B A R SIDE 

PHASE R PHASE Y 
O R D E R M A G N I T U D E (KV) PHASE (DG) M A G N I T U D E (KV) PHASE (DG) 

PHASE B 
M A G N I T U D E (KV) PHASE (DG) 

1 
3 
5 
7 
9 

11 
13 
15 
17 
19 
21 
23 
25 
27 
29 

2 3 0 . 9 4 0 0 0 0 
.038315 
.277974 
.314406 
.044158 
.048342 
.055334 
.037854 
.574994 
.213392 
.009326 
.174074 
.150430 
.006641 
.112315 

0 
239.16 
218.43 
222.17 
210.27 
239.57 
145.89 6.82 
203.55 
98.13 

231.31 
144.13 
95.30 

219.50 
177.60 

228.640000 - 1 1 8 . 0 0 2 3 0 . 9 4 0 0 0 0 120.00 
.363605 207.94 % .396867 30.81 
.278785 - 2 0 . 2 9 .272962 99.22 
.314056 1 0 4 . 3 9 .324712- - 1 6 . 6 7 
.081281 205.14 .125418 26.91 
.049814 2.94 .046579 122.85 
.056620 31.24 .060454 267.54 
.073951 - . 9 8 .111716 181.62 
.607441 - 2 5 . 8 3 .494813 92 .27 
.191171 - 9 . 6 7 .239047 228.54 
.021857 230.44 .031205 50.72 
.172104 - 8 8 . 8 8 . 154485 26.97 
.144918 - 1 8 . 0 2 .162397 220.27 
.013911 226.60 .020518 44.33 
.120794 - 5 4 . 2 8 .102294 65 . 96 

T E R M I N A L N U M B E R : 2 

A.C. VOLTAGE H A R M O N I C S - B U S B A R SIDE 

PHASE R 
ORDER M A G N I T U D E (KV) PHASE (DG) 

PHASE Y 
M A G N I T U D E (KV) PHASE (DG) 

PHASE 
M A G N I T U D E (KV) PHASE (DG) 

"1 
3 
5 
7 
9 

11 
13 
15 
17 
19 
21 
23 
25 
27 
29 

2 3 0 , 9 4 0 0 0 0 
.251652 
.254089 
.300373 
.095513 
.045102 
. 0 5 6 2 5 7 
.088052 
.561176 
. 1 5 0 0 1 5 
.024218 
.144022 
.143474 
.015177 
.106058 

2.00 
21.36 

- 2 8 . 3 2 
87.98 

- 1 2 . 4 8 
- 9 . 5 0 
14.55 

118.63 
31.36 

116.13 
- 3 3 . 3 0 
137.95 
221.89 
- 6 6 . 9 2 
198.95 

2 2 8 . 6 4 0 0 0 0 
.032075 
.256506 
.292121 
.020740 
.044631 
.052151 
.017881 
.467444 
.183897 
.003422 
.160951 
.140042 
.002677 
.108788 

- 1 1 6 . 0 0 
36.65 
90.61 

- 3 2 . 7 7 
165.93 
107.18 
255.92 
- 5 3 . 6 4 
153.00 

3.70 
149.28 
2 5 8 . 2 9 
96.45 
97.94 

- 4 8 . 7 9 

2 3 0 . 9 4 0 0 0 0 
.282706 
.259513 
.292967 
.074784 
.047095 
.055439 
.070375 
.508147 
.187826 

. . 0 2 0 7 9 9 
.152396 
.129980 
.012612 
.119751 

122.00 
203.07 
211.62 
209.00 
167.95 
228.35 
138.88 -63.33 
262.91 
231.29 
146.29 
23.65 

- 1 9 . 4 9 
116.26 
76.17 

Table F.5 Ccont) 
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T E R M I N A L NUMBER: 1 TYPE 1 
DATA A.C. BUSBAR V O L T A G E S 

PHASE R PHASEY P H A S E B 
ORDER M A G N I T U D E (KV) PHASE (DG) M A G N I T U D E (KV) PHASE (DG) M A G N I T U D E (KV) PHASE (DG) 

2 3 0 . 9 4 0 0 0 0 
2.300000 

C O N T R O L ANGLE (DG) « 

SHORT CIRCUIT RATIO 

0 0 
15.00 

3.00 

2 3 0 . 9 4 0 0 0 0 
2 • 3COOOO 

- 1 2 0 . 0 0 120.00 2 3 0 . 9 4 0 0 0 0 
2.300000 

120.00 
240.00 

T E R M I N A L N U M B E R : 2 TYPE 2 
OATA A.C. BUSBAR V O L T A G E S 

PHASE R PHASEY P H A S E B 
O R D E R M A G N I T U D E (KV) PHASE (DG) M A G N I T U D E "(KV) PHASE (DG) M A G N I T U D E (KV) P H A S E (DGI 

1 2 3 0 . 9 4 0 0 0 0 2.00 2 3 0 . 9 4 0 0 0 0 - 1 1 8 . 0 0 2 3 0 . 9 4 0 0 0 0 1 2 2 . 0 0 

C O N T R O L ANGLE (DG) * 18.00 

SWNPT C I R C U I T RATIO « 3.00 

T E R M I N A L NUMBER 1 

O . C . C U R R E N T C O N S T A N T TERM 

D . C . C U R R E N T H A R M O N I C S 

ORDER M A G N I T U D E (KA) 

2.00000 

PHASE (DEG) 

3 
6 
9 

12 
15 18 
21 
24 
30 

.006035 

.019673 

.000430 

.003736 

.000178 

.002788 

.000162 

.000915 
,000637 

-66.08 
165.39 218.11 - 1 0 . 0 8 
43. 54 

2 5 7 . 0 7 
- 7 3 . 7 0 
164.44 
- 1 3 . 2 9 

T E R M I N A L N U M B E R 

D . C . C U R R E N T C O N S T A N T TERM 2.00000 

O.C. C U R R E N T H A R M O N I C S 

ORDER M A G N I T U D E (KA) PHASE (DEG) 

3 . § 
12 18 
24 
30 

.000391 

.019355 
-. 0 0 3 5 6 6 
.002996 
.001006 
.000616 

- 5 0 . 3 7 
2 4 9 . 7 2 
c n n n 

—jo.av 
- 8 5 . 5 8 
2 4 2 . 7 9 
- 5 9 . 5 9 

Table F.6 

2nd harmonic distortion (neg seq, 1$). Rectifier side 

s.c.r. = 3 
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T E R M I N A L N U M B E R : 1 

i.C. V OLTAGE H A R M O N I C S - B U S B A R SIDE 

IRDER 
PHASE R PHASE Y 

IRDER M A G N I T U D E (KV) PHASE (DG) M A G N I T U D E (KV) PHASE 

1 2 3 0 . 9 4 0 0 0 0 0 2 3 0 . 9 4 0 0 0 0 •120.00 
2 3 . 2 8 9 4 0 7 10.94 3 . 2 8 9 4 1 6 130.94 
4 .091439 - 1 . 4 6 .091439 238.54 
5 ' .276792 215.98 .276792 - 2 4 . 0 2 
7 .318112 218.92 .318112 98.92 
8 .299932 60.11 .299937 180.11 

10 .036959 - 2 . 2 4 .036959 237.76 
11 • .048440 2 3 4 . 9 3 .048440 - 5 . 0 7 
13 .057797 1 4 0 . 1 6 .057797 20.16 
14 .028955 2 2 7 . 7 0 .028955 - 1 2 . 3 0 
16 .120535 1 0 7 . 3 7 .120537 - 1 2 . 6 3 
17 .563572 200.15 .563570 - 3 9 . 8 5 
19 .213814 94. 80 .213814 - 2 5 . 2 0 
20 .019551 84.78 .019550 204.78 
22 .012397 9.92 .012397 249.92 
23 .166438 1 3 3 . 2 3 .166439 253.23 
25 .152720 83.63 .152720 - 3 6 . 3 7 
26 .011113 56.26 .011114 176.26 
28 .011626 - 2 . 6 6 •011626 237.34 
29 .112733 1 6 4 . 9 6 .112733 - 7 5 . 0 4 

PHASE B 
(DG) M A G N I T U D E (KV) PHASE (DG) 

2 3 0 . 9 4 0 0 0 0 120.00 
3.289413 250.94 
.091440 118.54 
.276792 95.98 
.318112 - 2 1 . 0 8 
.299934 - 3 9 . 8 9 
.036959 1 1 7 . 7 6 
•048440 114.93 
.057797 260.16 
.028954 107.70 
.120534 2 2 7 . 3 7 
.563573 80.15 
.213815 2 1 4 . 8 0 
.019551 - 3 5 . 2 2 
.012398 1 2 9 . 9 2 
•166438 13.23 
.152719 2 0 3 . 6 3 
•011113 - 6 3 . 7 3 
•011626 117.35 
.112732 44.96 

T E R M I N A L N U M B E R : 2 

A.C . VOLTAGE H A R M O N I C S - B U S B A R SIDE 

PHASE R PHASE Y 
ORDER M A G N I T U D E (KV) PHASE (DG) M A G N I T U D E (KV) PHASE 

1 2 3 0 . 9 4 0 0 0 0 2.00 2 3 0 . 9 4 0 0 0 0 •118.00 
5 .254678 - 3 4 . 2 6 .254678 85.74 
7 .292173 80.25 .292173 - 3 9 . 7 5 

11 .044401 - 2 3 . 3 4 .044401 96.66 
13 .052561 2.48 .052561 242.48 
17 .478949 16.00 .478949 136.00 
19 .177758 1 0 3 . 8 9 .177758 - 1 6 . 1 1 
23 .158250 115.04 .158250 235.04 
25 .140761 191.91 .140761 71.91 
? 9 .108261 1 6 2 . 9 3 •108261 - 7 7 . 0 7 

PHASE B 
(DG) M A G N I T U D E (KV) PHASE (DG) 

2 3 0 . 9 4 0 0 0 0 
.254678 
.292173 
.044401 
.052561 
.478947 
.177757 
.158250 
.140761 
.103261 

122.00 
2 0 5 . 7 4 
200.25 
2 1 6 . 6 6 
122.48 
2 5 6 . 0 0 
223.89 
- 4 . 9 6 

- 4 8 . 0 9 
42.93 

T->k I X, C C t \ i CJLI i c i . u LVxV-'i i i i 
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T E R M I N A L N U M B E R : 1 
D A T A A . C . B U S B A R V O L T 

P H A S E 
O R D E R M A G N I T U D E ( K V ) 

T Y P E 1 
A G E S 

P H A S E ( D G 
P H A S E Y 

) M A G N I T U D E ( K V ) P H A S E ( D G ) 
P H A S E F 

M A G N I T U D E ( K V ) P H A S E ( DG ) 

1 2 3 0 • 9 4 0 0 0 0 
2 2 . 3 0 0 0 0 0 

0 
0 

2 3 0 . 9 4 0 0 0 0 
2 . 3 0 0 0 0 0 

1 2 C . 0 0 
2 4 0 . 0 0 

2 3 0 . 9 4 0 0 0 0 
2 . 3 0 0 0 0 0 

1 ? C . 0 0 
1 2 0 . 0 0 

C O N T R O L A N G L E ( D G ) » 1 5 . 0 0 

S H O R T C I R C U I T R A T I O • 3 . 0 0 

T E R M I N A L N U M B E R : 2 T Y P E 2 
D A T A A . C . 3 U S 3 A R V O L T A G E S 

P H A S E R P H A S E Y P H A 5 E E 

O R D E R M A G N I T U D E .(KV) P H A S E ( D G ) M A G N I T U D E ( K V ) J 5 H A ( D G ) M A G N I T U D E ( K V ) P H A S E ( D G ) . 

* 1 2 3 0 . 9 4 0 0 0 0 2 . 0 0 2 3 0 . 9 4 0 0 0 0 1 1 8 . 0 0 2 3 0 . 9 4 0 C 0 0 1 2 2 . 0 0 

C O N T R O L A N G L E ( D G ) « 1 8 . 0 0 • 

S H O R T C I R C U I T _ R 4 T I Q = 3 . 0 0 

V 

T E R M I N A L N U M B E R 1 • 

D . C . C U R R E N T C O N S T A N T T E R M 2 . 0 0 0 0 0 

D . C . C U R R E N T H A R M O N I C S 

O R D E R M A G N I T U D E ( K A ) P H A S E ( D E G ) 

1 
5 
6 
7 

1 1 
1 2 
1 3 
1 7 
1 8 
1 9 
2 3 
2 4 
2 5 
2 9 
3 0 

. 0 0 4 3 7 3 

. 0 0 0 4 2 8 

. 0 1 9 8 2 0 
• 0 0 0 ^ 1 6 
. 0 0 0 1 5 5 
. 0 0 3 7 3 5 
. 0 0 0 0 7 3 
. 0 0 0 1 0 4 
. 0 0 2 7 3 7 
. 0 0 0 1 0 2 
. 0 0 0 0 8 2 
. 0 0 0 9 1 6 
. 0 0 0 0 8 2 
. 0 0 0 0 5 1 
, 0 0 0 6 3 3 

2 5 0 . 7 4 
• 7 6 

1 6 5 . ^ 5 
2 0 7 . 7 1 
1 1 7 . 9 2 
- 9 . 9 7 

1 2 6 . 8 5 
- 2 0 . 1 1 
2 5 7 . 0 8 
- 4 0 . 6 4 
2 4 6 . 6 1 
1 6 4 . 4 9 
2 1 6 . 7 1 
1 2 2 . 7 7 
- 1 3 . 1 9 

T E R M I N A L N U M B E R 2 

-
D . C . C U R R E N T C O N S T A N T T E R M 2 . 0 0 0 0 0 

R D . C . C U R R E N T H A R M O N I C S 

O R D E R M A G N I T U D E ( K A ) P H A S E (DEC-.) 

T 1 
5 
6 ' 
7 

1 1 
1 2 
1 3 
1 7 
1 8 
1 9 
2 3 

. 0 1 3 0 5 0 

. 0 0 0 1 6 6 

. 0 2 1 3 0 5 
, 0 0 0 1 6 1 

* . 0 0 0 0 5 0 
. 0 O 2 ? 2 5 
. 0 0 0 0 5 5 
. 0 0 0 0 3 4 
. 0 0 2 6 5 9 

' . 0 0 0 0 3 3 
. 0 0 0 0 2 1 

1 9 . 7 1 
- < • 5 . 0 3 
2 5 1 . 9 1 
1 6 7 . 7 8 
2 1 9 . 1 1 
— O 0 . 5 2 
« 7 . 7 8 

1 0 2 . 7 3 
- 7 0 . 6 8 
- 4 3 . Z 5 

6 . 5 0 

2 4 
2 5 
2 9 
3 0 

Table F.7 

. 0 0 1 4 7 3 
, 0 0 0 0 3 2 
. 0 0 0 0 2 3 
. 0 0 0 3 9 6 

2 5 4 . 6 5 
21 9 , 4 3 
- 4 6 . Q 2 
2 5 2 . 7 2 

- 2nd harmonic distortion (pos seq, \%)j recti fi er s i de 

s.c.r. = 3 

— — 
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T E R M I N A L N U M B E R : I 

A . C . V O L T A G E H A R M O N I C S - 3 U S B A R 6 I D E 
p H A S E R O H A ^ P Y 

O R D E R M A G N I T U D E (KV) P H A S E (DG) M A G N I T U D E (KV) PHASE (DG) 
P H A S E R 

M A G N I T U D E ( K V ) P H A S E ( D G ) 

1 2 3 0 . 9 4 0 0 0 0 0 
2 2 . 0 7 2 6 0 1 1 2 . 9 9 
4 . 0 7 6 8 8 7 -75."75 
5 . 2 7 6 8 5 8 2 1 5 . 9 7 
6 . 1 9 4 5 4 1 1 9 7 . 3 2 
7 . 3 1 8 0 0 0 2 1 8 . 9 3 
8 . 1 9 7 9 7 9 1 1 7 . 2 0 

10 . 0 2 1 4 1 0 - 6 7 . 0 5 
11 . 0 4 8 4 3 1 2 3 4 . 3 9 
12 . 2 2 7 0 3 7 2 5 1 . 4 4 
13 . 0 5 7 7 8 3 1 4 0 . 1 6 
14 . 0 2 0 3 7 5 - 7 9 . 2 4 
16 » Oo8 201 3 5 . 1 1 
17 .5 6266^ 1 9 9 . 3 5 
18 . 0 5 4 6 4 9 2 3 6 . 8 3 
19 . 2 1 3 8 6 4 94. 52 
20 . 0 1 6 6 7 1 1 4 4 . 1 6 
22 , 0 0 9 2 4 0 - 6 4 . 2 2 
23 . 1 4 9 4 1 0 1 3 1 . 9 0 
24 . 0 1 4 5 8 2 2 0 9 . 5 8 
25 . 1 * 9 9 3 r 84. 89 
26 . 0 0 7 7 4 2 1 2 4 . 5 6 
28 . 0 0 7 8 1 1 - 6 7 . 3 0 
29 . 1 1 0 2 7 4 1 6 4 . 3 4 
30 . 0 1 3 9 5 6 2 0 7 . 5 2 

2 3 0 . 9 4 0 0 0 0 - 1 2 0 . 0 0 
2 . 0 7 2 5 4 1 2 5 2 . 9 9 
. 0 7 6 8 8 0 4 4 . 2 5 
. 2 7 6 8 7 6 - 2 4 . 0 2 
. 0 2 3 5 2 4 2 4 7 . 5 0 
. 3 1 8 0 9 0 98. 93 
. 1 9 8 0 1 9 - 2 . 7 9 
. 0 2 1 4 1 3 5 2 . 9 7 
. 0 4 8 4 6 3 - 5 . 0 9 
. 0 2 6 3 5 0 - 3 4 . 6 6 
. 0 5 7 8 3 2 2 0 . 1 2 
. 0 2 0 3 8 8 1 6 0 . 7 4 
.,068268 1 5 5 . 1 5 
. 5 6 4 8 1 6 - 4 0 . 1 0 
. 0 0 6 9 5 6 - 1 0 . 2 9 
.214932- - 2 5 . 5 4 
. 0 1 6 6 9 8 2 4 . 1 0 
. 0 0 9 2 4 9 55.91 
. 1 6 9 8 2 5 2 5 2 . 0 5 
. 0 0 1 1 1 3 1 9 . 2 7 
. 1 5 0 4 9 1 - 3 5 . 1 5 
. 0 0 7 7 6 7 4.48 
. 0 0 7 8 3 2 5 2 . 8 6 
. 1 1 0 8 2 0 - 7 5 . 6 1 
. 0 0 0 5 9 8 - 1 0 . 7 9 

2 3 0 . 9 ^ 0 0 0 0 120 .00 
2 . 0 7 2 5 5 2 132 .99 
. 0 7 6 8 7 7 16* . 25 
• 2 7 6 s 29 95 .98 
. 2 1 0 3 8 4 22 .•2 5 
• 3 1 8 C 53 - 2 1 .09 
. 1 9 8 0 1 9 237 .20 
. 0 2 1 4 0 5 172 .97 
. 0 4 6 * 3 9 114 .93 
. 2 3 5 7 9 1 77 . 59 
. 0 5 7 7 7 3 260 .10 
. 0 2 0 3 7 7 40 .72 
. 0 6 8 1 8 e - 8 * .52 
. 5 6 3 3 5 5 80 .07 
. 0 5 2 3 7 R 63 .85 
. 2 1 * 2 0 6 21* . 24 
. 0 1 o 6 6 ? 264 .05 
. 0 0 9 2 3 2 175 .95 
. 1 6 9 2 2 5 12 .09 
. 0 1 3 * 8 * 30 .42 
. 1 5 0 1 4 2 2C4 .69 
. 0 0 7 7 4 6 2** .36 
. 0 0 7 8 0 3 172 .91 
. 1 1 0 4 6 2 44 . 61 
. 0 1 3 4 9 0 29 .09 

T E R M I N A L N U M B E R : 2 

A . C . V O L T A G E - H A R M O N I C S - B U S B A R 5 IDE 

PHASE R P H A S E Y D H AS P B 
O R D E R M A G N I T U D E (KV) P H A S E (DG) M A G N I T U D E (KV) P H A S E (DG) M A G N I T U D E (KV) PHASE 

1 2 3 0 . 9 4 0 0 0 0 2.00 2 3 0 . 9 4 0 0 0 0 •118.00 2 3 0 . 9 4 0 0 0 0 1 2 2 . 0 0 
2 . 8 5 7 8 9 2 6 2 . 0 * . 8 5 7 8 9 4 - 5 7 . 3 6 • 8 57b 58 1 8 2 . 6 4 
4 . 0 2 6 5 3 8 1 2 4 . 3 7 . 0 2 6 5 3 3 2 * 4 . 8 7 . 0 2 6 5 3 6 4 . 86 
5 . 2 6 0 6 3 7 - 3 9 . 4 9 . 2 6 0 6 * 7 80.51 . 2 6 0 6 4 3 2 C 0 . 5 2 
6 . 0 2 3 1 3 9 - 3 . 4 9 . 0 6 * 6 0 8 1 0 3 . 2 4 . 0 6 2 2 3 7 ?fc2.25 
7 . 3 0 7 4 6 5 7 2 . 9 4 . 3 0 7 * 7 3 - 4 7 . 0 6 . 3 0 7 4 8 5 1 9 2 . 9 4 
8 . 0 5 1 6 7 4 6 2 . 7 6 . 0 5 1 6 5 7 - 5 7 . 2 5 . 0 5 1 6 6 0 1 8 2 . 7 7 

10 . 0 0 3 2 1 8 1 2 8 . 3 3 . 0 0 3 2 1 9 2 * 8 . 3 8 . 0 0 3 2 1 6 b .36 
11 . 0 5 3 3 5 7 - 3 6 . b 2 . 0 5 3 3 6 0 8 3 . 3 7 . 0 5 3 3 6 4 20 3.38 
12 . 0 1 4 6 9 9 2 8 . 6 0 . 0 3 7 9 4 5 1 5 3 . 0 7 .032024 -4 9, ir 
13 . 0 O 6 5 4 7 - 1 4 . 5 5 . 0 6 * 5 6 1 2 2 5 . 4 5 . 0 6 8 5 5 5 1 0 5 . 4 4 

. 0 0 2 8 6 5 2 2 3 . 2 3 . 0 0 2 8 6 3 1 0 3 . 3 1 . 0 0 2 8 6 7 - 1 6 . 7 1 
1 7 . 8 9 3 5 6 1 - 3 3 . 6 1 . 3 9 3 2 0 5 86. 37 . 8 9 3 6 7 6 2C 6.36 
18 . 0 0 2 9 C 8 - . 1 2 . 0 0 5 3 9 7 1 5 5 . 0 2 . 0 0 3 0 6 9 - 4 8 . 5 1 
19 •2ol817 2 4 . 0 5 . 2 6 1 8 6 ? 2 6 4 . 0 0 . 2 6 1 6 3 0 1 * * . 0 1 
23 . 0 9 9 7 5 0 6 9 . 8 5 . 0 9 9 8 1 6 1 8 9 . 9 2 . 0 9 9 6 7 7 - 5 0.C* 

. 0 0 0 3 3 2 - 5 1 . 3 2 . 0 0 0 1 2 9 - 7 5 . 7 4 . 0 0 0 5 1 2 1 2 1 . 8 7 

. 1 0 4 3 2 5 1 5 4 , 5 5 . 1 0 4 2 6 7 34.61 . 1 0 4 3 9 2 - 8 5.39 
1 . 1 2 2 1 6 4 1 2 7 . 2 6 . 1 2 7 2 7 5 . 7 4 7 . 2 4 . 1 2 2 2 6 8 7. 70 

Table F.7 (cont) 
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T E R M I N A L N U M B E R : 1 T Y P E 1 
D A T A A . C . B U S B A R V O L T A G E S 

P H A S R R P H A S E Y P H A S E " 
O R D E R M A G N I T U D E ( K V ) P H A S E ( D G ) M A G N I T U D E ( K V ) P H A S E ( D G ) M A G N T T U D C ( K V ) P H A S C ( Q G ) 

1 2 3 0 . 9 4 0 0 0 0 0 

C O N T R O L A N G L E ( D G ) « 1 5 . G O 

S H O R T C I R C U I T R A T I O = 3 . 0 0 

T E R M I N A L N U M B E R : 2 T Y P E 2 
D A T A A . C . B U S B A R V O L T A G E S 

P H A S E R 

2 3 0 . 9 4 0 0 0 0 - 1 2 0 . 0 0 2 3 0 . 9 4 0 0 0 0 120.00 

P H A S E Y P H A S E S 
O R D E R M A G N I T U D E ( K V ) P H A S E ( D G ) M A G N I T U D E ( K V ) P H A S E ( DG). M A G N I T U D E ( K V J P H A S P RR.G) 

2 3 0 . 9 4 0 0 0 0 
2 . 3 0 0 0 0 0 

C O N T R O L A N G L E ( D G ) < 

S H O R T C I R C U I T R A T I O 

2.00 
2.00 

I B . 0 0 

3 . 0 0 

2 3 0 . 9 4 - 0 0 0 0 
2 . 3 0 0 0 0 0 

- U S . 0 0 - 1 1 8 . 0 0 2 3 0 . 9 4 0 0 0 0 
2 . 3 0 0 0 0 0 

1 2 2 . C O 
1 2 2 . 0 0 

T E R M I N A L N U M B E R 1 

D . C . C U R R E N T C O N S T A N T T E R M 2.00000 

D . C . C U R R E N T H A R M O N I C S 

O R D E R .. _ . . . M A G N I T U D E ( K A ) 

1 
5 
6 
7 

11 
12 
1 3 
1 7 18 
1 9 
2 3 
2 4 
2 5 
2 9 
3 0 

.0166&1 

. 0 0 0 1 9 3 

. 0 1 9 8 2 2 

. 0 0 0 1 8 6 

. 0 0 0 0 6 2 

. 0 0 3 7 3 9 

. 0 0 0 0 5 5 

. 0 0 0 0 5 0 

. 0 0 2 7 9 0 

. 0 0 0 0 4 6 

. 0 0 0 0 3 6 

. 0 0 0 9 1 9 

. 0 0 0 0 3 9 

. 0 0 0 0 2 5 

. 0 0 0 6 4 2 

P H A S E ( D E G ) 

1 7 . 7 8 
- 5 2 . 3 3 
1 6 5 . 4 7 
1 5 5 . 1 9 
1 8 0 . 5 7 
- 9 . 9 4 
4 6 . 4 5 
5 2 . 2 8 

2 5 7 . 0 7 
2 6 1 . 8 9 
- 5 5 . 3 2 
1 6 4 . 3 6 
1 5 4 . 7 4 
1 8 0 . 5 0 
- 1 3 . 0 4 

T E R M I N A L N U M B E R 2 

D . C . C U R R E N T C O N S T A N T T E R M 2.00000 

D . C . C U R R E N T H A R M O N I C S 

O R D E R M A G N I T U D E ( K A ) P H A S E ( D E G ) 

1 
5 6 
i 

11 
12 
1 3 
1 7 
18 
1 9 
2 3 
2 4 
2 5 
2 9 
3 0 

. 0 0 3 3 2 0 

. 0 0 0 3 8 6 

. 0 2 1 7 4 4 
• 0 0 0 3 6 3 
. 0 0 0 1 3 0 
. 0 0 2 1 2 7 
. 0 0 0 0 9 3 
. 0 0 0 0 6 3 
. 0 0 2 6 4 5 
. 0 0 0 0 6 3 
• 0 0 0 0 6 6 
. 0 0 1 5 2 7 
. 0 0 0 0 6 7 .C00G4S 
.C 0 0 4 3 6 

1 4 3 . 1 6 
3 . 7 5 

2 5 1 . 7 0 
ill.90 
- 8 9 , 3 8 
- 6 2 . 2 4 
6 0 . 7 0 

1 4 1 . 3 0 
- 6 9 . 3 8 
2 6 7 . 4 4 
6 1 . 5 4 

2 5 6 . 5 5 
1 7 4 . 8 0 
-26.C2 
2 4 7 . 7 0 

Table F.8 

2nd harmonic distortion, (pos seq, 1$) 

s.c.r. = 3 
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T E R M I N A L N U M B E R : 1 

.c. V O L T A G E H A R M 0 N I C S - B U S 3 A R S I D E 

P H A S E R P H A S E Y P H A S E E 
I R D E R M A G N I T U D E ( K V ) P H A S E ( D G ) M A G N I T U D E ( K V ) P H A S E ( D G ) M A G N I T U D E ( K V ) P H A S E 

1 2 3 0 . 9 4 0 0 0 0 2 3 0 . 9 4 0 0 0 0 1 2 0 . 0 0 2 3 0 . 9 4 0 0 0 0 1 2 0 . C O 
2 . 8 7 2 3 7 3 — 4 4 . '4'IR . 8 7 2 3 6 9 1 9 5 . 5 2 . 8 7 2 3 6 3 7 5 . 5 2 
4 . 0 2 7 7 4 7 - 8 2 . 2 0 . 0 2 7 7 4 7 3 7 . 8 0 . 0 2 7 7 4 7 1 5 7 . 8 1 
5 . 2 7 6 8 9 4 2 1 5 . 9 9 . 2 7 6 9 0 0 - 2 4 . 0 1 " . 2 7 6 3 9 7 9 5 . 9 9 
6 . 0 2 5 6 0 3 3 1 . 6 7 . 0 6 9 5 7 2 1 4 7 . 5 7 . 0 6 2 7 5 6 -^5-4.05 

7 . 3 1 8 1 3 8 2 1 8 . 9 4 . 3 1 8 1 4 1 9 8 . 9 4 • 3 1 8 1 4 Q - 2 1 . 0 6 
8 . 0 5 3 3 4 8 . - . 0 9 . 0 5 3 3 4 6 2 3 9 . 9 1 . 0 5 3 3 4 9 1 1 9 . 9 1 

1 0 . 0 0 3 6 1 6 - 3 7 . C 7 . 0 0 3 6 1 7 8 2 . 9 4 . 0 0 3 6 1 6 2 C 2 . 9 6 
1 1 . 0 4 8 4 8 2 2 3 4 . 9 2 . 0 4 8 4 9 5 - 5 . 0 9 . 0 4 3 4 8 6 1 1 4 . 9 2 
1 2 . 0 1 5 1 2 3 9 7 . 7 3 . 0 4 3 4 2 4 2 3 6 . 6 0 . 0 3 3 5 4 8 3 9 . 3 3 
1 3 . 0 5 7 8 6 6 1 4 0 . 1 2 . 0 5 7 8 7 3 2 0 . 1 2 . 0 5 7 8 7 2 2 6 0 . 1 1 
1 4 . 0 0 3 1 3 6 2 0 2 . 2 5 . 0 0 3 1 3 7 8 2 . 3 0 . 0 0 3 1 3 8 - 3 7 . 7 4 
1 7 . 5 6 6 2 5 0 1 9 9 . 8 9 . 5 6 6 3 6 5 - 4 0 . 1 3 . 5 6 6 5 3 1 7 9 . 8 9 
1 8 . 0 0 1 9 5 0 9 6 . 7 6 . 0 0 5 7 8 6 2 6 2 . 7 3 • 0 0 39 24 7 5 . 7 5 
1 9 . 2 1 5 6 9 2 9 4 . 4 7 . 2 1 5 7 8 0 - 2 5 . 5 0 . 2 1 5 8 2 7 2 1 4 . 4 7 
2 3 . 1 7 0 1 7 8 1 3 2 . 1 5 . 1 7 0 2 4 5 2 5 2 . 1 4 . 1 7 0 2 4 8 1 2 . 1 6 
2 5 . 1 5 0 8 5 7 8 4 . 9 0 . 1 5 0 9 0 2 - 3 5 . 0 6 . 1 5 0 9 2 5 2 0 4 . 8 9 

T E R M I N A L N U M B E R : 2 

'A.C. V O L T A G E H A R M O N I C S - B U S B A R S I D E 

O R D E R M A G N I T U D E ™ * ? ) ' P H A S E ( D G ) M A G M T U D ^ K V ) Y P H A S E 

1 
2 
5 
6 7 8 10 

11 12 
1 3 
1 4 
16 
1 7 
18 
19 20 22 
2 3 
2 4 
25-

2 3 0 . 9 4 0 0 0 0 
2 . 1 4 6 3 1 3 
. 0 5 4 3 7 9 
. 2 6 2 2 8 8 
. 1 3 7 5 6 4 
. 3 0 9 8 7 4 
. 1 4 3 0 9 0 
. 0 1 6 8 5 4 
. 0 5 4 3 9 6 
. 1 7 2 7 0 8 
. 0 7 0 3 3 0 
. 0 1 6 9 8 2 
. 0 6 6 0 4 3 
. 9 4 9 5 7 7 
. 0 4 7 7 3 4 
. 2 8 2 1 2 9 
. 0 1 6 3 9 7 
. 0 0 8 1 2 8 
. 0 9 > 4 9 ? 
. 0 0 9 7 9 5 . OA*462 

2.00 
1 0 . 7 5 

2 5 4 . 7 6 
- 3 7 . 7 6 
- 6 . 7 4 
7 5 . 3 5 
8 7 . 4 7 

2 3 5 . 7 9 
- 3 2 . 9 3 
2 0 . 9 1 

- 1 0 . 3 3 
2 2 4 . 1 1 
- 4 2 . 4 9 -29,33 
- 1 0 . 2 7 
2 7 . 11 
7 2 . 6 3 

2 1 4 . 9 7 
7 3 . 0 7 

- 4 7 . 1 6 
1 6 1 . 0 0 

2 3 0 . 9 4 0 0 0 0 
2 . 1 4 6 9 8 7 
. 0 5 4 3 9 6 
. 2 6 2 3 0 5 
. 1 5 1 3 7 8 
. 3 0 9 7 8 4 .14R9P3 
. 0 1 6 8 7 0 
. 0 5 4 3 6 8 
. 1 9 8 0 0 9 
. 0 7 0 3 4 3 
. 0 1 6 9 6 9 
. 0 6 6 1 3 8 
. 9 4 6 9 3 1 
. 0 5 7 1 0 0 
. 2 8 3 5 1 2 
. 0 1 6 8 9 5 
. 0 0 8 1 4 9 
. 0 9 3 2 7 7 
. 0 1 2 7 7 5 
. 0 9 7 7 7 8 

P H A S = B 
( D G ) M A G N I T U D E ( K V ) P H A S E ( D G 3 

- 1 1 8 . 0 0 
2 5 0 . 7 5 
1 4 . 7 9 
8 2 . 2 3 

1 6 8 . 8 2 
- 4 4 . 6 4 
- 3 2 . 5 3 
- 4 . 2 1 
8 7 . 0 4 

1 9 5 . 7 8 
2 2 9 . 7 3 
1 0 4 , 1 8 
7 7 . 4 2 
9 0 . 7 3 

1 6 3 . 4 0 
2 6 7 . 1 1 
- 4 7 . 1 8 
- 2 5 . 3 1 
1 9 3 . 0 9 
1 2 7 . 6 0 
4 0 . P. P, 

2 3 0 . 9 4 0 0 0 0 
2 . 1 4 6 8 0 6 
. 0 5 4 3 6 5 
. 2 6 2 3 4 7 
. 0 1 7 7 7 7 
. 3 0 9 8 9 5 
. 1 4 3 0 4 2 
. 0 1 6 8 6 4 
. 0 5 4 4 1 0 
. 0 3 0 2 2 4 
. 0 7 0 4 0 5 
. 0 1 6 9 9 2 
. 0 6 6 1 3 6 
. 9 4 7 4 18 
. 0 1 0 9 9 4 .282828 
. 0 1 6 9 4 4 
. 0 0 8 1 7 3 
. 0 9 2 3 6 3 
. 0 0 3 1 5 0 
. 0 9 7 9 3 9 

122.00 
1 3 0 . 7 5 
1 3 4 . 7 9 
2 0 2 . 2 4 -47.98 
1 9 5 . 3 7 
2 0 7 . 5 1 
1 1 5 . 8 4 
2 0 7 . 0 3 
- 1 5 . 1 1 
1 0 9 . 6 9 
- 1 5 . 8 2 
1 9 7 . 5 4 
2 1 0 . 5 6 
- 4 5 . 3 4 
1 4 6 . 5 7 
1 9 2 . 7 3 
9 4 . 9 6 

- 4 6 . 5 0 
- 6 9 . 0 2 
- 7 5 . 7 1 

Table F.8 (cont) 


