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Abstract—Device-to-device (D2D) aided beamforming for
coded caching is considered in a finite signal-to-noise ratio
regime. A novel beamforming and resource allocation scheme is
proposed where the local cache content exchange among nearby
users is exploited. The transmission is split into two phases: local
D2D content exchange and downlink transmission. In the D2D
phase, users can autonomously share content with the adjacent
users. The downlink phase utilizes multicast beamforming to
simultaneously serve all users to fulfill the remaining content re-
quests. A low complexity D2D-multicast mode selection algorithm
is proposed with comparable performance to the optimal exhaus-
tive search. We first explain the main procedure via one simple
example and then present the general formulation. Furthermore,
D2D transmission scenarios and conditions useful for minimizing
the overall delivery time are identified. By exploiting the direct
D2D exchange of file fragments, the common multicasting rate
for delivering the remaining file fragments in the downlink phase
is increased, providing greatly enhanced overall content delivery
performance.

I. INTRODUCTION

Caching popular content near or at the end-users is a widely
accepted solution for supporting high-quality content delivery
in next generation networks. This solution benefits from off-
peak hours of the network to move some contents closer to the
end-users, which later on will be used to mitigate the content
delivery burden in network peak hours. Many recent papers
have investigated the potentials of this paradigm to improve
wireless network performance, such as [1]. A new promising
scheme in this context is proposed in [2], which is known as
the so-called coded caching (CC) approach. In this scheme,
instead of locally caching some entire files at the end-user [3],
fragments of all the files in the library are stored in the users’
cache memories. In the delivery phase, carefully formed coded
messages are multicasted to groups of users, which results in
global caching gain [2].

CC has been shown to be greatly beneficial for both wired
and wireless content delivery, under various assumptions [2],
[4]-[6]. The original coded caching setup is extended in [4]
to a multiple server scenario under different network topolo-
gies, aiming to further minimize the required delivery time
of requested content. For high signal-to-noise ratio (SNR)
regime, [5], [6] show that coded caching can boost the
performance of the wireless network in terms of Degrees-of-
Freedom (DoF). Specifically, in wireless broadcast channels
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with a multiple-antenna base station, the global coded caching
gain and the spatial multiplexing gain are shown to be additive
which will further increase the network data rate [4], [5].

In order to bridge the gap between high-SNR analysis of CC
and the practical finite-SNR scenarios, recent works on finite
SNR regime have also shown CC to be greatly beneficial when
the interference is properly accounted for [7]-[11]. While, the
works [7] and [8] use a rate-splitting approach to benefit from
the global caching gain and the spatial multiplexing gain at
finite SNR, the work [9] follows a zero-forcing (ZF) based
approach (extending the ideas in [4] to the finite-SNR setup),
which is also order-optimal in terms of DoF. Moreover, the
work [10], [11] extends [9] to a general beamformer solution
which manages the interaction between interference and noise
in a more optimal manner. The general interference manage-
ment framework proposed in [10], [11], improves the finite-
SNR performance of the coded caching in wireless networks
significantly. However, optimal beamforming solution can be
very complex in some scenarios depending on the network
size. The complexity issues associated with the corresponding
optimization problem are addressed in [11].

In order to improve the per-user rate and mitigate the
complexity of the beamformers in the finite SNR region, this
paper extends the work [11] to device-to-device (D2D) assisted
scenarios. In this manner, the multicast beamforming of the
file fragments in [11] is complemented by allowing a direct
exchange of local cache contents. Though D2D delivery has
been considered before in caching network (e.g., [3], [12]), in
this work (unlike [12] and [3]) we consider CC approach [2]
to fill up users’ cache (thus every two users have some contents
that can be transmitted to the other users) similar to [13]. To
this end, authors in [14] have extended the approach in [13]
to more realistic scenarios where they use placement delivery
array (PDA) for cache placement in order to decrease the file
division requirement. However, unlike [13], [14], we proposed
to use a combination of D2D and DL delivery methods. The
main idea is to allow closely-located users to carry out a
portion of the delivery task locally, and hence, significantly
improving the content delivery performance. In this paper, we
assume that the D2D and downlink (DL) phases are orthogonal
in the time domain.

Finding the optimal D2D opportunities in finite SNR is
particularly challenging due to the high computational com-
plexity for the DL multicast beamformer design. The optimal
D2D/DL mode selection requires an exhaustive search for
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Fig. 1. Time division in D2D assisted transmission. Total time needed to

transmit all fragments of files to the users is Tpop + TDL-

D2D opportunities over a group of users, which quickly
becomes computationally intractable. To overcome these prac-
tical limitations, we provide a low complexity mode selection
algorithm, which allows efficient determination of D2D oppor-
tunities even for a large number of users. The computational
complexity of the proposed algorithm is significantly reduced
with respect to the exhaustive search baseline while retaining
comparable performance. Allowing direct D2D exchange of
file fragments, the interference management between different
downlink multicast streams becomes more relaxed and more
efficient as compared to the multicast only case [11]. At the
same time, the complexity of the delivery scheme is reduced
both at the base station and at the end-users.

The results show that introducing the new D2D phase
to the scheme [10] will enhance the performance of the
network significantly. Moreover, we have shown the benefits of
using D2D transmissions in the complexity reduction of the
beamformers [15]. Therein, we provide upper/lower bounds
on the number of conditions that should be considered in the
design of the beamformers. It should be noted that, to the best
of our knowledge, this paper is the first work proposing and
analyzing D2D transmissions in a MISO-BC content delivery
setup with coded caching techniques.

II. SYSTEM MODEL

We consider a system consisting of a single L antenna base
station (BS) and K single antenna users. The BS has a library
of N files, namely W = {W7,..., Wy}, where each file has
the size of F' bits. The normalized cache size (memory) at each
user is M files. Each user k caches a function of the files,
denoted by Z,(Wh,...,Wx), which is stored in the cache
content placement phase during off peak hours (cache content
placement is identical to [2]). At the content delivery phase,
user k € {1,... K} makes a request for the file Wy, ,d €
[1:N].

Upon the requests arrival, first we have a D2D sub-phase
which is divided into a number of D2D time slots. In each
time slot ¢, a group of nearby users, denoted by set N (t),
are instructed by the BS to locally exchange data (see Fig.
1). Furthermore, each D2D time slot is divided into |N(¢)]
individual D2D transmissions. In each D2D transmission a
user i € N(t) transmits a coded message denoted by XP2P
to an intended set of receivers RV (i) C N (t), which are

interested in decoding X?P. Thus, the message XP?P can

be transmitted at rate!
Pd|hik2)
log (1 —lkl” ) (1)
) s ( Ny

where Py is the device’s transmit power constraint, and h;; ~
CN(0,1) is the channel response from user 7 to user k. It
should be noted that in each D2D transmission, we assume that
each user in N, multicasts a message to the rest of the group
members. Thus, the rate is limited by the weakest receiver
After all the D2D transmissions are done, in the downlink
phase, the BS multicasts coded messages containing all the
remaining file fragments, such that all of the users will be
able to decode their requested content. The received downlink
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signal at user terminal k = 1,..., K is given by
yp =hy > wPXF + 2, )
TCS

where X;S— is the modulated version of the intended message
X;S— to be decoded by all the users in subset 7 of set S C [1 :
K], and w?— is the corresponding beamforming vector. The
channel vector between the BS and user k is hy, € C¥, and
the receiver noise is given by zx ~ CA (0, Ny). The channel
state information at the transmitter (CSIT) of all K users is
assumed to be perfectly known. The final achievable rate (per
user) over the above-described two phases is given by

_ F
Toop + Tor’

where Tpop and Tpp, denote the time used for the D2D and
downlink (DL) transmission sub-phases, respectively.

Ry 3)

III. D2D AIDED BEAMFORMING EXPLAINED: EXAMPLE

Consider the scenario where K = 4 users and a library
W = {A,B,C,D} of N = 4 files, where each user has
a cache for storing M = 2 files. Also, the base station is
equipped with L = 2 transmit antennas. Following the same
placement as in [2], each file is split into (f) = (g) =6
subfiles, as follows

A={A19,A13,A14,A23,A24,A34},
B = {Bi2,B13,B1,4,Ba3, Bay4, B34},
C={C12,C13,C14,Co3,Ca4,C34},
D ={D13,D13,D1,4,D23,D24,D34}.

Each file W is cached at user k if & € 7. Let us assume
that users 1 — 4 request files A — D, respectively.

In this example, we suppose that users 1, 2, and 3 are
close to each other, while user 4 is far from them. (see
Fig. 2). Then, the D2D sub-phase consists of exchanging
information between the first three users locally (collected in
N = {1,2,3}) 2 in three orthogonal D2D transmissions. More

UIn this paper, for simplicity, we assume that all D2D user groups A/ (t) are
served in a TDMA fashion. Further improvement can be achieved by allowing
parallel transmissions within multiple groups.

2Since we are following cache placement in [2], in order to eliminate a

term (as a whole) from (2), we set [N (¢)| =7+ 1, 7 = £,



Fig. 2. Example: D2D enabled downlink beamforming system model.

specifically, each subfile is further divided into 7 = 2 frag-
ments which are discriminated by their superscript indices?.
Then, in the first D2D transmission of length T (1 — R (1))
seconds, user 1 multicasts XP?P = Bl ;& C1, to RV (1) =
{2,3}. In the second D2D transmission, user 2 transmits
XP?P = Ay C3, to RV(2) = {1,3}, which will take
T (2 — RN (2)) seconds. Finally, in the third D2D trans-
mission of length 7' (3 — RV (3)) seconds, user 3 transmits
XP2P = A3 @B} 510 RN (3) = {1,2}. These transmissions
require the total time of

Tpep = T(1— RN(l)) +T(2— RN(Q)) +

4
T (3 - RN(3)) @
in which 7' (i — RN (1)) = 242, i=1,2,3 and RV,i =

1,2,3 are determined by (1). Then, in the DL sub-phase, the
BS transmits a message comprised of the remaining subfiles

Xpr, = X1,24W1,24 + X134W1 34+ Xo34Wa34, (5)

where X104 =A34®B14 P D12, X134=A3,0C14®
D13, and X534 = B3 4®Cy 4@ Ds 3%, At the end of this sub-
phase, user 1 is interested in decoding { X7 2 4, X7 34}, user 2
is interested in decoding {X7 2.4, X234}, user 3 is interested
in decoding {X7 34, X234}, and finally, user 4 is interested
in decoding all the three terms {X1 9 4, X1 3.4, X234}. Thus,
from the perspective of users 1, 2, and 3, we have a MAC
channel with two useful terms and one interference term.
However, from the perspective of the user 4, we have a MAC
channel with three useful terms. Thus, for users 1, 2, and 3
we have MAC rate region

k=1,23. (6)

sum?
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For example, for &k = 1, we have R% =
\h¥w1,2,4|2 1 _ |hIfIW1,3,4\2
log <1 + \h?W2.3,4|2+N0 ’ R2 = log {1+ |h]1_IW2,3,4\2+N0
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and RL = log (1 +

3In our approach, each subfile is transmitted 7 times in a D2D time slot.
Thus, we further split each subfile into 7 file fragments. Then, the user ¢
transmits new file fragments in X ZD 2D which has not been transmitted before.
‘ 4Fpr convenience superscript S = {1,2,3,4} in w?—X;‘;— has been omitted
in this example.

In order to derive the fourth user’s 3-stream rate region,
we face a MAC with three messages. Thus, we have 7 MAC
region inequalities, which will result in Ryj,c (the details are
omitted here due to lack of space. For details refer to [10],
[11]). When all the MAC inequalities for all the users are
considered together, we can derive the common multicast rate,
which is shown in the corresponding downlink beamformer
design problem as follows

max r
Wi, j,l a'yvkn s
subject to

r<llog(l+F+15), k=1,2,3
r<log(l++k), k=1,2,3,m=1,2

r < $log(l+7f +75 +13), 7 < §log(1+71 +13)
r < tlog(l+7%+193), r < 3log(l+73 +3)
r <log(l+14), m=1,2,3
1 |hi'wi 24 1 |hi'wi 34
= |hflwo 3 4|2 + No772 = |hflwy 542 + Ny
2 |hfwi 94 2 |hfwa 34
= |hiwy 5 4]2 + No’% = |hfwy 542 + No
3 < |hiwi 34| o3 |hywa 34
t= |hiwi 2 4|2 + Ny’ 2= |hiwi 2 4|2 + Ny
71 < [hlywi2.4]*/No, 75 < |hifwy s4]°/No

73 < |hfwa3.4]*/No
w124l + lwisal® + [Wo,34]* < P.

Where P is the total available power at the BS. Finally, the
delivery time of the DL sub-phase is Tpp, = FT/6. It should be
noted that, compared to the solution proposed in [10], one term
is removed from the downlink transmission, i.e., X} 23W1 2.3.
We have taken care of this term in the D2D phase, which in
turn enhances the performance of the downlink phase. First,
since we have removed one term from DL transmission (if
D2D transmission was not available, the BS had to transmit
four terms [10]), the remaining beamformers will be allocated
more power, so the DL rate is enhanced. Second, since one
term is removed, the number of conditions is less compared to
[10] (refer to [15] for more details on complexity analyzes).

IV. D2D AIDED BEAMFORMING: THE GENERAL CASE

In this section, we formulate and analyze the proposed
scheme in the general setting. The cache content placement
phase is identical to the one proposed in [2]. In general, in
each data transmission, min(7 + L, K) users can be served
simultaneously [11]. Thus, when 7+ L < K, (TfL) transmis-
sion phases are required in total. Unlike in [11], here, the data
delivery is split into D2D and DL sub-phases.

To examine the optimal user allocation for the D2D phase,
we need to perform an exhaustive search among the D2D
subsets. In total, there are (:j_ji ) different user subsets (of size
741) among 7+ L number of users in each transmission phase.
Thus, the exhaustive search would require 2(113 evaluations
of (3). In each of these evaluations, all the beamformers must
be solved, and the total rate computed. Then, the highest



one should be chosen. To simplify the notation, we consider

an indication function Ipop(7T), which specifies whether the

corresponding subset has been allocated for D2D transmission.

We define C(K,7,L) = (K)(K%H)) as the size of the
T L—-1

transmitted subfile [11].

A. Total delivery time Tpop + 1oL

Now, for a given D2D mode allocation, the D2D delivery
time is given as

KTL

Tpop = Z Z ) (N

TCQS kET

where QS := {T C S,|T| =7+1, Inop(T) = 1} and R is
from (1). Since in each D2D subset, each subfile is transmitted
by 7 users, we further divide each subfile into 7 file fragments
so that we can transmit a distinct file fragment by each user
(see the example in Section III).

The beamformers for the DL phase are solved using the
SCA approach from [11]. The main difference, in contrast
to [11], is that we should not consider all the 7 + 1 subsets.
Here, only those subsets 7 for which Ipop(77) = 0 should be
involved in the DL phase. This will reduce the interference
between parallel streams significantly. The DL sub-phase
throughput is given by

R¢ (S, {W§,-,T cS, |T| =7+ 1,ID2D(T) = O}) =
min R 40 (S, {w#. T € 8, Inon(T) = 0}) ®

where

Riiac (S» (w5, T C 8, Inon(T) =0})

hH S |2
log [ 1+ dresl kwT|H — )
‘B‘ No + Xreas\ap w7 |

where Q° := {T C S,|T| =7+ 1,Ipap(T) = 0} is the set
of all the user subsets with size 7 + 1 that will be served in
DL phase®. The cardinality |2°| indicates the total number of
messages delivered by the BS. Finally Qf := {T C S,|T| =
T+ 1,Ipap(T) =0 | k € T} is the set of all the messages
required by user k.

After computing the rate for DL sub-phase the Tpy, is com-
puted as Tpy, = CU;’CT"L), then the achievable symmetric rate
per user is computed using (3). For a large number of users and
transmit antennas, solving (8) requires a considerable amount
of computation, due to the iterative convex approximation
for each subset evaluation [11]. In the following, we provide
a low complexity heuristic solution for the proposed mode
assessment problem.

= min
BCQS

B. Heuristic D2D mode selection with low complexity

In order to decrease the computational load of evaluating
Tpop and Tpy, for different D2D mode allocations, we provide
a throughput approximation for the D2D mode allocations
without having to rely on the general SCA solution for the

5In Section IIT, Q5 = {{1,2,4},{1,3,4},{2,3,4}} and |Q°| = 3.

DL beamformer design. The D2D transmissions occur in
orthogonal time slots. The accumulated D2D phase duration
is denoted by Tpop. Each successful D2D exchange reduces
the remaining number of file fragments to be transmitted
by the BS. Thus, there are fewer multicast messages and
corresponding beamforming vectors w§ in the DL optimiza-
tion problem. This allows a more efficient (less restricted)
multicast beamformer design, which results in reduced DL
phase duration Tpy,. The D2D mode selection is iteratively
carried out as long as the following condition holds:

Thy N T+ L
> 1} 1 1
Ne—(r+1)(i—1) ~ D2D’ZE[’<T+1>]’ (10

where Ng = (7 +1) (:frf) is the total number of subfiles that
should be delivered to all the users so that they can decode
their intended files. Moreover, T} and T}, are the coarse
approximated delivery times in the i iteration. In (10), we
check if any D2D user subset will reduce the DL duration Ty,
more than the duration of the corresponding D2D transmission.
If a specific subset 7 in iteration ¢ satisfies (10), then the D2D
transmission for this subset is done following the approach
proposed in [13] and Ipop(7) is set to one for this subset.
In each D2D time slot, 7+ 1 subfiles are delivered by 7+ 1
orthogonal D2D transmissions. On the other hand, in the DL
sub-phase, all the remaining subfiles (Ng — (7+1)(i —1)) are
delivered simultaneously. Thus, in (10), the average delivery
time for a single subfile in the D2D and DL phases are
compared. In each iteration, we choose a subset for D2D
candidate, i.e., the subset, which provides the highest rate.
If at any specific iteration, (10) does not hold, using more
D2D transmissions will not improve the overall rate, and

the iterative process is terminated. Therefore, at most (T:_]i)

. . . THL
iterations are required compared to 2(747) needed for the
exhaustive search.

The D2D delivery time is coarsely approximated as

(1)

TD2D = min TD2Da

TCQS
. K T, L
77 12
om0

Since, in each D2D transmission (e.g., user ¢’s transmission
in Fig. 1), 1/7 fraction of each subfile is delivered, ngD is
considered as C(%M to scale the delivery time. Here, the
approximated D2D "time for each subset is the average time
which is needed to deliver a single subfile. In each D2D subset,
there are |7| = 7 + 1 number of subfiles that are delivered
by D2D transmissions, thus in (12) we have divided the total
required time by |7| to compute the average time for single
subfile. Note that, for each iteration ¢, we only consider those
subsets that have not already been allocated for D2D.

The DL delivery time is coarsely approximated as

A K, 7, L o
Th, = M, Ri; = min R},
Ry ke(S]
i L 23] |y, || *SNR
’:log(1+k , (13)
ey |25



where Rz is the approximated rate of user k considering
that (¢ — 1) subsets had been chosen for D2D transmission
in the previous iterations. Here, we have assumed that the
beamformer w‘7§— is able to completely remove the interference
and is matched to the channel of the users in subset T user
k € T receives the message )A(? by SNR proportional to %'

Where, Py is the dedicated power to the message X?, for
simplicity we have assumed that the allocated powers to all
the messages are equal (which is almost true for most of the

cases), thus the received SINRy o % x W' In general,

beamformer w?— should be designed in such a way that all the
users in subset 7 can decode the message )A(as— Therefore,
for the heuristic mode selection process we use the user’s
channel gain, assuming maximum ratio transmitter (MRT)
beamforming (SINRj = %), and limit the rate to the
weakest user % (to coarsely indicate the multicast beamforming
potential for a given subset).

Once the users for D2D mode transmission are found based
on (10), the final delivery time and the rate are computed
as described in Section IV-A. In comparison to [11], for
any specific subset 7, such that, Ipop(7) = 1, the coded
messages corresponding to this subset are already delivered
in the D2D phase. Thus, we can ignore such subsets, which
results in less inter-message interference, and thus a lower
delivery time at the DL sub-phase than in [11]. Finally, the
complete algorithm is given in Algorithm 1.

V. NUMERICAL EXAMPLES

In this section, we provide numerical examples for two
scenarios with X = 3 and K = 4 users. In these scenarios, we
consider a circular cell with a radius of R = 100 meters, while
the BS is in the center of the cell. In order to see the effect
of D2D transmission in different situations, we introduce a
smaller circle with radius r within the cell area, wherein the
users are randomly scattered. Thus, the maximum distance
between any pair of two users is 2r, while the users’ distance
to BS varies between 0 and R. By changing r, the maximum
users’ separation in D2D mode can be controlled. This helps
us determine the beneficial users’ distance in the D2D phase.
In the simulations, we set the pathloss exponent 2 for D2D
channels h;; and 3 for DL channels hy,.

Transmit powers for D2D transmission at user side are
adjusted in a way that the received SNR at the receiver is
0 dB at 10 meter distance. Also, the transmit power at the BS
is adjusted such that the received SNR is 0 dB at 100 meter
distance. For comparison, we have also considered the state-
of-the-art (SoA) [10], where no D2D is allowed (Multicasting
only). We also consider another SoA scenario [13] ( D2D only)
for comparison.

Fig. 3 shows the per user rate for K =3, L=2and 7 =1
case as a function of inner circle radius (the example in [15]).
The figure demonstrates that, when users are close to each

6 Another interpretation for (13) is that the beamformer w;g— is assumed to
be matched to the weakest user in subset 7~ without rate loss for other users
with better channel condition in the subset.
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Fig. 3. Per user rate vs. small circle radius r for K =3 and t = 1.
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Fig. 4. Per user rate vs. small circle radius r for K =4 and t = 2.

other, there is a significant gain from using a combination
of multicasting and D2D transmissions. When the maximum
distance among the users starts to increase, the D2D only
rate decreases drastically. However, the proposed approach
in this paper shows more robust behavior as the users start
to increase their distances. The beneficial range for D2D
transmission in this particular scenario appears to be between
r = 0 and 5m (10m maximum distance). Obviously, the range
can change significantly if pathloss exponent, D2D and DL
available power, 7, etc. are varied. As the simulation results
show, sending all the data through D2D transmissions or
sending them only through multicasting results in a lower rate
compared to our approach, which is the optimum combination
of these two.

Fig. 4 shows the per-user rate versus inner circle radius
for K =4, 7 = 2, and L = 2 (section III). For a higher
number of users, the gain from using D2D transmission among
nearby users is larger than the case K = 3 due to more
D2D transmission opportunities. However, the gain of D2D
transmission decreases more rapidly compared to the case
K = 3; the reason is that, since 7 = 2, we need more users to
be closer to each other in order to be able to perform the D2D
transmission efficiently. In general, increasing the number of



Algorithm 1 D2D Assisted Multi-Antenna Coded Caching

., hgk))

> This is the beginning of the D2D Phase.

> Each loop pass is one D2D transmission. In each loop a subset T is selected based on (11).

1: procedure DELIVERY(W1, ..., Wy, di,...,dx, H=[hy,..
2 1+ MK/N
. T+L
3 for i € [1, (:H)] do
. TL -
ASL if W > Thop then
6: for all K € T do
7
8: Each sub-file is divided into 7 mini-file fragments.
o: X[« @ier\ ey NEW (Wy, 7 (33)
10: User k multicasts X, to R7 (k) = T\{k} with the rate R} stated in (1)
11 Ip2p(T) =1
12: end for
13: end if
14:

15: end for

(‘37 (w3, T CS,[T|=7+1,Ip2p(T) = 0})

> This end of the D2D Phase, which was based on the approach used in [13].

> This is the beginning of the DL phase.

> Rc is defined in (8).

16: for all S C [K],|S| = min(r + L, K) do
17: forall 7 CS,|T|=7+1,Ip2p(T) =0 do
18: Xf— — ®k€TNEW(de,T\{k})
19: end for
20: {w5} = arg max Rc

{w$, TCS,|TI=r+1,Ip2p (T)=0
21: X(8) > w3 X3

TCS,|T|=7+1,Ip2p (T)=0

22: transmit X (S) with the rate Rc(S,{w$, T C S,|T| =7+ 1,1p2p(T) = 0}).
23: end for

24: end procedure

> This is the end of the DL phase, which was based on the approach used in [10].

users in the network will result in a higher gain. However,
increasing 7 will result in decreasing the opportunities for D2D
transmission, therefore, increasing the slope of the rate curve.

It is worth to mention that, using the heuristic D2D mode
selection criteria (defined in Section IV) results in a minimal
loss in per-user rate, with a greatly reduced complexity, as
compared to the exhaustive search. Simulation result show
that the approximated rate (13) is very close the actual rate
(9) for different ° and different network parameters (i.e.,
T, L, K, etc), so the proposed approach follows exhaustive
search closely.

VI. CONCLUSIONS

A novel delivery scheme optimized for finite SNR region
was proposed, where the multicast beamforming of file frag-
ments is complemented by allowing direct D2D exchange of
local cache content. The benefits of partial D2D offloading of
multicast delivery of coded caching content were investigated.
A straightforward example scenario was assessed in detail, and
a generalized formulation was also provided. Moreover, we
proposed a heuristic low complexity mode selection scheme
with comparable performance to the optimal exhaustive search.
We showed that using D2D greatly enhances the per-user
rate and results in less restricted (less complex) beamforming
problem. In future work, we are going to analyze the effects
of D2D communication in the energy efficiency aspect of the
network.
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