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ABSTRACT Global warming and the desire to increase the use of clean energy have led to increasing the 

installation and operation of renewable energy power plants (REPPs), especially large-scale photovoltaic 

(PV) farms (LPFs). Given that the LPFs are added to power system or replace conventional power plants, 

they must be able to perform the basic tasks of synchronous generators (SGs). One of these tasks is the 

ability to mitigate the low-frequency oscillation (LFO) risk. Also, one of the LPFs problems is reducing the 

power system inertia and increasing the risk of LFOs. Therefore, these types of power plants must damp the 

LFOs through a power oscillation damping controller (PODC), similar to the performance of power system 

stabilizers (PSSs) in the SGs. This paper represents an overview of the different PODCs and control 

methods for LFOs damping by LPF. It seems that it can be a driver for future studies. Different studies 

show that the application of PODCs for LPFs can play an effective role to damp the LFOs and increase the 

power system stability. 

INDEX TERMS Low-Frequency Oscillation (LFO); First Generation Generic Model (FGGM); Large-scale 

PV Farm (LPF); Power Oscillation Damping Controller (PODC); Second Generation Generic Model 

(SGGM); Small-signal stability (SSS) 

NOMENCLATURE 

AVR Automatic voltage regulator 

BESS Battery energy storage system 

DAE Differential-algebraic equations 

DFIG Doubly-fed induction generator 

EPRI Electric Power Research Institute  

FACTS Flexible AC transmission systems 

FGGM First generation generic model 

FFR Fast frequency response  

FOPID Fractional-order PID 

GE General Electric 

GrHDP Goal representation heuristic dynamic 

programming  

HVDC High voltage direct current 

HVRCM High voltage reactive current management 

ITAE Integral of time-weighted absolute error 

IBPP Inverter-based power plant 

LLC Lead-lag compensator 

LPF Large-scale PV farm 

LQG Linear–quadratic–Gaussian 

LQR Linear-quadratic regulator 

LSSM Linearized small-signal model 

LTI Linear time-invariant 

LTV Linear time-varying 

LFO Low-frequency oscillation 

LVACM Low voltage active current management  

MMAC Multiple model adaptive control 

NERC North American Electric Reliability 

Corporation 

PCC Point of common coupling 
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PSO Particle swarm optimization 

PSS Power system stabilizer 

PID Proportional-integral-derivative 

PV Photovoltaic 

PV1E Electrical control model 

PV1G PV generator/ converter model  

PODC Power oscillation damping controller 

REPP Renewable energy power plant 

REEC_B Renewable energy electrical control_version 

B 

REGC_A Renewable energy 

generator/convertor_version A  

REPC_A Renewable energy plant controller_version 

A  

SG Synchronous generator 

SGGM Second generation generic model 

SSS Small-signal stability 

STATCOM Static synchronous compensator  

VSG Virtual synchronous generator 
WAMS Wide-area measurement system 

WECC Western Electricity Coordinating Council 

 

I. INTRODUCTION 

Due to the challenge of global warming and increasing air 

pollution in the world, in recent years, much attention has 

been paid to the use of renewable energy resources. One of 

the most important resources is solar energy [1]. Studies 

have revealed that the earth's surface receives 

approximately 1.8×1011 MW of power from solar radiation 

at each instant. This is much more than the total power 

consumption in the world [2]. Also, studies have shown that 

the electrical power demand of Europe, the North African 

region, and the Mediterranean can be supplied by building 

solar facilities in the Sahara Desert [3]. Figure 1 indicates 

the world solar energy potential map. As shown in the 

figure, most of the countries have a high potential for solar 

power generation [4]. Accordingly, there is a strong desire 

to install large-scale photovoltaic (PV) farms (LPFs) (>100 

MW), and their penetration level is increasing every day 

[5]. It is estimated that by 2030, the power generation 

capacity of LPFs worldwide will be more than 3000 TWh 

[6]. 

 

FIGURE 1.  World solar energy potential map. 

 

LPFs have a different structure from conventional power 

plants. These types of power plants are based on the 

inverter and they are classified as inverter-based power 

plants (IBPPs) [7, 8]. LPF does not have rotating 

mechanical components. Therefore, they do not have 

inherent inertia and can reduce the power system inertia [8]. 

Table I shows a comparison between LPF and conventional 

power plants. Given the different behavior of these types of 

power plants than conventional power plants, many studies 

have been conducted on the effects of LPFs on power 

system stability [9-18]. The results of studies show that 

LPFs can strongly increase the risk of low-frequency 

oscillations (LFOs) and power system instability, by 

reducing the power system inertia. 

 
TABLE I 

COMPARISON BETWEEN LPFS AND CONVENTIONAL POWER PLANTS 

Characteristics 
Conventional 

power plants 
LPF 

Generation uncertainty Very low High 

Inertia High No 

Maintenance cost Moderate Very low 

Capacity factor High Very low 

Annual growth in power systems High Very high 

Some mechanisms indicating the indirect effect of the 

LPF on LFOs are as follows [8]: 

 Replacing LPF instead of synchronous generator (SG). 
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 Impact on synchronization forces due to the effect of 

LPF on the main transmission lines. 

 Interaction between the LPF controls and damping 

torques of large SGs. 

So, with increasing the penetration level of LPFs, two 

basic issues are raised: 

 Considering that LPFs reduce the system inertia, so it 

is necessary to create inertia through an additional 

mechanism. 

 Due to the increasing penetration level of LPFs, they 

must be able to do the basic tasks of SGs such as 

LFOs mitigation by a power oscillation damping 

controller (PODC). 

Based on these two issues, different studies have been 

done to introduce the control mechanisms to mitigate and 

damp the LFOs by LPFs based on PODCs design [19-28]. 

The primary aim of this paper is to investigate the LFOs 

damping by LPFs in power systems and introduce the 

control mechanisms. To motivate the research on this 

important research area, a complete overview on the power 

system stability is introduced focusing on the rotor angle 

stability in which the stability of LFOs is one of the 

important topics. The mathematical representation of small-

signal stability (SSS) is then presented. This paper also 

introduces the LPF models that can be used for LPF 

modeling in power systems dynamic studies. Furthermore, 

the structures of used PODCs in LPF to damp LFO are 

surveyed and discussed. Moreover, this paper highlights the 

main challenges and research gaps to motivate research on 

this area to improve the stability of the power systems with 

the high penetration level of LPFs. Also, problems and 

challenges related to the design and industrialization of the 

controllers have been investigated. The opportunities to 

improve the stability of the power system based on control 

methods implemented based on wide-area monitoring 

systems are also highlighted. 

The rest of this paper is organized as follows. In Section 2, 

a brief overview of the power system stability concept and 

the mathematical basis of SSS are presented. The LPF 

dynamic models for stability analysis are presented in 

Section 3. Then, in Section 4 the basis of the LPF damping 

controller performance is presented. Designed LPF damping 

controllers are introduced and discussed in Section 5. Also, 

comparisons and discussions of the types of PODCs are 
provided in Section 6. The research gaps and opportunities 
are stated in Section 7. Moreover, the challenges and 

research gaps are presented in Section 8. Finally, the 

conclusions are given in Section 9. 

II. POWER SYSTEM STABILITY 

The capability of the power system to keep the balance 

during normal conditions and to restore equilibrium after 

disturbances is considered as power system stability [29-

33]. Power system stability is categorized based on the 

system response to a disturbance as shown in Figure 2. 

This classification can be expressed as follows: 

 Rotor angle stability is the ability of the SGs to keep 

or restore the balance between electromagnetic torque 

and mechanical torque. 

 Frequency stability is defined as the power system's 

capability to recover the equilibrium between system 

generation and load demand. 

 Voltage stability refers to the power system's 

capability to keep the steady-state of all bus voltages 

under normal conditions and after disturbances. 

It should be noted that these expressions are the classic 

classification of power system stability [30, 33]. Recently, 

in [34, 35], the classic classification has been expanded, 

and the following two new classes have been added to the 

classification of power systems stability: 

 Converter- driven stability 

 Resonance stability 

Converter- driven stability involves dynamic interactions 

between control systems of power electronic-based systems 

and the power system devices [34, 35]. Also, the impact of 

high voltage direct current (HVDC) and flexible AC 

transmission systems (FACTS) on torsional and effect of 

doubly-fed induction generator (DFIG) controls on 

electrical resonance stability are expressed in the resonance 

stability [34, 35]. 

 

FIGURE 2.  Power system stability classification. 

As shown in Figure 3, rotor angle stability is categorized 

into two various categories: transient stability and SSS [36-

40]. Transient stability is the power system's ability to keep 

the synchronism when it's exposed to a severe disturbance 

[29, 30]. The impact of small disturbances on the power 

system variables such as low variations in load and power 

generation [32, 36] is defined in SSS studies [36, 37]. The 

SSS is classified into two different classes. Oscillatory state 
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due to lack of damping torque and non-oscillatory state due 

to lack of synchronizing torque [36, 37]. The damping 

torque is the component of torque that is in phase with the 

speed deviation. Also, the synchronizing torque is the 

component of the torque that is in phase with the rotor 

angle deviation.  

FIGURE 3.  Classification of the rotor angle stability. 

The problem of non-oscillatory states has been largely 

solved using an Automatic Voltage Regulator (AVR) in the 

excitation system of SG [36, 37]. Also, oscillatory states are 

usually damped using PSS. In oscillatory states, oscillation 

with a frequency between 0.1 Hz to 2 Hz is called LFO 

[36]. This oscillation can be divided into two general 

categories as follows [36]: 

 Inter-area oscillation with a frequency range of 0.1-1.0 

Hz. 

 Local oscillation with a frequency range of 1.0-2.0 Hz. 

Inter-area oscillation is caused by the oscillation of a 

group of generators or power plants in an area relative to 

generators or power plants in another area, while local 

oscillation is caused by the oscillation of a generator or a 

power plant relative to a generator or power plant in the 

same area [36]. 

A. CONCEPT OF SSS AND MATHEMATICAL 
BACKGROUND 

Power systems are non-linear dynamic systems that are 

considered by a set of non-linear differential-algebraic 

equations (DAE) [41, 42]. To power system analysis these 

equations usually explained using state-space equations as 

follows [28, 29]: 𝑥̇ = 𝑓(𝑥, 𝑢) = 𝐴𝑥 + 𝐵𝑢 (1) 𝑦 = 𝑔(𝑥, 𝑢) = 𝐶𝑥 + 𝐷𝑢 (2) 

where 𝑥 = [𝑥1, … , 𝑥𝑛]𝑇 is the vector of the state 

variables, 𝑦 = [𝑦1 , … , 𝑦𝑛]𝑇is the vector of the system 

output, 𝑢 = [𝑢1, … , 𝑢𝑛]𝑇is the vector of the system input, A 

is the state matrix, B is the input matrix, C is the output 

matrix and, D is a matrix describing the direct connection 

between input and output matrices. Also, 𝑓 and 𝑔 are the 

vectors of non-linear functions. 

A popular method for SSS analysis is the modal analysis or 

eigenvalues analysis. To use this method, it is necessary to 

linearize the power system. Therefore, the power system 

described by (1) and (2) is linearized around an operating 

point [29, 30]. So, the power system can be stated as a 

linear system: ∆𝑥̇ = 𝐴∆𝑥 + 𝐵∆𝑢 (3) ∆𝑦 = 𝐶∆𝑥 + 𝐷∆𝑢 (4) 

where ∆ remarks a small variation around the operating 

point. Based on modal analysis, the power system stability 

can be investigated by calculating the eigenvalues of state 

matrix. It should be noted that, the eigenvalues are the roots 

of the system characteristic equation 𝑑𝑒𝑡(𝑠𝐼 − 𝐴) = 0, 

where 𝑑𝑒𝑡 is the determinant. Each eigenvalue can be 

expressed as follows: 𝜆𝑖 = 𝜎𝑖 ± 𝑗𝜔𝑖  (5) 

Based on the first method of Lyapunov [43, 44], the 

linear system in (3) and (4) is stable if and only if: |𝑎𝑟𝑔 (𝑒𝑖𝑔(𝐴))| > 𝜋 2⁄  (6) 

where 𝑒𝑖𝑔(𝐴) indicates the eigenvalue of the system 

matrix. Therefore, by evaluating the eigenvalues, the power 

system stability can be determined. It should be noted that 

in some cases due to the use of some non-linear elements 

and devices in controllers such as limiters and dead-bands, 

the power system model is strongly non-linear and the 

values related to the linear approximation do not give the 

correct results. In this case, the use of modal analysis is 

impossible and the non-linear time-domain analysis is used. 

III. LPF MODELS FOR STABILITY ANALYSIS 

The LPF includes three basic parts, the PV array, inverter, 

and the controller as shown in Figure 4. For power system 

stability analysis, it is necessary to, the steady-state and 

dynamic models of LPF are available [5, 45-47]. So, it 

should describe the LPF models for steady-state and 

dynamic analysis. 

 

 

FIGURE 4.  Schematic structure of the LPF. 

A. LPF MODEL FOR STEADY-STATE STUDIES 

To study the power system's behavior in steady-state, the 

steady-state models of all system devices must be defined. 

Given that renewable energy power plants (REPPs) are the 

important components of modern power systems, so, 

having a steady-state model of this type of power plant is 

essential. Accordingly, the LPF is modeled into a single 

generator model for steady-state analysis. This model is 

called simple aggregate model [5, 47-51]. The simple 
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aggregated model is shown in Figure 5. This model has a 

power rating equal to the LPF power rating and connected 

to the point of common coupling (PCC). Since these types 

of power plants have reactive power generation/ absorption 

ability, the LPF, like SG, is considered for steady-state 

analysis, i.e. its bus is a PQ or PV bus [49,50]. 

 

 

FIGURE 5.  The simple aggregated model for PF. 

B. LPF MODELS FOR DYNAMIC STUDIES 

From the beginning of the 21st century, with the increasing 

desire to install and operate LPFs, operators and owners of 

LPFs needed to model the LPF to evaluate its performance 

in different operating conditions [52-55]. Until then, a 

generic and standard model was not available; therefore, 

they used the user-written model files in many software 

tools such as GE PSLF and Siemens PSSE [56]. For the 

first in 2010, General Electric (GE) introduced a generic 

standard model called the First Generation Generic Model 

(FGGM) [49]. Also, in a study in 2011 [57], the FGGM 

was examined. In 2012, Western Electricity Coordinating 

Council (WECC) published a guide for the LPF dynamic 

model [58]. This guide is considered to serve for the LPF’s 
model to be implemented for power system analysis and 

simulations. Later this model was named the Second 

Generation Generic Model (SGGM). The SGGM is 

currently being developed in collaboration with WECC and 

Electric Power Research Institute (EPRI) [48, 50].  It 

should be noted that this model can only be used for the 

positive sequence in the steady-state analysis [48, 59]. In 

the continuation of this section, these two models are 

investigated. 

 

1) FGGM FOR LPF MODELING 

This subsection discusses the structure and functionalities 

of FGGM. This model has two components as shown in 

Figure 6 [49, 57]. 

 PV GENERATOR/ CONVERTER MODEL (PV1G)  

This model is equivalent to the LPF converters and plays 

the interface role between the LPF and the power system 

[49, 56]. Since this was the first generation of the LPF 

model, so the number 1 shows its generation. The PV1G 

schematic is shown in Figure 7. When running this model, 

the MVA rating of the LPF is equal to the total MVA rating 

of the PVGs inside the PF. PV1G model is a simple display 

of inverter protection and time-delay of the inverter 

controlling system. The 0.02-seconds time-delay provides a 

proper approximation of control system delay [56]. 

The inverter of LPF is the current controlled device and 

its performance is very dependent on current thermal limits 

[56]. For this purpose, the high voltage reactive current 

management (HVRCM) module is used to detect the 

injected reactive current [48, 49]. If the terminal voltage of 

the inverter is increased from the set 𝑉𝑜𝑙𝑖𝑚 value, the 

HVRCM module limits the increase in the reactive current 

injection by decreasing the terminal voltage. Also, the low 

voltage active current management (LVACM) module 

limits the increase in the active current during the low 

voltage events, based on the current limitations [59-63]. 

In other words, the HVRCM and LVACM modules are 

considered for the thermal protection modeling of the 

power switches (IGBT and diode). This type of protection 

is based on the current-carrying capability of the power 

switches [62].  

 ELECTRICAL CONTROL MODEL (PV1E) 

The PV1E model sends the active and reactive currents 

command to the PV1G model. The schematic of this 

controller is depicted in Figure 8 [49, 57]. 

 

 

FIGURE 6.  Overall structure of FGGM. 
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FIGURE 7.  PV1G model block diagram. 

 

 

FIGURE 8.  PV1E model block diagram. 

 

2) SGGM FOR LPF MODELING 

This model is actually an upgrade of the FGGM that has a 

central control module. The SGGM is WECC approved 

[48, 51, 61]. The schematic structure of SGGM is depicted 

in Figure 9 [48]. This model includes three modules, 

inverter protection module named renewable energy 

generator/convertor_version A (REGC_A), an electrical 

controller module for local power control named renewable 

energy electrical control_version B (REEC_B), and a 

central control module for power control at plant-level 

named renewable energy plant controller_version A 

(REPC_A) [48, 61]. 

 REGC_A MODULE 

The REGC_A is similar to the PV1G model [48, 61]. It 

combines a high bandwidth current regulator that injects the 

command signals (Iq, Ip) into the inverter model in response 

to command signals (Iqcmd, Ipcmd) from REEC_ B. This 

module is depicted in Figure 10 [48, 61]. 
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FIGURE 9.  Overall structure of SGGM. 

 

FIGURE 10. Schematic structure of REGC_A model. 

 

 REEC_B MODULE 

The REEC_B module includes two separate control loops. 

A local active power control loop and a local reactive 

power control loop [48, 61]. 

A- Local active power control: This is a control loop 

that provides the active current command as a 

command signal to the REGC_A module. Note that 

the command signal is subject to the thermal 

limitations of the power electronic switches, as well as 

the priority between active and reactive currents [48, 

61]. 

B- Local reactive power control: This is a control loop 

that provides the reactive current command to the 

REGC_A model. The command signal is subject to 

current limiting. The following control states are 

considered [48, 61]: 

 Constant power factor state, based on the inverter 

power factor in steady-state. 

 Constant reactive power state, based either on the 

inverter absolute reactive power in the steady-state 

or reactive power from the central controller. 

As shown in Figure 11, there are several flags in this 

module that are used to determine different control 

strategies in the local control mode [48, 61].  

 REPC_A MODULE 

The REPC_A model demonstrates the central controller 

model behavior [48, 51, 61]. This model is optional because 

not all LPFs are constructed with the central controller. The 

REPC_A model provides the plant-level control commands 

to the REEC_B. The schematic of this model is depicted in 

Figure 12 [48, 51, 61]. This model transmits the command 

signals to the inverters controllers. 

This model includes the features as below: 

 Regulation of remote bus voltage through the 

voltage control loop. This is done by compensating 

for the line drop. 

 Regulation of the reactive power of the selected 

branch. 

 Provides governor response at plant-level based on 

the frequency deviation of a remote bus. 
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FIGURE 11.  Schematic structure of REEC_B model. 

 

 

FIGURE 12.  Schematic structure of REPC_A model. 
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It should be noted that, with different flags in the SGGM, 

the PF can have many control strategies for various 

operating conditions. The flag setting and input parameter 

settings for the different strategies to control the active and 

reactive power are described in [48, 61]. 

Due to the non-linearity of these models, they have 

extensive and complex relationships. A more complete 

explanation of these models is available in [62] and [63]. 

Typical values of the parameters of these models and 

internal variables are listed in the appendix [61]. 

A general comparison of the capabilities of these models 

is listed in Table II. 

 
TABLE II 

GENERAL COMPARISON BETWEEN FGGM AND SGGM 

Specification/Capabilities Dynamic model 

FGGM SGGM 

Electrical controls   

Grid interface   

Voltage/ frequency protection   

Governor response -  

Plant controller (Central) -  

Voltage regulation at a remote bus -  

Reactive power regulation on a remote line -  

Usable for hybrid power plants -  

IV. THE BASIS OF THE LPF DAMPING CONTROLLER 
PERFORMANCE 

The LFO of the power system occurs mainly due to the lack 

of equilibrium between electrical torque and mechanical 

torque [29-33]. In this section, to show the effect of the LPF 

based PODC for LFO damping, inter-area oscillation is 

considered as LFO in a simple two-area system [64, 65]. 

For this purpose, any area has been considered as an 

equivalent SG. As shown in Figure 13 both areas are 

connected through a transmission line. Also, each area 

contains a local load. In this system, LPF is integrated with 

area 1. 

 

FIGURE 13.  Simple structure of a two-area test system. 

 

The dynamic performance without LPF can be explained 

using the swing equation as follows [64, 65]: 𝑑𝛿12𝑑𝑡  = 𝜔12 (7) 

𝑑𝜔12𝑑𝑡  = 1𝐻1 (𝑃𝑚1 − 𝑃𝐿1) − 1𝐻2 (𝑃𝑚2 − 𝑃𝐿2)−  ( 1𝐻1 + 1𝐻2) (𝑉1𝑉2𝑋 ) 𝑠𝑖𝑛 𝛿12 

(8) 

where 𝛿12 = (𝛿1 − 𝛿2) and 𝜔12 = (𝜔1 − 𝜔2) represent 

the generators rotor angle difference between the two areas 

and generators speed difference between the two areas, 

respectively. When the LPF is connected to area 1, (8) can 

be considered as follows: 𝑑𝜔12𝑑𝑡  = 1𝐻1 (𝑃𝑚1 + 𝑃𝑃𝑉 − 𝑃𝐿1) − 1𝐻2 (𝑃𝑚2 − 𝑃𝐿2)−  ( 1𝐻1 + 1𝐻2) (𝑉1𝑉2𝑋 ) 𝑠𝑖𝑛 𝛿12 

(9) 

As shown in the third part of (9), the transmitted active 

power from area 1 to area 2 is related to the angle 

difference between the two areas. Also, the transmitted 

reactive power is related to the voltage magnitude, as 

follows [65-67]: 𝑄𝑡 = 𝑄𝑔1 − 𝑄𝐿1 + 𝑄𝑃𝑉 = 𝑉22 − 𝑉1𝑉2 𝑐𝑜𝑠 𝛿12𝑋  (10) 

where 𝑄𝑡 is the transmitted reactive power from area 1 to 

area 2, 𝑄𝑃𝑉  is the reactive power injected from LPF to the 

grid, and 𝑄𝐿1 is the reactive power consumption by loads of 

area 1. In the steady-state condition, the SGs operate 

synchronously in the two areas. In this condition the 

generators rotor angle difference between the two areas 𝛿12 

is constant, and the generators speed difference between the 

two areas 𝜔12 is equal to zero. However, when a 

disturbance occurs, the equilibrium between electrical 

power and mechanical power of generators is lost, which 

may lead to the inter-area oscillation between the two areas. 

Therefore, to maintain the SSS, it is necessary to damp the 

LFOs quickly. As shown in (10), the LPFs can compensate 

for the reactive power. Therefore, these types of power 

plants can control the bus voltage. Therefore, LFOs can be 

damped by controlling the bus voltage. It is done by 

injecting additional reactive power to the grid in 

disturbances conditions. For this purpose, an auxiliary 

controller can be used as a PODC, such as the PSS 

operation in the SG excitation system. 

V. LPF damping controllers 

As shown in the previous section, the use of an auxiliary 

controller can be a good solution for LFO damping by 

LPFs. Many studies have been done on the effect of LPFs 

on the power systems stability, but little study has been 

done on the PODC design and LFO damping by LPFs. It 

seems that in the future more advanced types of controllers 

will be introduced as PODC. In the continuation of this 

section, the introduced controllers are reviewed. 

A.  LEAD-LAG COMPENSATOR (LLC) 

The simplest and most common type of PODC is the LLC. 

These types of controllers are used as a common structure 

of current PSSs. The conventional and popular type of these 
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controllers is the 2nd order single-input LLC, which its use 

is common in the industry due to its simple structure and 

easy tuning [67-70]. The control block diagram of this type 

of controller is depicted in Figure 14 [67-69]. 

 

FIGURE 14.  The 2nd order single-input LLC. 

 

where K is the gain of controller, 𝑇𝑤 is the time constant 

of washout filter, and 𝑇1, 𝑇2, 𝑇3, and 𝑇4 are the time 

constants. 

In a study in 2017 [19], an LLC was proposed as PODC 

for LPF. In the study, an adaptive PODC based on goal 

representation heuristic dynamic programming (GrHDP) 

algorithm was proposed. By GrHDP, the adaptive PODC 

does not require a power system model and is compatible 

with various operating conditions. Moreover, an adaptive 

delay compensator is also employed for the proposed 

PODC to compensate for the communication delay existing 

in the wide-area measurement system (WAMS). The 

simulation results showed that the proposed PODC can 

provide satisfactory damping performance and compensate 

for the communication delay. 

Another study in 2019 [20] proposed a new fast 

frequency response (FFR) and LFOs damping control by 

LPFs controlled as static synchronous compensator 

(STATCOM), termed PV-STATCOM, for simultaneously 

enhance frequency regulation and SSS of power systems. 

As shown in Figure 15 the study used the SGGM for LPF 

modeling. Moreover, an LLC based PODC proposed for 

LFOs damping in the voltage control loop of REPC_A. 

Also, a FFR controller has been suggested for frequency 

control in the active power control loop of REPC_A. Then, 

the LLC has been tuned using a residue-based method [37]. 

The simulation results showed the proper performance of 

the proposed composite control to compensating for the 

frequency deviation, damping the LFOs, and voltage 

regulation during disturbances. 

The proposed inverter control made effective utilization 

of the PV inverter capacity and available solar power. Also, 

it was shown to be superior to the conventional droop 

control recommended by North American Electric 

Reliability Corporation (NERC) for generating plants.  

 

FIGURE 15.  FFR controller and LLC scheme in REPC_A module. 

 

In another study in 2019 [21], the LFO damping was 

proposed by an optimal LLC based PODC. The proposed 

PODC structure was a single-input 2nd order LLC. In the 

study, the SGGM was used for LPF modeling. Moreover, 

the PSO algorithm has been used to determine the values of 

LLC parameters. In fact, PODC was optimally designed. 

Then the robustness of PODC was assessed in the different 

operating and loading conditions. The simulation results 

demonstrated the proper performance of the proposed 

PODC for the wide range of operating conditions. 

The communication delay that occurs inherently in the 

WAMS negatively affects the SSS. This issue is stochastic 

in nature and needs to be considered as one of the system 

uncertainties in smart grids and future systems. Therefore, 

this issue needs to be considered in PODC design. 

Accordingly, in 2019 [22] a probabilistic method has been 

proposed for PODC tuning under stochastic time delay and 

under other power system uncertainties arising due to REPPs 
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and loads. In the study, the LLC has been proposed as a 

PODC in LPF model. Also, the mitigation strategy has been 

used for the objective function definition. Moreover, the 

optimization method has been used for PODC design. The 

results showed that tuning the PODC using the proposed 

method greatly improves the SSS under various operating 

conditions. Also, the tuned PODC is robust against time 

delay uncertainty and other power system uncertainties. 

B.  PROPORTIONAL-INTEGRAL-DERIVATIVE (PID) 

CONTROLLER 

Recently, various types of controllers have been introduced 

in power system applications. Among them the PID 

controller is known as a simple and efficient controller [71-

73]. This type of controller has been widely used in 

industries because of its simple structure and robust 

performance in different operating conditions. The simple 

design and simple structure of the PID controller have led 

to its widespread use in industries to improve dynamic 

response and reduce steady-state error [74-78]. Its transfer 

function is in the form of: 𝑌(𝑡) = 𝐾𝑃  𝑅(𝑡) + (𝐾𝐼  ∫ 𝑅(𝑥)𝑑𝑥) + 𝐾𝐷 𝑡
0 𝑑𝑅(𝑡)𝑑𝑡  (11) 

where 𝐾𝑃, 𝐾𝐼 , and 𝐾𝐷 represent the proportional, integral, 

and derivative gains, respectively [71-78]. The PID transfer 

function in the Laplace domain is as follows: 𝐻(𝑆) =  𝑌(𝑆)𝑅(𝑆) = 𝐾𝑃 + 𝐾𝐼𝑆 + +𝐾𝐷  𝑆 (12) 

where S is the complex frequency. The schematic block 

diagram of this type of controller is shown in Figure 16. 

 

FIGURE 16.  PID controller structure. 

 

Recently in 2020 [23], a general technique to damp the 

LFOs by LPFs has been proposed. In the study, the optimal 

PID controller was used as a PODC. For this purpose, the 

PODC was optimally tuned by the particle swarm 

optimization (PSO) algorithm [70, 78-81]. Finally, the 

performance of the proposed PODC was examined in a 

two-area benchmark system [82]. The results of the study 

showed the proper performance of the proposed PODC in 

the wide range of operating conditions. Also, in the study, 

the results were compared with the performance of LLCs. 

 

C. LINEAR-QUADRATIC-GAUSSIAN (LQG) 

CONTROLLER 

The performance of the LQG controller is based on the 
minimization of an objective function that penalizes the 
state’s deviations and actuator’s actions during transient 
terms [83, 84]. The basic idea of the LQG controller design 
is to address the intrinsic compromise between an attempt 
to minimize the error and an attempt to maintain control 
effort at the minimum. This type of controller is the 
combination of a linear-quadratic regulator (LQR) with a 
Kalman filter [84]. The LQG controllers can be applied to 
both linear time-invariant (LTI) systems as well as linear 
time-varying (LTV) systems [85]. Therefore, it is possible 
to design the linear feedback controllers for non-linear 
uncertain systems. 

As shown earlier, the general state-space equations 
explain by (1) and (2). By ignoring the D matrix and 
considering the process and sensor noise inputs for a plant, 
these equations can be written as follows [24, 25]: 𝑥̇ = 𝐴𝑥 + 𝐵𝑢 + 𝛤𝑤  (13) 𝑦 = 𝐶𝑥 + 𝑣  (14) 

where 𝑤 and 𝑣 are the process and sensor noise inputs, 

respectively. To determine the LQG controller parameters it 

is necessary to obtain an optimal control that minimizes the 

objective function. The objective function is expressed as 

bellow [24]: 𝐽 = lim𝑇→∞ 1𝑇  𝐸 [∫ (𝑥𝑇𝑄𝑥 + 𝑢𝑇𝑅𝑢) 𝑑𝜏𝑇
0 ] (15) 

where 𝑄 and 𝑅 are weighting matrices such that 𝑄𝑇 = 𝑄 

and 𝑅𝑇 = 𝑅. By the separation principle, LQG can be 

divided into two following sub-problems: 

 The LQR Problem or determine the optimal state-

feedback control. This issue is given by [20, 83-85]: 𝑢 = −𝐾𝐶𝑥 (16) 𝐾𝐶 = 𝑅−1𝐵𝑇𝑃𝐶  (17) 

where 𝑃𝐶  is a symmetric positive semi-definite solution 

of the Riccati equation, as follows: 𝐴𝑇𝑃𝐶 + 𝑃𝐶  𝐴 + 𝑄 − 𝑃𝐶  𝑅−1 𝐵𝑇  𝑃𝐶 = 0 (18) 

 LQE Problem or the required state's estimation 

Measuring all the states is impossible practically, thus, a 

Kalman filter is employed to provide the required 

estimates as an estimator. The Kalman filter structure is 

that of an ordinary state-estimator with [24]: 𝑥̇̂ = 𝐴 𝑥̂ + 𝐵𝑢 + 𝐾𝑓  (𝑦 − 𝐶𝑥̂) (19) 𝐾𝑓 = 𝑃𝑓  𝐶𝑇 𝑉−1 (20) 

where 𝐾𝑓 is the Kalman filter and 𝑃𝑓 is a symmetric 

positive semi-definite solution of the Riccati equation: 𝑃𝑓  𝐴𝑇 + 𝐴 𝑃𝑓 + 𝛤𝑤𝛤𝑇 − 𝑃𝑓  𝐶𝑇𝑉−1 𝐶 𝑃𝑓 = 0 (21) 

Finally, the optimal control formula of LQG becomes: 𝑢 = −𝐾𝐶  𝑥̂ (22) 

The structure of the LQG controller is depicted in Figure 

17 [83-85]. 
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FIGURE 17.  LQG controller structure. 

In 2013 [24], a minimax LQG-based controller was 

proposed for use in LPFs as PODC. For this purpose, the 

FGGM was used as an LPF dynamic model and, the two-

area benchmark system was used for power system 

simulation. Then the performance of the proposed PODC 

was evaluated considering feedback signal transmission 

delay. The simulation results demonstrated that the 

proposed controller for LPF provides sufficient damping to 

the LFOs for a wide range of operating conditions and 

disturbances. This issue also has been investigated in [25]. 

D.  MULTIPLE MODEL ADAPTIVE CONTROL (MMAC) 

STRATEGIES 

For a power system, different scenarios can be 
considered for post-event conditions.  Events include a 
severe fault in the grid, the sudden outage of a big load, 
generator, or tie-line, and etc. Then, based on each event, a 
linearized small-signal model (LSSM) can be considered 
for the system status after the event.  

In a study in 2004 [86], a total of 12 LSSMs have been 
considered to cover the whole space of anticipated response 
of the system after an event. Note that, each one of the 
LSSMs must be located in the model bank. 

A general overview of the conventional MMAC strategy 
is depicted in Figure 18 [86]. The recursive algorithm uses 
a bank of linearized plant models such as LSSMs in [86], to 
capture the possible system dynamics following an event 
[86]. One separate controller is designed, a priori, based on 
each model from the model bank. At each simulation phase, 
the actual response is compared with the response of the 
linearized models which are driven by the same control 
input [87]. The differences in the response of each model 
concerning the actual system response are used to generate 
individual model residuals. 

Using these residuals, the probability of each model 

representing the actual system response is computed. Based 

on the probabilities, proper weights are assigned to 
individual control moves such that the less probable models 
carry less weight [86]. This ensures that the controllers 
designed for less probable models influence the final 

control move to a lesser extent [86]. At each level of the 
recursive algorithm, primarily two tasks are performed, i.e., 
calculation of probability using a Bayesian approach and 
assigning suitable weights based on the value of probability 
[86]. 

 

FIGURE 18.  Schematic structure of MMAC strategy. 

 

In 2017 [26], the MMAC has been applied as a control 
strategy to mitigate the LFOs by LPFs. In the study, the K-
means clustering algorithm was used taking inter-area 
modes as features for operating condition clustering and, a 
common damper was designed for each cluster to reduce 
the scales of the model bank and the damper bank. Based 
on the deviation between the output dynamic responses of 
the actual system and models, the Bayesian approach was 
employed to calculate the probability of each model 
representing the actual system in real-time. The non-linear 
simulation results indicated that the suggested control 
strategy can damp the LFOs in unexpected operating 
conditions without any prior knowledge about the post-
disturbance state. It should be noted that the FGGM has 
been used for LPF modeling in the study. 

E.  FRACTIONAL-ORDER PID (FOPID) CONTROLLER 

This type of controller is the general form of a typical PID 
controller. The mathematical structure of the FOPID 
controller is based on the fractional-order calculus, which is 
an effective tool for modeling many phenomena in 
engineering [88-90]. These types of controllers provide 
robust performance and wide range of stability area than the 
conventional PID controllers due to the additional degree of 
freedom caused by the fractional-orders of integral and 
derivative [91-95]. Other advantages of this controller 
include high flexibility in tuning, distortion rejection and 
high reliability of the model in non-linear applications [88-
90]. The FOPID controller is a new approach in electrical 
engineering for robust controllers tuning with a wide 
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stability area. The standard form of the fractional 
differential equation of this controller is as below [90-95]: 𝑌(𝑡) = 𝐾𝑃  𝑅(𝑡) +  𝐾𝐼  𝐷𝑡−𝜆 𝑅(𝑡) +  𝐾𝐷   𝐷𝑡 𝛿  𝑅(𝑡) (23) 

Based on (23), the transfer function, 𝐻(𝑠), in Laplace-
domain is as follows [91, 93]: 𝐻(𝑠) =  𝑌(𝑠)𝑅(𝑠) = 𝐾𝑃 + 𝐾𝐼𝑠−𝜆 + 𝐾𝐷𝑠𝛿  (24) 

where 𝑅(𝑠) is the input signal, and 𝑌(𝑠) is the output 
signal. Moreover, 𝐾𝑃, 𝐾𝐼  and 𝐾𝐷 present the proportional, 
integral, and derivative gains. In addition, 𝜆 and 𝛿 show the 
orders of integral and derivative. The schematic of the 
FOPID controller in a control loop is shown in Figure 19 
[93]. 

 

FIGURE 19.  The FOPID controller structure. 

 

As shown in Figure 20, the orders of integral and 
derivative of this type of controller, unlike the PID 
controller, have a wide range. This provides robustness and 
flexibility to the system and increases the range of power 
system stability [93-95]. 

In 2020 [27] the idea of the FOPID controller application 
in the dynamic model of IBPPs was first proposed. In the 
study, an LPF was used as a case study in a two-area test 
system [82]. Also, the SGGM is used for the LPF model. 
Then the PODC tuning is performed based on the 
optimization method in the time-domain. In the study, 
adjustment of FOPID controller parameters was obtained 
using PSO optimization, and the objective function was 
defined based on the integral of time-weighted absolute 

error (ITAE) index [96]. The result of the research 
indicated the better performance of the proposed PODC 
than LLC and LQG controller.  

 

FIGURE 20.  FOPID and PID controllers, from points to plane, (a) 
integer-order, and (b) fractional-order. 

Recently in 2021 [28], a method was proposed to the 
coordinated tuning of FOPID-PODC controller with PSS of 
SGs to damp the LFOs. The study also used SGGM for 
LPF modeling. In addition, the coordinated tuning was 
performed based on the PSO algorithm in the time-domain. 
The results of the research showed the robustness of the 
proposed PODC against a wide range of events and power 
system uncertainties. 

In both studies, the PODCs are considered in the Q/V 
control loop of SGGM. As depicted in Figure 21, the study 
proposed two various points for the PODC in the REPC_B 
module. Each point can be considered based on the IBPP 
control strategy. 

It should be noted that in the literature, the PODC has 
been connected to the Q/V control loop, therefore the LPF 
injects additional reactive power into the power system 
under disturbance conditions. This is the LFO damping 
mechanism by LPF, which is described in Section IV. 

VI. SIMULATION RESULS AND COMPARISON 

Given that SSS analysis and simulation of LFOs are 
required, a standard power system should be used for this 
purpose. There are several benchmark test systems for 
studying the LFOs, the most common of which is the two-
area test system [82]. This system has also been used in 
most literature studies. A smart two-area system has been 
used in this study as a case study. The specifications of this 
system are shown in Figure 22 and Table III [30]. 

TABLE III 

TEST SYSTEM SPECIFICATIONS 

Item Description 

Generators model Sixth-order dynamic model 

LPF model SGGM 

Exciters model IEEE type ST1A 

PSSs model Conventional type STAB1 (Only G2 and G4) 

Loads Constant power load 

LPF operation mode Voltage control mode at plant level [47, 48] 

Tm 100 ms [94] 

 
It should be noted that the difference in the generators 

speeds in the two areas (Δω) is considered as PODC input 
signal [97, 98]. On the other hand, due to the fact that the 
transmission of input signals is done through the WAMS 
[66, 97], so it is necessary to define the constant of time 
delay, Tm, for signal transmission [97]. 

To evaluate the performance of the proposed PODCs, 
four scenarios are considered. Although these scenarios are 
different in terms of disturbance severity, they all lead to 
LFOs in the power system [30, 32]. These scenarios 
consider as follows: 
 Scenario I: A three-phase fault at bus 8 at t = 1s for 

170 ms. 

 Scenario II: Outage of line L78-1 at t = 1s for 67 ms. 
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 Scenario III: Outage of generator G1 at t = 1s for 67 

ms. 

 Scenario IV: Outage of load L2 at t = 1s for 67 ms. 

Also, the robustness of the PODCs is evaluated in terms 
of the time delay uncertainty of the PODC input signal. 

According to the defined scenarios, the simulation results 
are as follows.  
 

 

FIGURE 21.  Structure of REPC_B module with FOPID controlle 

 

 

FIGURE 22.  Schematic structure of two-area test system
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FIGURE 23.  Rotor angle of generator G1; (A) scenario I, (B) scenario II, (C) scenario III, and (D) scenario IV. 

  

 

FIGURE 24.  Voltage magnitude at PCC; (A) scenario I, (B) scenario II, (C) scenario III, and (D) scenario IV. 
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FIGURE 25.  PCC Frequency; (A) scenario I, (B) scenario II, (C) scenario III, and (D) scenario IV. 

As can be seen in Figures 23 to 25, the response of the 

system to disturbances is different, using different PODCs. 

A. TIME DELAY UNCERTAINTY OF THE PODC INPUT 
SIGNAL 

Time delay uncertainty is one of the major challenges in 
using the WAMS in smart grids. In these systems, control 
signals may be received from long distances, so they 
naturally have a time delay. This time delay can affect the 
performance of the PODC and cause them to malfunction 
and cause power system instability. Therefore, controllers 
must have sufficient robustness against this type of 
uncertainty in the power systems. 

In this section, the robustness of the proposed PODCs in 

the literature against different time delays is examined. 

Accordingly, the performance of the proposed PODCs in 

scenario I for different time delays is shown in Figure 26. As 

can be seen from the simulation results, the FOPID controller 

and the MMAC are robust against time delay uncertainty. 

B. STABILITY AREA OF THE PODCs 

One of the indicators needed to compare the performance of 
PODCs is the range of stability area. In other words, after a 
large disturbance, a controller with a larger range of 
stability area causes the system to return to stability more 
quickly. In this case, a PODC with a smaller range of 
stability area may cause system instability.  

In this section, a comparison is made between the ranges 

of stability area of the PODCs proposed in the literature. For 

this purpose, the previous scenarios in a longer period are 

reviewed as follows: 

 Scenario I within 380 ms.  
 Scenario III within 145 ms. 
 Scenario IV within 320 ms. 
The comparison between the proposed PODCs in the 

literature in terms of the range of stability area is shown in 

Figures 27 to 29. 

As can be seen in the figures, in all scenarios, LLC and 
PID controllers become unstable quickly and can be said to 
have small stability areas. It is clear that the FOPID 
controller shows good stability in all scenarios and has a 
wide range of stability area. Although the LQG controller is 
stable in Scenario III, it becomes unstable quickly in the 
other two scenarios. Regarding MMAC, it can be said that 
compared to the LQG controller, it has a smaller stability 
area. This is summarized in Table IV. 
 

TABLE IV 

SUMMARY OF THE PERFORMANCE OF THE PROPOSED PODCS 

Control 

scheme 

Damping 

ratio 

Settling 

time 

Stability 

area 
Robustness 

LLC Low High Small Low 

FOPID High Low large High 

LQG High Low Medium Moderate 

PID Moderate High Small Low 

MMAC High Moderate Small High 
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FIGURE 26.  Rotor angle of generator G1 for the scenario I for various time delays; (A) FOPID, (B) LQG, (C) MMAC strategy, (D) PID, and (E) LLC. 
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FIGURE 27.  Results of scenario I for various PODCs; (A) Rotor angle of generator G1, and (B) PCC frequency. 

 

FIGURE 28.  Results of scenario III for various PODCs; (A) Rotor angle of generator G1, and (B) PCC frequency. 

 

FIGURE 29.  Results of scenario IV for various PODCs; (A) Rotor angle of generator G1, and (B) PCC frequency. 

 

VII. DISCUSSIONS AND REMARKS 

In the studies, several different control methods have been 
proposed for LFOs damping using LPFs, which are 
summarized in Table V. Each of the proposed control 
methods has advantages. In some studies, such as [28], the 
controllers have been compared and the benefits of each 
controller have been described. On the other hand, each of 
the studies has used one of the types of LPF models for 
simulations, as shown in Table VI. Certainly, with the 

increasing development of LPFs and the need for a central 
plant controller, model of this controller is also needed in 
the LPF model. Therefore, it can be said that with the 
development of modern power systems and moving 
towards future power systems, modeling will also lead to 
the use of the SGGM. The PODC design is generally done 
using four methods: residue method [20], robust control 
method [24, 25], optimization-based method [27, 28], and 
adaptive method [19, 26]. Based on this, the design method 
of the proposed PODCs in the studies can be summarized in 
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Table VII. Further studies are needed to compare the 
performance of different PODCs. For example, the 
industrialization and commercial aspects of some of these 
controllers have not yet been identified, but a brief 
comparison between the various controllers can be made 
and summarized in Table VIII. 

TABLE V 

SUMMARY OF THE PROPOSED TYPES OF PODCS IN STUDIES  

Control scheme References 

LLC [19-22] 

PID Controller [23] 

LQG Controller [24,25] 

MMAC Strategy [26] 

FOPID Controller [27, 28] 

 

TABLE VI 

CLASSIFICATION OF LPF MODELING IN THE STUDIES 

References LPF model 

[19, 22, 24, 25, 26] FGGM 

[20, 21, 23, 27, 28] SGGM 

 

TABLE VII 

CLASSIFICATION OF LPF CONTROL STRATEGY 

References Design method 

[21-23, 27, 28] Optimization-based method 

[19, 26] Adaptive method 

[24, 25] Robust control method 

[20] Residue-based method 

 

TABLE VIII 

SUMMARY OF PODCS COMPARISON 

Control scheme Industrialization Tuning 

LLC Easy Easy 

FOPID Difficult Difficult 

LQG Moderate Moderate 

PID Easy Easy 

MMAC Difficult Difficult 

VIII. CHALLENGES AND RESEARCH GAPS 

Modern power systems are moving toward renewable 
energy resources to overcome problems related to climate 
change and global warming. Therefore, REPPs such as 
LPFs are highly deployed in modern power systems. The 
high penetration level of LPFs highly reduces the total 
inertia which affects the stability and security of power 
systems. So, these types of power plants must be able to 
increase the power system inertia as well as perform the 
basic tasks of SGs. For this purpose, they must be able to 
damp the LFOs by PODCs. 

As shown in this paper, different control techniques have 
been suggested to damp the LFOs by LPFs, but some 
problems affect the applicability of this issue. On the other 

hand, it seems that there are still research gaps that need 
further research. The main challenges and research gaps are 
as follows: 
 Low capacity of the LPFs: One of the main 

challenges is the low capacity of current LPFs. As 
long as the LPFs do not have high capacity in power 
systems, they are not effective for LFOs damping. It is 
important to note that although LPFs based PODCs 
have acceptable performance, it is necessary to 
develop the LPFs with capacities above 500 MW in 
order to be effective for LFOs damping. 

 Uncertainty of power generation of LPFs: Due to 
the lack of access to solar radiation at night and also 
the stochastic behavior of sunlight during the day, 
power generation stops at night and there is a sharp 
fluctuation of power production during the day. 
Therefore, the high intensity of power generation 
uncertainty has reduced power system reliability. It 
seems that in this condition, it is practically impossible 
to depend on this type of power plant for LFOs 
damping. 

 Auto-tuning: Given the development of smart grids 
and taking into account the requirements of modern 
power systems, one of the most important issues is the 
auto-tuning of controllers depending on the operation 
conditions. In fact, the proposed PODCs are now pre-
configured and have fixed parameter values for all 
operating conditions. It seems that in future systems, 
the tuning of PODCs should be based on online tuning 
and auto-tuning. This can be a research suggestion for 
future work. 

 Commercialization and industrialization of 

PODCs: one of the important research gaps in this 
issue is the examination of the capabilities of the 
proposed modern PODCs such as the FOPID 
controller for commercialization and industrialization. 

 Low capacity of battery energy storage systems 

(BESSs) and the impossibility of using virtual SGs 

(VSGs) [99-102]: currently, one of the major 
challenges in power systems is the low capacity of 
BESSs. Due to the high power of LPFs, this makes it 
impossible to use VSG and BESS to increase the 
reliability of LPFs for operation and LFO damping. 

Despite the challenges and research gaps mentioned, the 
possibility of replacing LPF with SGs provides a good 
opportunity to develop modern power systems in the future. 

IX. CONCLUSION 

Due to the growing desire to use renewable energy 
resources and the high potential of solar energy for 
electrical power generation, the influence of LPFs in the 
world is increasing. Accordingly, the LPFs must have the 
necessary characteristics for power generation in modern 
power systems. Damping of LFOs is one of the SGs tasks 
to maintain the power system stability, which is done by 



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI

10.1109/ACCESS.2021.3078570, IEEE Access

 

VOLUME XX, 2017 9 

PSSs. In recent years, different studies have been conducted 
to damp the LFOs by REPPs and FACTS devices. This 
paper is an overview of control methods for LFOs damping 
by LPFs in power systems. In the studies, various 
controllers have been proposed as PODC that have been 
reviewed in this paper. Although the results of the literature 
review and simulations show the proper performance of the 
proposed PODCs for LFOs damping by LPFs, there are 
challenges in this area. It seems that with the advent of 
modern power systems in the future, this issue is at the 
beginning and needs further researches. Therefore, it is 
necessary to study the challenges and provide appropriate 
solutions to address them in future works. 

APPENDIX 

REGC_A AND PV1G PARAMETERS, TYPICAL VALUES 

AND INTERNAL VARIABLES  

Input Parameters 

Name Description Typical 

Values 

Tfltr Terminal voltage filter time constant (s) 0.01 to 0.02 

Lvpl1 LVPL gain breakpoint (pu current on mbase / 

pu voltage) 

1.1 to 1.3 

Zerox LVPL zero crossing (pu voltage) 0.4 

Brkpt LVPL breakpoint (pu voltage) 0.9 

Lvplsw low voltage power logic (Enable 1 or disable 

0)  

- 

rrpwr Active current up-ramp rate limit on voltage 

recovery (pu/s) 

10.0 

Tg Inverter current regulator lag time constant 

(s) 

0.02 

Volim Voltage limit for high voltage clamp logic 

(pu) 

1.2 

Iolim Current limit for high voltage clamp logic 

(pu on mbase) 

-1.0 to -1.5 

Khv High voltage clamp logic acceleration factor 0.7 

lvpnt0 Low voltage active current management 

breakpoint (pu) 

0.4 

lvpnt1 Low voltage active current management 

breakpoint (pu) 

0.8 

Iqrmax Maximum rate-of-change of reactive current 

(pu/s) 

999.9 

Iqrmin Minimum rate-of-change of reactive current 

(pu/s) 

-999.9 

 

Internal Variables 

Name Description 

Vt Raw terminal voltage (pu, from network solution) 

V Filtered terminal voltage (pu) 

LVPL Active current limit from LVPL logic (pu on mbase) 

Iqcmd Desired reactive current (pu on mbase) 

Ipcmd Desired active current (pu on mbase) 

Iq Actual reactive current (pu on mbase) 

REEC_B AND PV1E PARAMETERS, TYPICAL VALUES 

AND INTERNAL VARIABLES  

Input Parameters 

Name Description Typical 

Values 

PFflag Constant Q (0) or PF (1) local control - 

Vflag Local Q (0) or voltage control (1) - 

Qflag Bypass (0) or engage (1) inner voltage 

regulator loop 

- 

Pqflag Priority to reactive current (0) or active current 

(1) 

- 

Trv Terminal bus voltage filter time constant (s) 0.01 to 0.02 

Vdip Low voltage condition trigger voltage (pu) 0.0 to 0.9 

Vup High voltage condition trigger voltage (pu) 1.1 to 1.3 

Vref0 Reference voltage for reactive current 

injection (pu) 

0.95 to 1.05 

dbd1 Overvoltage deadband for reactive current 

injection (pu) 

-0.1 to 0.0 

dbd2 Undervoltage deadband for reactive current 

injection (pu) 

0.0 to 0.1 

Kqv Reactive current injection gain (pu/pu) 0.0 to 10.0 

Iqhl Maximum reactive current injection (pu on 

mbase)  

1.0 to 1.1 

Iqll Minimum reactive current injection (pu on 

mbase) 

-1.1 to -1.0 

Tp Active power filter time constant (s) 0.01 to 0.02 

Qmax Maximum reactive power when  Vflag = 1 (pu 

on mbase) 

- 

Qmin Minimum reactive power when Vflag = 1 (pu 

on mbase) 

- 

Kqp Local Q regulator proportional gain (pu/pu) - 

Kqi Local Q regulator integral gain (pu/pu-s) - 

Vmax Maximum voltage at inverter terminal bus (pu) 1.05 to 1.15 

Vmin Minimum voltage at inverter terminal bus (pu) 0.85 to 0.95 

Kvp Local voltage regulator proportional gain 

(pu/pu) 

- 

Kvi Local voltage regulator integral gain (pu/pu-s) - 

Tiq Reactive current regulator lag time constant (s) 0.01 to 0.02 

Tpord Inverter power order lag time constant (s) - 

Pmax Maximum active power (pu on mbase) 1.0 

Pmin Minimum active power (pu on mbase) 0.0 

dPmax Active power up-ramp limit (pu/s on mbase) - 

dPmin Active power down-ramp limit (pu/s on 

mbase) 

- 

Imax Maximum apparent current (pu on mbase) 1.0 to 1.3 
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Internal Variables 

Name Description 

Vt Raw terminal voltage (pu, from network solution) 

Vt_filt Filtered terminal voltage (pu) 

Voltage_dip Low/high voltage ride-though condition (Normal=0, 

VRT=1) 

Pe Inverter active power (pu on mbase) 

Pref Inverter active power reference (pu on mbase, from 

power flow solution or from plant controller model) 

Pfaref Inverter initial power factor angle (from power flow 

solution) 

Qgen Inverter reactive power (pu on mbase) 

Qext Inverter reactive power reference (pu on mbase, from 

power flow solution or from plant controller model) 

Iqinj Supplementary reactive current injection during VRT 

event (pu on mbase) 

Ipmax Maximum dynamic active current (pu on mbase) 

Ipmin Minimum active current (0) 

Iqmax Maximum dynamic reactive current (pu on mbase) 

Iqmin Minimum dynamic reactive current (pu on mbase, = -

iqmax) 

Ipcmd Desired active current (pu on mbase) 

Iqcmd Desired reactive current (pu on mbase) 

REPC_A PARAMETERS, TYPICAL VALUES AND 

INTERNAL VARIABLES  

Input Parameters 

Name Description Typical 

Values 

RefFlag Plant level reactive power (0) or voltage 

control (1) 

- 

VcompFlag Reactive droop (0) or line drop 

compensation (1) 

- 

Freq_flag Governor response (disable 0 or enable 1) 0 

Tfltr Voltage and reactive power filter time 

constant (s) 

0.01 to 0.02 

Vbus Monitored bus number  - 

FromBus Monitored branch “from” bus number - 

ToBus Monitored branch “to” bus number - 

Ckt Monitored branch circuit designation - 

Rc Line drop compensation resistance (pu on 

mbase) 

- 

Xc Line drop compensation reactance (pu on 

mbase) when VcompFlag = 1 

- 

Kc Reactive droop (pu on mbase) when 

VcompFlag = 0 

- 

dbd Reactive power deadband (pu on mbase) 

when 

RefFlag = 0; Voltage deadband (pu) when 

RefFlag = 1 

- 

emax Maximum V/Q error (pu) - 

emin Minimum V/Q error (pu) - 

Kp V/Q regulator proportional gain (pu/pu)m - 

Kq V/Q regulator integral gain (pu/pu-s) - 

Qmax Maximum plant reactive power command 

(pu on mbase) 

- 

Qmin Minimum plant reactive power command 

(pu on mbase) 

- 

Vfrz Voltage for freezing V/Q regulator 

integrator (pu) 

0.0 to 0.9 

Tft Plant controller Qoutput lead time 

constant (s) 

- 

Tfv Plant controller Qoutput lag time constant 

(s) 

0.15 to 5.0 

fdbd1 Overfrequency deadband for governor 

response (pu) 

0.01 

fdbd2 Underfrequency deadband for governor 

response (pu) 

-0.01 

Ddn Down regulation droop (pu power/pu freq 

on mbase) 

20.0 to 33.3 

Dup Up regulation droop (pu power/pu freq on 

mbase) 

0.0 

Tp Active power filter time constant (s) 0.01 to 0.02 

femax Maximum power error in droop regulator 

(pu on mbase) 

- 

femin Minimum power error in droop regulator 

(pu on mbase) 

- 

Kpg Droop regulator proportional gain (pu/pu) - 

Kig Droop regulator integral gain (pu/pu-s) - 

Pmax Maximum plant active power command 

(pu on mbase) 

1.0 

Pmin Minimum plant active power command 

(pu on mbase) 

0.0 

Tlag Plant controller  Poutput lag time constant 

(s) 

0.15 to 5.0 

 
 

Internal Variables 

Name Description 

Vreg Regulated bus voltage (pu, from network solution) 

Vref Regulated bus initial voltage (pu, from power flow 

solution) 

Ibranch Branch current for line drop compensation (pu on mbase) 

Qbranch Branch reactive power flow for plant Q regulation (pu on 

mbase) 

Qref Regulated branch initial reactive power flow (pu, from 

power flow solution) 

Qext Reactive power command from plant controller (pu on 

mbase) 

Pbranch Branch active power flow for plant P regulation (pu on 

mbase) 

Plant_pref Initial branch active power flow (pu on mbase, from power 

flow solution) 

Freq Frequency deviation (pu, from network solution) 

Freq_ref Initial frequency deviation (0) 

Pref Active power command from plant controller (pu on 

mbase) 
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