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The recently discovered S1 stream passes through the Solar neighborhood on a low inclination,

counterrotating orbit. The progenitor of S1 is a dwarf galaxy with a total mass comparable to the present-

day Fornax dwarf spheroidal, so the stream is expected to have a significant DM component. We compute

the effects of the S1 stream on WIMP and axion detectors as a function of the density of its unmeasured

dark component. In WIMP detectors the S1 stream supplies more high energy nuclear recoils so will

marginally improve DM detection prospects. We find that even if S1 comprises less than 10% of the local

density, multiton xenon WIMP detectors can distinguish the S1 stream from the bulk halo in the relatively

narrow mass range between 5 and 25 GeV. In directional WIMP detectors such as CYGNUS, S1 increases

DM detection prospects more substantially since it enhances the anisotropy of the WIMP signal. Finally,

we show that axion haloscopes possess by far the greatest potential sensitivity to the S1 stream if its dark

matter component is sufficiently cold. Once the axion mass has been discovered, the distinctive velocity

distribution of S1 can easily be extracted from the axion power spectrum.
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I. INTRODUCTION

Dark matter (DM) halos contain a plethora of substruc-
ture due to the tidal disruption and stripping of satellite
galaxies or dark subhalos of the Milky Way (MW). The
accretion of material can give rise to prominent streams of
DM particles wrapping the galaxy. Streams are seen
generically in simulations of halos and have been observed
locally in the MW and in nearby galaxies [1–3]. Such
substructure, being highly kinematically localized, poses
excellent prospects for the direct detection of DM. Hence
there is a sizeable literature on the subject of streams and
their signals in direct detection experiments, see e.g.,
Refs. [4–9]. Historically, the stream from the Sagittarius
dwarf galaxy was used to motivate much of this work
[10–15]. However, the last decade has seen the branches of
the Sagittarius stream mapped out in a number of stellar
tracers (main sequence turn-off stars, blue horizontal
branch stars, RR Lyrae) across 360° on the sky. We now
know that the Sagittarius stream does not pass close to the
Sun [16,17] and so it will not have any impact on laboratory
experiments for the direct detection of dark matter.

Nonetheless, formalisms developed with the Sagittarius
stream in mind will be useful here.
Many stellar streams have been detected as overdensities

of resolved stars against the background (see Newberg and

Carlin [18] for reviews). However, there is a much more

powerful method of detection that will enable the identi-

fication of ∼100–200 streams in the inner halo of the MW

over the next few years. Streams remain kinematically cold

and are identifiable as substructure in phase space long after

they have ceased to be recognisable in star counts against

the stellar background of the galaxy. The arrival of the first

data releases from the Gaia satellite is transformational for

our understanding of substructure in the stellar halo. Gaia

is an astrometric satellite that is providing distances and

proper motions for over a billion stars in the Galaxy [19].

When cross-matched against spectroscopic surveys we can

obtain six dimensional phase space coordinates for MW

stars. This enables searches for comoving groups of stars to

be conducted directly in phase space, and the calculation of

statistical measures of substructure [20–22].
Here, we draw attention to a remarkable new stream, S1,

recently discovered in data from the Sloan Digital Sky
Survey (SDSS) and theGaia satellite [2,23]. The stars in S1
impact on the Solar System at very high speed almost
head-on. A coherent stream of DM associated with S1
hits the Solar System slap in the face. The effects of such
a low inclination, retrograde stream are different from the
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previously considered, almost polar Sagittarius stream.
Streams can impact the detection of any DM particle to
some extent, so we study the effects of the S1 stream on
experiments attempting to discover candidate particles from
light axions or axionlike particles (ALPs, ma ≈ 10−10−

10−3 eV) to standard weakly interacting massive particles
(WIMPs,mχ ≳ 1 GeV). Additionally, since it is well known

that nuclear recoil-based direct WIMP searches possess
limited sensitivity to the DM velocity distribution,

1
we also

study the impact of S1ondirectionaldetectors inwhichmore
kinematic information is preserved [4,5,9,43–45].
We begin by summarising the observational data on the S1

stream in Sec. II. The properties of the halo and streammodel
are discussed in Sec. III, while the consequences for xenon
direct detection experiments, a future directional WIMP
detector and axion haloscopes are examined in Secs. IV–VI,
respectively. We sum up our results in Sec. VII.

II. THE S1 STREAM

Three-dimensional and projected views of the S1 stream
are shown in Figs. 1 and 2. It has a low inclination to the
Galactic plane and passes through the Solar neighborhood
with a velocity that opposes the direction of Galactic
rotation. S1 was originally discovered in the SDSS-
Gaia catalogue by searches through 62,133 main-sequence
turn-off halo stars with photometric parallaxes, line of sight
velocities, proper motions and metallicities [2]. By match-
ing the kinematics of the S1 stars to numerical libraries of
accreted remnants, the progenitor of the S1 stream is
believed to have had a total mass (stars plus DM) of
approximately 1010 M⊙ and an infall time of ≳9 Gyr. The
progenitor is comparable to (though somewhat more
massive than) the present-day Fornax galaxy, the largest
surviving dwarf spheroidal in the halo of the MW. If this
prediction is true then the S1 stellar stream must be
accompanied by a substantial DM stream.
The most efficient way to search for substructure is

through action space, rather than velocity space. Actions
are adiabatic invariants so are conserved under slow
evolution of the potential. Searches through the SDSS-
Gaia data in action space revealed a clearer view of the S1
stream with fewer outliers and contaminants [23]. It
contains 34 confirmed stellar members, as shown in
Fig. 2. Our view of the S1 stream is limited by the footprint
of the SDSS- Gaia survey. The means of the Galactic
positions of the stars are ðX; Y; ZÞ ¼ ð8.9; 0.6; 2.5Þ kpc,
together with dispersions (1.6,1.4,1.9) kpc. The Solar
position is (8.2, 0, 0.014) kpc [46,47], so the S1 stellar
stream, together with its DM appendage, is passing directly
through the Solar neighborhood. This is consistent with
analyses of numerical simulations [48], which suggest that

there is Oð1Þ probability of a substantial DM stream
locally. Though the local halo is smooth in dissipationless
simulations [49], the existence of stellar streams, and their
accompanying dark matter, shows the importance of com-
paratively recent infall and accretion.
The kinematics of the S1 stream make it ideal for DM

detection experiments, as the signature is very different
from typical halo stars. S1 is counter-rotating with mean
velocity vstr ¼ ð8.6;−286.7;−67.9Þ km s−1. Its velocity
dispersion tensor diagonalized in cylindrical polars is

σstr ¼ ð115.3; 49.9; 60Þ km s−1. The local standard of rest

is v0 ¼ 232.8 km s−1 and the Solar peculiar motion is

ðU;V;WÞ¼ ð11.1;12.24;7.25Þ kms−1 from Refs. [47,50].
Therefore, DM particles associated with the S1 stream meet
the Solar system with a huge relative velocity, primarily
directed along the stream. By contrast, DM particles in
the halo are expected to have a roughly isotropic
and Maxwellian velocity distribution. The S1 stream is
more akin to a “hurricane” compared to the DM “wind”
associated with the halo.
The S1 stellar stream is broad with a width of ∼2 kpc.

There also appears to be a surviving globular cluster (NGC
3201) associated with the stream which resided in the
progenitor galaxy. These facts corroborate the original
suggestion of Ref. [2] that the progenitor was a massive

FIG. 1. The S1 stream in Galactic coordinates with (X, Y)
defining the Galactic plane and Z the height above the disk. This
view is partial as it is limited by the footprint of the SDSS- Gaia
dataset, whilst the S1 stream extends well beyond the footprint.
The arrows show the total Galactocentric velocity of the S1 stars.
The Sun and the Sun’s motion are marked as a star and a magenta
arrow. Notice that the Sun lies in the path of the counter-rotating
S1 stars. A 2 kpc radius sphere and a grey plane are crude
representation of the Galactic bulge and the Galactic plane to give
a sense of S1’s size and morphology. A triad of velocity vectors

(scale of 300 km s−1) is marked in the bottom of each panel to
illustrate the velocity scale.

1
See the extensive literature accounting for astrophysical

uncertainty in the analysis of direct detection data [24–36].
References [37–42] provide the most up to date developments.
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dwarf spheroidal, substantial enough to contain its own
retinue of globular clusters. Taking our cue from the largest
dwarf spheroidals like Fornax, a mass-to-light ratio of
∼10–100 seems very realistic (see Table 5 of Ref. [51]).
The density of the DM component cannot easily be
measured from the stellar stream. However, follow up
studies with theGaiaData Release 2 [52] will see S1 traced
throughout the Galaxy, in particular for lower values of Z
than shown in Fig. 2. This will provide improved con-
straints on its contribution to the local DM density from
modeling of the disruption of the progenitor. For the
moment, we wish to know how dense the stream must
be if it is to be detected in an ongoing or future terrestrial
direct detection experiment.

III. MODELS OF THE HALO AND S1 STREAM

We can model both the smooth component of the DM
halo and the S1 stream with a Maxwellian boosted by some
velocity. For the smooth component, we assume the local
speed distribution from the standard halo model (SHM) and
boost by the lab velocity,

fSHMðv; tÞ ¼
1

ð2πσ2vÞ3=2Nesc

exp

�

−
jv − vlabðtÞj2

2σ2v

�

× Θðvesc − jv − vlabðtÞjÞ; ð1Þ

where the constant Nesc is used to renormalize the dis-
tribution after truncating at the local escape velocity vesc
using the Heaviside function Θ, namely:

Nesc ¼ erf

�

vesc
ffiffiffi

2
p

σv

�

−

ffiffiffi

2

π

r

vesc

σv
exp

�

−
v2esc

2σ2v

�

: ð2Þ

The escape speed locally is ≈520 km s−1 [53] and in the

SHM,
ffiffiffi

2
p

σv ¼ v0, where v0 is the amplitude of the rotation
curve and σv is the one-dimensional dispersion velocity. To
make a fair comparison of null results in different experi-
ments a benchmark halo model is needed. The SHM is
widely used on account of its simplicity and flexibility, but
many elaborations are possible. For example, the effects of
triaxiality, velocity anisotropy and dark substructures have
all received attention in the context of direct DM detection
before [4–9,54–62]. Furthermore, recent analyses using
hydrodynamic simulations and astrometric data have sug-
gested that the DM halo may be colder than assumed here
[63–67]. Here we merely remark that if this is the case then
this would emphasize the presence of S1.
Assuming the velocity distribution of a stream is also

Maxwellian, we only need to make the replacements σv →
σstr and vlabðtÞ → vlabðtÞ − vstr. Since the stellar stream
seems to be somewhat anisotropic, we canmodel its velocity
distribution by generalizing the isotropic Maxwellian intro-
duced above,

FIG. 2. The S1 stars projected into the (Y, Z) and (X, Y) planes. The stream is seen sideways-on (left) and face-on (right) in
the two projections. The Sun’s velocity is marked as a yellow arrow, whilst the position of the Sun is indicated by the grey
crosshair. S1 has modest inclination with respect to the Galactic plane, but it is broad (∼2 kpc) as befits its dwarf galaxy origin.
The 34 S1 stars plotted here were found in searches through the comparatively local SDSS- Gaia dataset [23] shown as
a grey distribution, but the full extent and morphology of the stream awaits searches through the more extensive Gaia Data
Release 2.

DARK MATTER HURRICANE: MEASURING THE S1 … PHYS. REV. D 98, 103006 (2018)

103006-3



fstrðv; tÞ ¼
1

ð8π3 detσ2Þ1=2 exp
�

−ðv − vlabðtÞ þ vstrÞT
σ
−2

2
ðv − vlabðtÞ þ vstrÞ

�

: ð3Þ

To write this formula in an analytic form, we have here
ignored the truncation at the local escape speed. In our
numerical work, we include the truncation even though the
correction is small. For the S1 streamwe can assume that the

dispersion tensor is diagonal σ2 ¼ diagðσ2r ; σ2ϕ; σ2zÞ. We use

the stellar dispersion tensor derived in cylindrical coordi-
nates, however for the local distribution sampled onEarth the
distinction between cylindrical and spherical polars is
negligible.
To combine the stream with an isotropic halo model we

assume that it comprises some fraction of the local density
ρstr=ρ0, so that the total distribution is

fSHMþstrðvÞ ¼
�

1 −
ρstr

ρ0

�

fSHMðv; tÞ þ
ρstr

ρ0
fstrðv; tÞ: ð4Þ

Although ρ0 ¼ 0.3 GeV cm−3 is a widely-used value of the
local DM density, more recent investigations using vertical
kinematics of stars tend to find the somewhat larger value

of ρ0 ≈ 0.5 GeV cm−3 [68–71].
Of course, the underlying assumption here is that the DM

particles have the same kinematic properties as the stars.
This is unlikely to be correct in detail. For example, the DM
streams of Sagittarius are believed to be more extended
then the stellar streams and misaligned from them [14,15].
Judging from the mass of its stellar content, the Sagittarius

progenitor is almost certainly a dwarf irregular galaxy [72],
whereas the S1 progenitor is a dwarf spheroidal [2]. In the
former case, the stars are distributed in a disk, whereas the
DM is spheroidal, so mismatches between the stellar and
DM tails are only to be expected. In the latter case, the stars
and DM start out as both spheroidally distributed, though
possibly with different flattenings. The process of tidal
stripping does refashion the more compact stellar and more
extended DM content differently [e.g., 73], so mismatches
are still possible—but perhaps not as substantial as in the
case of dwarf irregulars. Similarly, the velocity dispersion
of DM particles in dwarf spheroidals is somewhat larger
then the dispersion of the stars [74]—against which must be
balanced the fact there almost certainly remain some
contaminants in the S1 stars, so our present stellar dis-
persion may be an overestimate. In fact, the velocity
dispersion of a stream can evolve considerably both with
time since disruption and along the stream at the present
day [75,76].
We show the range of fðvÞ in the lab frame (which is

modulated over one year) in Fig. 3 for both the SHM and
SHMþ S1 model, assuming ρstr=ρ0 ¼ 0.1. We clearly see
that the SHMþ S1 model has a larger number of high
speed DM particles compared to the SHM alone. The
distribution in this case was calculated by numerically
integrating the 3-dimensional multivariate Gaussian form

for fðvÞ including dispersion velocities σ
r;ϕ;z
str in each

direction. All the results we present here are essentially
insensitive to this multivariate treatment of the stream
velocity distribution. One could instead use, more straight-
forwardly, the same velocity dispersion in all three direc-
tions (for which there are analytic formulae for all
necessary direct detection signals). Accounting for the
annual modulation, the average value that best reproduces

the full multivariate distribution is σstr ≈ 46 km s−1.
The velocity of the lab (and hence the lab frame velocity of

the stream) is time dependent due to the revolution and
rotation of the Earth. This gives rise towell known annual and
diurnalmodulations [77,78]. The diurnalmodulation in speed
is likely unobservable for any realistic experiment (with the
possible exception of certain axion experiments [79]), so we
focus on the annual effect.We calculate the velocity of the lab
using formulae detailed in Ref. [45,80]. The velocity of the
Sun is set by the velocity of the local standard of rest and the
peculiar velocity of the Sun with respect to the LSR:

v⊙ ¼ ð11.1; 232.8þ 12.24; 7.25Þ km s−1. When combined
with the Earth revolution velocity, for the year 2018 we find

vlab ¼ v⊙ þ v⊕ðcos½ωðt − taÞ�ϵ̂1 þ sin½ωðt − taÞ�ϵ̂2Þ ð5Þ
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FIG. 3. Laboratory frame speed distributions for the SHM
(green) and SHMþ S1 (red) models. The shaded region delimits
the range taken by the speed distribution modulated over one
year. In the SHMþ S1 model we have assumed that the stream
comprises 10% of ρ0.
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whereω¼ 2π=ð365 daysÞ, ta¼ 22March,v⊕¼29.79kms−1

and the vectors are,

ϵ̂1 ¼ ð0.9941; 0.1088; 0.0042ÞT ; ð6Þ

ϵ̂2 ¼ ð−0.0504; 0.4946;−0.8677ÞT : ð7Þ

We emphasize again that our assumptions made for the
various input astrophysical parameters are a departure
from the commonly agreed upon benchmarks. Here we
favor instead more recent determinations, notably ρ0 ¼
0.5GeV cm−3, vesc ¼ 520 km s−1 and v0 ¼ 232.8 km s−1.
This is in part to obtain some self-consistency given that we
are using a particular determination of the stream velocity. In
addition it enables us to advertise the ongoing refinement of
these values.

IV. SENSITIVITY OF XENON DETECTORS

Current and existing dual phase xenon detectors [81] are
the most sensitive to DM-induced nuclear recoils for
WIMP DM that has a mass mχ ≳ 5 GeV. The rate R of
spin independent (SI) nuclear scattering is expressed as a
function of the nucleus’ recoil energy Er,

dRðtÞ
dEr

¼ ρ0

2μ2χpmχ

σSIp CSIF
2ðErÞgðvmin; tÞ; ð8Þ

where μχp is the WIMP-proton reduced mass and σSIp is the

WIMP-proton scattering cross-section. In this formula, we
have absorbed all the dependence on the nuclear content
into a form factor FðErÞ, for which we use the Helm
parametrization [82], and an “enhancement factor” CSI. For
a nucleus with mass number A and atomic number Z, and
assigning the couplings to neutrons and protons fn and fp,

the enhancement factor is

CSI ¼ jZ þ ðfn=fpÞðA − ZÞj2: ð9Þ

We assume equal couplings to protons and neutrons,
fn=fp ¼ 1, as generically found in models with a Higgs-

like mediator [83], though different values are possible in
other models (see e.g., [84]).
The most important function for the purposes of this

study is gðvmin; tÞ, which contains all of the dependence on
the DM velocity distribution:

gðvmin; tÞ ¼
Z

∞

v>vmin

fðv; tÞ
v

d3v: ð10Þ

Here, fðv; tÞ is the DM velocity distribution in the lab
frame. For the smooth, isotropic DM halo model, we use
the distribution in Eq. (1), while for the SHMþ S1 model,
we use the distribution in Eq. (4) and treat ρstr=ρ0 as a free
parameter.

Physically, gðvmin; tÞ is the mean inverse speed for
particles that have a speed greater than vmin, the minimum
DM speed for which the nucleus recoils with energy
Er. Simple kinematics results in the relation vmin ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

mNEr=ð2μ2χNÞ
q

, where mN is the xenon nucleus mass.

We show the differential event rates for three WIMP
masses under both the SHM and SHMþ S1 models in
Fig. 4. Most notably we see that for the largest mass
displayed here (100 GeV), the two models look essentially
identical while at the smallest mass shown (6 GeV), there is
a small difference. It is only for the intermediate mass
(20 GeV) where the two spectra are easily distinguishable.
The main feature provided by S1 is an excess for recoil

energies where vminðErÞ≲ jvlab − vstrj ≈ 550 km s−1 above
which the event rate then decreases back down to SHM-
only case. This is because gðvminÞ for a stream is essentially
a step function but with a smooth rather than a sharp cutoff
due to the stream dispersion.
We can understand why the two distributions become

difficult to distinguish at large masses by considering the
range of speeds an experiment is sensitive to for a given
WIMP mass. The lower limit of this range is bounded by
the threshold of the experiment vminðEthÞ and the upper
limit is given approximately by the point at which the form

0 10 20 30 40 50

10
-4

10
-2

10
0

10
2

10
4

 

 

 

 

 

 

FIG. 4. Differential xenon recoil spectra as a function of nuclear
recoil energy for DM with a mass 6, 20 and 100 GeV. For each
mass we show both the recoil distribution for the SHM (green)
and the SHM with a 10% contribution from S1 (red). The cross
section in each case is chosen for illustrative purposes and lie near
to current exclusion limits. Except for the 20 GeV spectra, the red
and green lines are nearly indistinguishable. In blue we show the
main nuclear recoil backgrounds. These include the four neutrino
backgrounds (8B, hep, diffuse supernova and atmospheric) as

well as the detector and environmental background in LZ, labeled
“Expt.,” which we take as a proxy for all xenon detectors. The
spectra displayed here do not include the effects of energy
resolution and detection efficiency.
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factor is suppressing most of the event rate vminðEmaxÞ. As
we increase mχ the value of vmin for a given recoil energy

decreases. This means larger masses are sampling lower
speeds. So eventually for very large masses the window of
speeds which give measurable recoil energies is below the
characteristic step of the gðvminÞ for the stream. For these
large masses the only thing distinguishing the SHM and
SHMþ S1 distributions is that the rate appears to be absent
of recoils by a fraction ∼ρstr=ρ0 which are missing at higher
energies. This subtlety regarding the effects of the stream as
a function the WIMP mass will become important when we
calculate its discoverability in Sec. IV C.

A. Experimental details

In practice the measurement of dR=dEr will be hindered
by various detector effects and backgrounds. The efficiency
of nuclear recoil detection decreases sharply toward recoil
energies Er ≲ 1 keV meaning that the measured spectrum
of both the signal and background will be suppressed below
these energies. In this work, we use the LZ nuclear
recoil efficiency curve from Ref. [85] and assume that it
serves as a proxy for all future multiton xenon detectors.
For an effective energy resolution we apply a Gaussian

smearing over the recoil spectrum with a width σEðErÞ ¼
0.5 keV

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Er=1 keV
p

[86].

An experiment will also see some nuclear recoil events
from radioactive material in the detector and from the
environment, as well as events from cosmic and terrestrial
neutrinos. All of these sources constitute a background to
the DM signal events. We include the “materials” back-
ground calculated for LZ [85], again assuming that it serves
as a proxy for all future xenon detectors. This approx-
imately has the shape of two exponentially decaying
spectra: one sharply decaying at low energies and another
slowly decaying over higher energies. We assume that the
shape of the spectrum is known but parametrize the overall
normalization with a nuisance parameter Rbg with an
uncertainty of 20% [85].
For experiments with a multiton-year exposure, the back-

ground from the coherent scattering between neutrinos and
nuclei becomes important. The details of the background
from Solar, diffuse supernova and atmospheric neutrinos can
be found in, for example, Refs. [87–89]. The most important
neutrino background for xenon experiments are those from
the Solar 8B decay. To parametrize the nuclear recoil rate due
to this background and its uncertainty, we look to the
determination from the Solar global analysis of Bergström

et al.Φ8B ¼ 5.16þ0.13
−0.09 × 106 cm−2 s−1 [90], which currently

has a smaller uncertainty than high or low metallicity Solar
model predictions, e.g., Ref. [91].
In a xenon experiment, the shape of the nuclear recoil

spectrum from 8B neutrinos looks remarkably similar to the
spectrum from a 6 GeVWIMP. The similarity, coupled with
the fact that the flux of neutrinos possesses a systematic

uncertainty, means that the background will inhibit the
discovery of WIMPs of certain masses like 6 GeV. The
limit at which neutrinos begin to cause sub-Poissonian
background rejection occurs for exposures beyond the
ton-scale and imprints on limit projections a shape known
as the neutrino floor. In Fig. 4 we also show the principal
neutrino backgrounds that contribute to the neutrino floor
in a xenon experiment.
In addition to Solar neutrinos, we also must consider the

diffuse supernova neutrino background (DSNB) from the
cosmological history of supernova explosions. This has not
been measured but calculations predict it to have a low flux,

ΦDSNB ¼ 85.7� 42.7 cm−2 s−1 [92]. Then affecting the
discovery of even higher masses we have the background
due to atmospheric neutrinos; like the DSNB its flux also
possesses a large theoretical uncertainty at the relevant

energy tail, ΦAtm ¼ 10.54� 2.1 cm−2 s−1 [93].

B. Statistical test for the presence of S1

Wewish to know how dense the S1 stream must be if it is
to be detected in an upcoming multi-ton xenon detector.
Our tool for quantifying the stream density required for a
detection of S1 is a hypothesis test using the profile
likelihood ratio statistic. This statistical methodology is
in common use for computing exclusion and sensitivity
limits for dark matter experiments (see e.g., [94,95]).
The profile likelihood ratio test compares the SHMþ S1

modelMSHMþS1 with parameters ðρstr;ΘÞ against the SHM
model, MSHM with parameters (Θ), where the DM halo is
smooth, isotropic and stream-less. The two models differ by
one parameter ρstr. To test for a nonzero value of this
parameter in the datawe construct the profile likelihood ratio,

Λ ¼ Lð0; ˆ̂
ΘÞ

Lðρ̂str; Θ̂Þ
; ð11Þ

where L is a likelihood function which is maximized at
ˆ̂
Θ

when ρstr is set to 0, and ðρ̂str; Θ̂Þwhen ρstr is a free parameter.
We canuse this ratio becauseour streamlessmodelMSHM is a
subset of the more general model MSHMþS1, found after
applying the constraint ρstr ¼ 0 [cf. Eq. (4)].
We next define the profile likelihood ratio test statistic,

q0 ¼
�

−2 lnΛ 0 ≤ ρ̂str ≤ 1;

0 ρ̂str < 0; ρ̂str > 1:
ð12Þ

According to Wilks’ theorem, the test statistic for the
discovery of a signal is distributed according to 1

2
χ2
1
since

the two models differ by a constraint applied to one
parameter. This means that the significance of the signal
is obtained from the simple formula

ffiffiffiffiffi

q0
p

.
2

2
For a derivation of this result and a more extensive discussion,

we refer the reader to Ref. [96].
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In our approach we adopt a binned likelihood for L so
that we can employ the Asimov dataset formalism [96]. In
this formalism, the number of observed events in each bin is
set equal to the number of expected events. The value of the
profile likelihood ratio test statistic then asymptotes to the
median value that would be obtained from many realiza-
tions. This method saves on expensive Monte Carlo sim-
ulations while still allowing accurate results to be obtained.
We have explicitly checked the Asimov dataset formalism
against Monte Carlo simulations in a limited range of
parameter space and the agreement is excellent. This is
because the detection of the S1 stream requires a large
number of events, so the asymptotic results from Ref. [96]
are accurate.
The binned likelihood that enters Eq. (11) is the product of

the Poisson probability distribution function P for Nobs

events, given an expected number of signal and background
events Nχ þ

P

Nbg, where the sum extends over all back-

ground components. TheWIMPand background parameters
are shared by both models Θ ¼ fmχ ; σp;Rbgg. The back-

ground is divided further intoRbg ¼ fR1

bg;…; R
nbg
bg g used to

normalize the nbg background signal rates. In full, the

likelihood for Nbins in the complete SHMþ S1þ
Background model is

Lðρstr; mχ ; σp;RbgÞ ¼ ð13Þ

Y

Nbins

i¼1

P

�

Ni
obsjNi

χðρstr; mχ ; σpÞ þ
X

nbg

j¼1

N
ij
bgðR

j
bgÞ

�

×
Y

nbg

k¼1

LkðRk
bgÞ: ð14Þ

The likelihood functionsLkðRk
bgÞ incorporate the uncertainty

for each background component. We assume that the Lk

functions are all Gaussian with the uncertainties discussed in
Sec. IVA. In all our results we assume nbg ¼ 5 backgrounds

(4 neutrino and 1 laboratory).
We utilize a different binning depending on the experi-

ment. For xenon detectors, Nbins is the number of bins in
energy. When timing information is included (as in Sec. IV
D), the number of energy bins is multiplied by the number
of bins in time. In the case of directional experiments
(described in Sec. V) we multiply by the number of bins in
angle as well as in time.

C. S1 discovery limits and their interpretation

The red shaded regions in Fig. 5 show a set of S1 stream
“discovery limits” for two future xenon experiments for a
range of values of ρstr=ρ0. For a given value of the DM
mass, the discovery limit shows the minimum cross section
required to infer the presence of the S1 stream. In this study,
for the inference of the S1 stream, we require that the
“median” experiment can discriminate between the SHMþ
S1 and SHM models with a significance of 3σ (equivalent
to q0 ¼ 9).
The left panel in Fig. 5 shows results for LZ [97], where

we assume a 5.6 ton fiducial mass running for 1000 days. A
similar sensitivity is expected from the XENONnT [98] and
PandaX [99] detectors, which should have results in a
similar time frame as LZ. The right panel in Fig. 5 shows
results for DARWIN, a hypothetical xenon experiment that
aims to have a significantly larger fiducial mass of around
30 ton [100]. In our results, we assume a total exposure for
DARWIN of 200 ton-years. The upper solid grey lines and
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FIG. 5. Stream discovery limits for left: LZ (5.6 ton × 1000 day exposure) and right: DARWIN (200 ton-year exposure). The colored
shaded regions indicate the values of WIMP masses and cross sections required for the median of each experiment to detect S1 at 3σ for a
given density. The colors from light to dark indicate density fractions from 0.01ρ0 to ρ0. The upper grey boundary in each panel shows the
cross sections already excluded by experiment. The lower dashed line shows the neutrino floor for xenon. If S1 comprises less than 10% of
the local density these detectors can distinguish the S1 stream from the bulk halo in the narrow mass range between 5 and 25 GeV.
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upper grey shaded regions in Fig. 5 show the existing
exclusion limits on the SI WIMP-proton cross section. This
is an interpolation of the limits of (from low to high masses)
CRESST [101], DarkSide-50 [102], LUX [103], PandaX
[104] and XENON1T [105]. The lower shaded region is the
neutrino floor for a xenon target. We have recalculated this
limit with our choice of astrophysical parameters discussed
in Sec. III. Our calculation follows the procedure introduced
in Ref. [87] and subsequently used in Refs. [88,106–113].
The solid maroon lines show the WIMP discovery limits

for the SHM model. This line provides a good estimate to

the cross section at which a typical experiment would first

find evidence for DM at a significance of 3σ. Calculating

this limit involves the same procedure detailed above,

but focused around testing for σp against a background-

only hypothesis, rather than for ρstr against an SHM-only

hypothesis.
As one would expect, to detect the signal and to infer the

presence of S1 in that signal requires more events than for

just seeing WIMP events over a background. This explains

why the S1 stream discovery limits all lie above the SHM

sensitivity line. As the S1 density fraction ρstr=ρ0 decreases,

more signal events are required to infer the presence

of S1, which means that the DM must interact with a

larger scattering cross section. This is the behavior that is

demonstrated in Fig. 5.
The prospects for measuring S1 with LZ or DARWIN

seem, unfortunately, to be rather limited. Even for exceed-

ingly large values of ρstr=ρ0, the S1 stream is unmeasurable

above ∼50 GeV since the cross section to distinguish it

from the SHM lies in the parameter space that has already

been excluded. For more realistic values ρstr=ρ0 ≲ 10%, LZ

could detect S1 in the narrow DM mass range between

approximately 4 and 6 GeV while DARWIN extends this

up to approximately 25 GeV. Towards smaller DM masses,

DARWIN may still be able to detect the S1 stream even for

small values of ρstr=ρ0. These values of the scattering cross

section lie close to existing exclusion limits so there would

need to be a DM discovery soon for DARWIN to make this

detection.
The S1 discovery limits begin to increase sharply above

∼50 GeV. Above this mass, as was shown in Fig. 4, it
becomes much harder to discriminate between the SHMþ
S1 mixed model and the pure SHM model because the
energies that the experiment is sensitive to are sampling
lower speeds where the stream is less prominent. However
this trend seems to abruptly stop at a critical mass. This can
be seen in Fig. 5 as a peak in the 100% and 50% stream
discovery limits, but is in fact a trend that continues for all
smaller values of ρstr, but for increasingly large masses,
well beyond 1000 GeV. An intuition for this behavior links
back to a subtlety that we highlighted earlier about the
shapes of the distributions that we are comparing. For a
given stream fraction, there is a characteristic speed at
which the SHM only and SHMþ S1 distributions cross

over [exhibited both in fðv; tÞ and gðvmin; tÞ]. This means
that there is a critical value of mχ where the experiment is

sampling values of vmin up to exactly this cross over. For
masses approaching this critical value from below it
becomes increasingly difficult to detect the stream since
the SHMþ S1 distribution looks more and more like the
SHM only distribution but fitted with larger mass. However
once mχ exceeds the critical point, the experiment is now

sampling values of vmin exclusively below the cross over
point. For this range of speeds the SHM only distribution
cannot be fitted to SHMþ S1 data simply at a different

mass (this is because the gSHMþstrðvminÞ always lies below
gSHMðvminÞ over this range). The end result in terms of the
discovery limits is the sharp peaks seen in Fig. 5. It turns
out that this effect can be alleviated somewhat with target
complementarity as we will discuss in the next section.

D. Including the annual modulation of the signal

Unfortunately, through DM–nuclear scattering much of
the kinematic information about the S1 stream is lost. To
improve the range of parameters over which the S1 stream
is detectable, we require additional information. One option
is to exploit the unique annual modulation of the DM
signal.
In Fig. 6 we show the annual modulation signal for a DM

mass of 20 GeV for both the SHM and SHMþ S1 models
when ρstr=ρ0 ¼ 0.1. The main panel shows the modulation
amplitude of the differential recoil rate dR=dEr as a
function of Er. The modulation amplitude vanishes when
vminðErÞ sits at the stationary point in the time evolution
of fðv; tÞ.
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FIG. 6. Main: Annual modulation amplitude in dR=dEr as a
function of recoil energy. The green lines show modulation under
the SHM only model, the red lines after the inclusion of a 10% S1
component. Inset: The modulation amplitude of the total rate R
for both models as a function of time.
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In the inset panel, we show the modulation of the total
event rate integrated above Er ¼ 1 keV. While the stream
does modulate in phase with the smooth halo, we see that
for this WIMP mass and threshold it actually slightly
decreases the modulation of the total rate. This is because
the stream (as a fraction of ρ0) takes some low energy
recoils and shifts them to higher energies. This can be seen
in the main panel as an enhancement for recoil energies
between 10 and 20 keV. At these higher energies the
amplitude is decreasing, meaning that the overall modu-
lation of the total rate gets suppressed.
Annual modulation is a useful signature for WIMP

discovery. The backgrounds we consider here either do
not modulate at all (the laboratory and DSNB back-
grounds), or they modulate with an entirely different phase
and amplitude (Solar and atmospheric neutrinos). Clearly
to gain discrimination power from some new signal the
essential feature one needs is for that signal to distinguish
the two hypotheses. So while this is certainly true for
distinguishing aWIMP from the background, unfortunately
it is not the case for distinguishing the SHM from the
stream. Because S1 modulates with the same phase and
leaves the modulation amplitude mostly unchanged, when
it we incorporate time dependence into our stream discov-
ery limit calculation we see essentially no impact at all.
Nevertheless there may be other ways to distinguish the

two halo models. Additional information could come from
the complementarity between multiple experiments that
exploit different target nuclei [114,115] or from neutrino
telescopes searching for DM annihilation in the Sun
[42,116]. These could both potentially alleviate the degen-
eracy between the WIMP parameters and the stream
density, but we leave these questions open for future work.
Instead, we next explore what we foresee to be the most
powerful piece of extra information; that which can be
gleaned in directional WIMP detectors.

V. DIRECTIONAL WIMP DETECTORS

There is a strong science case to be made for detecting the
directionality of a nuclear recoil signal [45]. The unique
angular signature of a signal with a galactic origin facilitates
the discovery ofWIMPswith, in principle, fewer events than
would be required if only recoil energy information is
measured [117]. Furthermore the signal cannot be mimicked
by any known terrestrial [118] or cosmic background [119],
including Solar neutrinos [106,110,120].
Realising the measurement of Oð1 − 100Þ keV recoil

tracks is challenging. In liquid or solid state detectors recoil
tracks are typically nm-sized, whereas in gas they can be on
the order of a few mm. This means that a directional
detector requires either a readout method with incredibly
high spatial resolution (e.g., the x-ray imaging of nuclear
emulsions in NEWSdm [121,122]) or detection media with
very low pressure (e.g., gas time projection chambers like
DRIFT [123–125], DMTPC [126,127], MIMAC [128,129]

and NEWAGE [130]). What these methods gain in direc-
tional sensitivity they lose in their overall practical
size. Hence the discovery power of directional detectors
still trails behind the more mature nondirectional WIMP
detectors. Nevertheless, much progress has been made in
the development of sophisticated readout technologies for
measuring mm-scale tracks in gas.
The directional detection community is currently estab-

lishing which of these new technologies is most powerful
and cost-effective when multiplied over the large readout
planes that are needed for chambers that can hold ton-scale
target masses in the gas phase. A design for such a detector
called CYGNUS has been proposed and a feasibility study
is currently being conducted [131]. We use this feasibility
study as the basis of our analysis for a realistic, future
directional detector.

A. CYGNUS

The preliminary design study for CYGNUS is for a
gaseous time projection chamber with a total active volume
between 1000 m3 and 100; 000 m3 of 4He∶SF6 gas, likely
to be in a modular and/or multisite setup. Although the
precise setup is the subject of ongoing refinement, the
current suggestion is for the chamber to hold the SF6 gas at

20 torr, or He at 740 torr. At room temperature, 1000 m3 of
SF6 at 20 torr and He at 740 torr both have masses of
0.16 tons. Since helium tracks in gas are much longer than
fluorine, a much higher pressure mode is possible. For the
CYGNUS detector there is also the possibility of a “search
mode” experiment with 200 torr SF6. This would have
limited directional sensitivity but would increase the
experiment’s exposure by a factor of 10.
For a given readout technology with a fixed spatial

resolution, the energy threshold is set by the limit below
which all directional information on an event is lost. The
main effects that reduce the directionality of a track are
caused by diffusion of the ionization cloud as it drifts to the
readout plane and “straggling” as the initial recoil scatters
off other nuclei. For helium recoils in 740 torr, this limit is
found to be around 1 keV whereas for fluorine recoils at
20 torr, it is around 3 keV. We use these values as the
respective energy thresholds in our analysis.
An issue for directional detectors is head-tail recogni-

tion, i.e., measuring the sign of the direction q̂ associated
with each nuclear recoil [125,132–134]. In principle both
the charge deposition and the track topology should give an
indicator of the head/tail of an event. In practice however,
diffusion limits how well the charge distribution can be
used to infer the head or tail, and the topology can be
measured less well for shorter tracks. Both of these effects
worsen at lower recoil energies so in our detector model, we
set an additional threshold below which we can no longer
measure the sign of q̂.
Various readout technologies are compared in Ref. [131].

For our study, we assume that the readout can perform
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3-dimensional track reconstruction with an angular reso-
lution of 30° for fluorine and helium recoils above their
respective threshold energies. We assume a head-tail
recognition efficiency of 100% above 10 keV and 50%
(i.e., no head-tail recognition) below 10 keV. This perfor-
mance is realistic for readouts based on pixel grids or
orthogonal conducting strips. For a much more compre-
hensive review of readout technologies for the directional
detection of DM, see Ref. [135].
Finally, we make the assumption that CYGNUS has

perfect electronic/nuclear recoil discrimination. This is a
reasonable assumption since the track topologies of elec-
trons and nuclei in gas are so distinct that even the most
rudimentary of readout technologies can achieve very
high discrimination power. We include a nuclear recoil
background comprised of the same set of Solar, DSNB and
atmospheric neutrinos, as well as an isotropic and flat
laboratory background. Details on the analytic calculation
of the directionality of the neutrino background are
described in Ref. [106].

B. Distinctive features in the angular recoil rate

As we have just discussed, directional WIMP detectors
such as CYGNUS measure the direction q̂ associated with
each nuclear recoil in addition to the nuclear recoil energy
Er. In analogy with Eq. (8), the double differential event
rate as a function of recoil energy, recoil direction and
time is

d2RðtÞ
dErdΩr

¼ ρ0σ
SI;SD
p

4πμ2χpmχ

CSI;SDF
2

SI;SDðErÞf̂ðvmin; q̂; tÞ: ð15Þ

This formula is similar to the nondirectional rate, except we

have picked up a factor of 1=2π and require f̂ðvmin; q̂; tÞ
instead of gðvmin; tÞ. This is the “radon transform” of the
velocity distribution [136,137],

f̂ðvmin; q̂; tÞ ¼
Z

δðv · q̂ − vminÞfðv; tÞd3v: ð16Þ

For directional detectors, f̂ðvmin; q̂; tÞ contains all of the
dependence on the DM velocity distribution so this is
where the difference between the smooth, isotropic SHM
halo and SHMþ S1 model enters.
Since CYGNUS will have the spin-carrying 19F as a

target nucleus, we also allow for the possibility of spin-
dependent (SD) scattering in addition to spin-independent
(SI) scattering considered in Sec. IV. Fluorine carries a
nuclear spin J ¼ 1=2 and has a relatively high proton spin
expectation value of hSpi ¼ 0.42 [138]. This means that

directional detectors, which often use 19F targets, are well

suited to set competitive constraints on σSDp , the SDWIMP-

proton scattering cross section.

The directional differential scattering rate in Eq. (15) is
valid for DM-nucleus scattering with a single nuclear
species. For detectors such as CYGNUS that contain
multiple target nuclei, the total rate is obtained by summing
Eq. (15) over all target nuclei weighted by their fractional
abundances within the detector. For SI scattering, FSIðErÞ
is parametrized by the Helm nuclear form factor and the
value of CSI given in Eq. (9). The nuclear enhancement
factor in the SD case is

CSD ¼ 4

3

J þ 1

J

�

�

�

�

hSpi þ
�

an

ap

�

hSni
�

�

�

�

2

: ð17Þ

For 19F, hSni is negligible [138] so in our analysis, we
assume a proton-only coupling scenario where ap ¼ 1,

an ¼ 0. We make use of the shell model calculations of
Ref. [139] for fluorine recoils. In principle we expect some
recoils from sulphur as well. For SI interactions the total

rate for 32S is only a factor 2 smaller than fluorine when we

account for the A2 enhancement and the atomic ratio of
SF6. However since sulphur tracks are shorter in general we
would need a lower pressure and higher energy threshold to
achieve decent background rejection.
We show angular recoil distributions at three individual

recoil energies in Fig. 7. A comparison of the upper and
middle panels, for the SHM and SHMþ S1 models
respectively, shows that ring features that decrease in
angular radius with energy are present in the SHMþ S1
model. The differential rate shown in Fig. 7 assumes SI
scattering, so at a given recoil energy, there are two rings
owing to nuclear recoils from helium and fluorine. The two
rings are most clearly seen in the middle panels, where the
angular resolution has been ignored, but even when a
realistic angular resolution is applied as in the bottom
panels, the ring features are still somewhat present.
A similar feature does appear in the recoil distribution of

the bulk halo at low recoil energies and for heavy DM
masses, as was studied in Ref. [45,140]. However the
feature appears much more prominently here because the
stream’s velocity distribution fstrðv; tÞ is tightly focused
around one direction. For a given incoming speed there is
an exact kinematic relationship between a single recoil
energy and scattering angle. The angular radius of the ring
(i.e., the angle between vlab − vstr and a point on the ring) at
a given energy Er is given by,

cos θstr ¼
1

jvlab − vstrj

ffiffiffiffiffiffiffiffiffiffiffiffi

mNEr

2μ2χN

s

: ð18Þ

The angular width of the ring for a given recoil energy is
due to the stream dispersion and increases slightly with
energy, Δ cos θstr ≃ σstr cos θstr=jvlab − vstrj. The center of
the ring is slightly shifted away from the direction of vlab
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(indicated by the star in Fig. 7), reflecting the slight
inclination of S1 away from the plane of the disk.
Streams generally increase the degree of anisotropy in

the angular recoil spectrum because they are more focused
around a particular direction. The direction of S1 opposes
galactic rotation so it particularly adds to the anisotropy
because its recoils are in the same direction as the dipole
from the SHM. In addition, S1 adds recoils at higher
energies, which from Eq. (18) must have smaller scattering
angles, further increasing the anisotropy. For the specific
case of a 10% S1 component, the forward-backward
anisotropy of the signal above the energy threshold
increases by an amount between 25% and 20% for masses

between 1 GeV and 1000 GeV respectively. Owing to the
increased anisotropy of the signal, we anticipate that S1
will aid the discovery reach of a directional detector.
The results in Fig. 7 assume an SI scattering cross section

of σSIp ¼ 10−46 cm2. A similar scattering rate would be

obtained for SD scattering with σSDp ¼ 5 × 10−44 cm2.

However, an important difference is that the SD case
contains a single ring since scattering only occurs with
fluorine. When only considering fluorine the anisotropy
increases with a 10% S1 component by 30 (20)% for a 1
(1000) GeV mass. This value is slightly larger relative to
the SI case mainly because we have a lower energy
threshold for helium recoils.

0 5 10 15 20

FIG. 7. Mollweide projection in galactic coordinates of the value of the double differential angular recoil rate as a function of the
inverse of the recoil direction −q̂ and as a function of energy (5, 10, and 20 keV from left to right). We assume a 20 GeV WIMP and
include the angular recoil spectra from both He and SF6 gas with pressures of 740 and 20 torr respectively. The upper three panels show
the angular distribution of the SHM model, the middle panels show the distribution after the inclusion of a 10% contribution from S1,

while the lower three panels show the same distribution as the middle three but after a smearing by an angular resolution of 30°. In each
panel we indicate the direction of vlab with a white star.
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C. S1 discovery limits

From Fig. 7, we anticipate already that directional
detectors should be more powerful for detecting streams
since the SHM and SHMþ S1 models are visibly different
in their angular spectra, whereas they only showed small
differences in their recoil energy spectra (cf. Fig. 4). The
consequences of general streams in directional WIMP
detectors were studied in detail in Ref. [5]. The analysis
of the S1 stream is greatly simplified since we have a
known direction in which to look. This means we can apply
the statistical test described in Sec. IV C and make a clear
comparison with xenon detectors.
Figure 8 shows the S1 stream discovery limits for

CYGNUS-1000 m3 (left panels) and CYGNUS-100k m3

(right panels) for a range of values of ρstr=ρ0. The upper
panels show discovery limits for SI scattering, while the
lower panels show results for SD scattering. The solid dark

green lines show the WIMP discovery limits for the SHM
model. The upper solid grey lines and upper grey shaded
regions in Fig. 8 show the existing exclusion limits on the
scattering cross section. For the SI DM–proton cross
section, the exclusion limits are the same as those in
Fig. 5 while for SD scattering, the limits come from
PICO-60 [141] and PICASSO [142]. The lower shaded
region is the neutrino floor for a fluorine target. We do not
show the helium neutrino floor for clarity since it is
extremely similar to the floor for fluorine.
Comparing with Fig. 5, the most notable difference in

Fig. 8 is the absence of a rapid rise in the stream discovery
limit at ∼50 GeV. For xenon detectors, the SHM and
SHMþ S1 recoil energy distributions became largely
indistinguishable above this mass, meaning that the stream
could not be measured. When directional detectors add the
additional information about the nuclear recoil direction q̂,
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FIG. 8. SI (top) and SD (bottom) stream discovery limits as in Fig. 5 but for the CYGNUS-1000 (left) and CYGNUS-100k (right)
experiments. In this case we show the neutrino floor for a 19F target. In the SI case we can exclude lower masses due to the presence of
helium recoils. In the SD case the S1 stream can be distinguished from the smooth halo at much higher masses because the SDWIMP-
proton cross section is less well constrained.
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the discovery limits much more closely follow the shape of
the SHM sensitivity curve.
The SI discovery limits in Fig. 8 extend to much lower

values of the DMmass than Fig. 5. This is a consequence of
the light 4He nucleus within CYGNUS and low threshold
(1 keV), enabling the detection of lighter DM particles. We
therefore see that there is good complementarity between
CYGNUS and the xenon detectors for SI scattering: while
xenon detectors can discover the S1 stream in the range
between 5 and 25 GeV, CYNGUS extends the sensitivity
down to 0.8 GeV. We also see that CYGNUS can probe a
much lower values of ρstr=ρ0 than a xenon detector, largely

because the exclusions limits on σSIp for DM below 5 GeV

are substantially weaker than the limits at higher masses.
The stringent exclusion limits at high mass mean that
if the DM interacts with a SI interaction, both directional
and nondirectional detectors will struggle to discover the
S1 stream for DM with a mass greater than approximately
25 GeV.
The lower panels in Fig. 8 show the discovery limits for

the SD WIMP-proton cross section σSDp . There are two
major changes with respect to the SI case. The first change
is that the discovery limits do not extend below 3 GeV. This
is because SD interactions do not cause helium to recoil,
which was the driver of the SI sensitivity at lower mass. The
second change is that the discovery limits at high masses lie

below the current exclusion limits. This is because σSDp is

less constrained while CYGNUS contains a large number

of 19F nuclei that are especially sensitive to σSDp . If the DM

interaction with nuclei is SD, the added information from
directional detectors provides essential information that
allows the SHMþ S1 model to be distinguished from the
SHM model across a much wider range of WIMP masses.
Another slight difference between the SD and SI dis-

covery limits can be seen in the shape of the limits at high
mass. In the latter it appears that as we increase ρstr=ρ0 there
are a series of bumps appearing at decreasing masses. We
identify these to be a manifestation of the same effect that
was giving rise to the sharp peaks in our xenon limits in
Fig. 5. Previously this was due to the cross over in the
shapes of gðvminÞ for the SHM and SHMþ S1 models.
Here, this effect is not as severe because it much harder to

mimic the unique 3-d shape of f̂SHMþS1ðvmin; q̂Þ without a
stream component. The reason there seem to be no bumps
to speak of in the high mass SI limits is because we are
gaining discrimination power not only from directionality,
but from the complementarity between helium and fluorine.
Since scattering from helium does not contribute in the SD
case, the bumps return.
We see from the right panels of Fig. 8 that if the S1

density is very large and for the large exposure assumed in
the CYGNUS-100k setup, the parameter space below the
19F neutrino floor (at ∼6 GeV) can be explored. The degree
to which the neutrino background can be subtracted is
controlled mostly by the angular separation between the

WIMP and Solar neutrino dipoles [106,110]. If CYGNUS-
100k could improve the angular resolution below 30° and
improve the head-tail recognition threshold, more of the
parameter space below the neutrino floor could be
explored.

3

Directional detector technology is still rapidly evolving
and we anticipate that if a higher threshold but much larger
scale alternative to CYGNUS were feasible, then competi-
tive limits on SI interactions at high masses may also be
achievable. This could be a possibility in, for instance, a
nuclear emulsions detector like NEWSdm [121,122], or if
columnar recombination [143,144] can be reliably used as a
directional signal in liquid xenon [145–149] or argon [150–
152]. So far only 2-dimensional tracks with no head-tail
information have been shown to be measurable in nuclear
emulsions, and only 1-dimensional tracks are theoretically
possible with columnar recombination. Incomplete recoil
vectors reduce the directional sensitivity relative to
CYGNUS but this may be balanced in an experiment such
as NEWSdm, which is comprised of a mixture of 8 different
target nuclei, potentially giving a high level of target
complementarity. We leave the detailed exploration of the
specific impact of the technical restrictions on directional
detectors—and there are many—for future work.

VI. AXION HALOSCOPE

The motivation for axions [153,154] originates in the
dynamical solution of Peccei and Quinn [155] to the strong-
CP problem of quantum chromodynamics (QCD) (see e.g.,
Ref. [156] for a review). It has long been known [157–159]
that axions also meet the required properties and cosmo-
logical abundance of cold DM in a wide range of
production scenarios in the early Universe (see e.g.,
Ref. [160] for an overview as well as Refs. [161–167]
for recent developments). Although still considered to be
the second most popular class of candidate for DM behind
WIMPs, the axion is accumulating interest from many
corners of the community. Much of the interest today is
driven by the many diverse methods that can be employed
to search for axions in astrophysics, cosmology and in
laboratory-based experiments. Below, we briefly review
three types of axion “haloscopes” that have the most
promising chances of detecting axion DM. For a more
detailed discussion of experimental searches for axions and
axionlike particles, we refer the reader to Ref. [168].
The most common technique to detect axion DM directly

on Earth is to amplify the signals produced due to the
mixing between electromagnetic fields and the oscillating
local axion field. The axion, a, is coupled to quantum
electrodynamics (QED) through the interaction,

3
A subtlety in gaining the best discrimination between WIMP

and neutrino signals in directional detectors is that timing
information must be included. See Ref. [106] for further details.
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L ¼ −
gaγ

4
aFμνF̃

μν ð19Þ

where gaγ is the axion-photon coupling, Fμν is the Maxwell

tensor and F̃μν is its dual.

For QCD axion models (i.e., those that solve the strong
CP problem) there is a prescribed linear relationship
between the axion mass ma and the axion-photon coupling
[169,170]:

gaγ

GeV−1
¼ 2.0 × 10−16Caγ

ma

μeV
; ð20Þ

where Caγ is an Oð1Þ model dependent constant. The most

commonly quoted benchmark QCD axions are the epony-
mous “KSVZ” [171,172] and “DFSZ” [173,174] models
with Caγ ¼ −1.92 and Caγ ¼ 0.75 respectively [175].

More generally, in many extensions of the standard
model of particle physics, additional axion fields are
predicted, e.g., Refs. [176–181]. This has motivated the
concept of axionlike particles (ALPs), in which the relation
Eq. (20) is not enforced. Searches for axions therefore
probe gaγ over many orders of magnitude to cover a wide
range of models.
In a strong magnetic field an axion or ALP will convert

all of its kinetic energy into a photon, which has an energy

ω ¼ mað1þ v2=2Þ.4 Even with the strongest magnetic
fields available, the photon flux is very small. The signal
can however be amplified and the most common strategy is
to match the axion mass to a resonance condition. The best
known example is the resonant mode of a cavity.
Resonant cavities are the ideal approach for an axionmass

in the range 1–40 μeV. The main feature of the resonant
cavity haloscope is the ability to tune the resonantmodes over
a wide range of frequencies so that the experiment can set
limits over the same rangeof axionmasses. Progresswith this
haloscope design has long been driven byADMX [182,183].
Recently though several other groups have adopted this
method, making the relevant modifications to adapt it to
other frequencies, e.g., HAYSTAC [184–188], CULTASK
[189–191], Orpheus [192], ORGAN [193,194], KLASH
[195] and RADES [196].
The search toward much higher or lower values of the

axion mass requires radically different designs because of
several technical restrictions. Principally, at higher frequen-
cies resonators require increasingly small volumes and thus
suffer decreasing available signal power. The dielectric
haloscope MADMAX [197–199] aims to circumvent this
problem by abandoning the idea of a resonant volume. A
dielectric haloscope supplants the high quality factor of a

resonator with constructive interference of the axion-
induced electric field between a sequence of finely spaced
disks, see Ref. [199]. This allows MADMAX to probe
axions heavier than 40 μeV.
For axions lighter than 1 μeV, the experiment furthest in

development is ABRACADABRA [7,200,201], though
BEAST [202] and DM-Radio [203] are also aiming to
test a similar mass window. ABRACADABRA uses a
toroidal magnet to circulate an induced electric current
driven by the oscillation of the axion field. Subsequently,
this circulation will generate a secondary oscillating mag-
netic field in the center of the toroid. A pickup loop is
placed in the centre so that the oscillating magnetic flux can
then be inductively coupled to a SQUID magnetometer.
Unlike ADMX, this setup can be sensitive to a large range
of frequencies, but at the cost of sensitivity at any one
frequency. It is possible, however, to create a resonant
behavior with the insertion of a tuned LC circuit between
the pickup loop and the SQUID. In this configuration the
experiment gains a quality factor from the resonance of the
circuit. This enhances the sensitivity but only in a very
narrow range of frequencies, so as with a resonant cavity, it
must be designed to scan over ma.

A. Signal power in an axion haloscope

Since we are interested in the astrophysical dependence
of a haloscope, we will frame our discussion about the
axion response for an arbitrary experiment. Taking inspi-
ration from Ref. [7], we write the signal power P in a
general way, where the astrophysical dependence is
explicit. For notational convenience we absorb all exper-
imental factors into a haloscope function HðωÞ. We write
this as a function of the photon frequency ω:

dP

dω
¼ πHðωÞg2aγρ0

dv

dω
fðvÞ; ð21Þ

where dv=dω ¼ ðmavÞ−1 and fðvÞ is the DM speed

distribution in the lab frame. For ADMX or a similar
resonant cavity, we have

HcavityðωÞ ¼ κB2VC
Q

ω0

T ðωÞ; ð22Þ

where κ ≃ 1=2 is the coupling efficiency of a cavity, B ≃

8 T is the magnetic field, V is the cavity volume,Q ∼ 105 is
the quality factor of the mode and T ðωÞ is the Lorentzian
transfer function of the mode itself (centred at the resonant
frequency ω0, which when scanning will equal the ma of
interest). The quality factor of a resonant device will in
practice be much wider than the axion bandwidth, which

has an effective Q ≈ 106 (or potentially even higher for an
fðvÞ with substantial cold streams). Cavities also have a
geometric form factor C relating the overlap of the electric

4
The notion of a single axion converting to a photon is rather

simplistic. DM axions behave locally like a classical field. It is the
oscillation of the field aðx; tÞ inside an experiment that is
observed. The axion manifests in time-stream data as a super-
position of modes given by the astrophysical distribution fðvÞ.
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and magnetic fields. ADMX typically use the TM010 mode
with C010 ¼ 0.692 [204].
For MADMAX the treatment is not as simple. The

spacing of some N ∼ 80 disks that produce the optimum
constructive interference over some bandwidth gives a
much more complicated frequency dependence. This is
parametrized by a boost factor βðωÞ, since MADMAX is
not a resonator and does not formally have a Q.
Nevertheless we can write similarly,

HdielectricðωÞ ¼ κB2A
β2ðωÞ
m2

a

; ð23Þ

where A is the area of a disk. Since the boost factor requires
a highly involved transfer matrix formalism to compute
[199] we simply adopt simple estimates to the sensitivity of
MADMAX outlined in its white paper [198]. This assumed

80 disks of 1 m2 area with a 10 T magnetic field scanning
over masses between 40–400 μeV at an efficiency of
κ ¼ 0.8.
Finally, for ABRACADABRA the signal formalism has

been detailed thoroughly in Ref. [7]. The haloscope
functions are, in broadband and resonant configurations,

Hbroad: ¼
α2

4

L

Lp

B2V2; ð24Þ

Hres:ðωÞ ¼ α2
LLi

ðLp þ LiÞ2
B2V2Q2T ðωÞ: ð25Þ

where α2 ≃ 0.5. Here we have now the inductance of the

LC circuit Li and the pickup loop Lp ¼ πR2=h (where R

and h are the radius and height of the torus) as well as the
inductance of the SQUID labeled L. The V here is
effectively a geometry factor with dimensions of volume.
See Refs. [7,200] for further details.
We emphasize that we have sourced numbers and

scanning strategies from analyses that vary in how precisely
they might correspond to the final run of one of these
experiments. Moreover these projections are not all based
on thorough statistical analyses (with the exception of
Ref. [7]). However it is still possible to make quite general
experiment-independent statements about the detection of
the S1 stream.

B. Sensitivity enhancement

Like in the case for WIMPs, the presence of streams can
enhance the prospects for detecting axion DM. However,
the main difference here is that the sensitivity to axions is
controlled by the sharpness of the signal, rather than just its
energy distribution. This means that in comparison to the
analysis in Secs. IV and V, the stream dispersion plays a
more important role in the observable signal in an axion
haloscope.

We parametrize the speed distribution’s enhancement or
suppression of the sensitivity of a haloscope to DM in the
following way: For an experiment taking time-stream EM
signal data, an appropriate likelihood can be constructed
from a sum over the power distributed across many
frequency bins. The statistics of the signalþ noise is
exponential in each bin, but for most experiments a
stacking procedure of many power spectra can be used
to render the distribution Gaussian via the central limit
theorem. Hence the likelihood can be written in terms of a

χ2 sum over frequency bins. Under the Asimov formalism
any test statistic constructed in this way from likelihood
ratios can be approximated in terms of the integral over the
power spectrum squared. Since the power spectrum is

proportional to g2aγ , the minimum discoverable value will

scale as,

gaγ ∝

ffiffiffiffiffi

1

ρ0

s

�
Z

ωesc

ma

dωfðωÞ2
�

−1=4

; ð26Þ

where the distribution of frequencies is the speed distri-
bution up to a change of variable fðωÞ ¼ dv=dωfðvÞ. The
upper limit is given by ωesc ¼ mað1þ ðvlab þ vescÞ2=2Þ. To
simplify this discussion we assume that the noise distri-
bution in ω is flat, but this may not always be the case.
In Fig. 9 we demonstrate the impact of the S1 stream

for a range of density fractions and dispersions (quoting
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FIG. 9. Relative change in the sensitivity to the axion-photon
coupling for the SHMþ S1model relative to the SHM alone. We
make the comparison as a function of the density fraction of S1
and the dispersion of the stream. The dispersion implied by the
stellar stream is shown as the green curve; it is equivalent to a

1-dimensional dispersion of 46 km s−1. Expressed in this way,
ratios greater than one have enhanced sensitivity relative to a
stream-less halo, while below one the sensitivity is suppressed.
Since axions are easiest to detect when their overall spectrum
is sharper, we see that the colder streams give the largest
enhancements.

DARK MATTER HURRICANE: MEASURING THE S1 … PHYS. REV. D 98, 103006 (2018)

103006-15



1-dimensional dispersion values for simplicity). We show
the ratios of the minimum coupling measurable when the
SHMþ S1 model is assumed, relative to the SHM model
alone. This result is independent of both the axion mass and
whether the experiment is broadband or resonant. Since a

χ2 or log-likelihood ratio test statistic depends on the square
of the speed distribution, for very cold streams the
sensitivity to DM significantly improves when a stream
is present, even when its density fraction is low.
For larger values of the stream dispersion, including the

wide dispersion S1 stream, Fig. 9 shows that the DM
sensitivity is actually slightly suppressed compared to a
halo with no stream. The dispersion here again is inferred
from the stellar dispersion so therefore may be overesti-
mated cf. Sec. III. The suppression in sensitivity for S1 is
nonetheless minor and statistical fluctuations in real data
will likely have a bigger impact on the sensitivity. The
enhancement for a wide dispersion stream when its density
comprises the majority of the local DM occurs because the
stream distribution by itself is sharper than the SHM.
In contrast to experiments searching for WIMPs, the fact

that the DM associated with S1 moves with a higher lab
speed makes it slightly harder to detect than streams that
have a smaller speed (such as the Sagittarius stream). This
is because when binned in frequency, the relation Δω ∝

vΔv holds. Since Δω is constant as it is fixed by the
experimental design, a feature in the data of a given width
in speed Δv will be spread over more frequency bins when
centred at higher v. This means that the signal-to-noise ratio
in each frequency bin will be slightly lower, and the high
speed stream will be slightly harder to detect.
In Fig. 10 we demonstrate the same change in sensitivity

as in Fig. 9 but now in the more familiar gaγ −ma plane for
the ADMX, MADMAX and ABRACADABRA halo-
scopes described previously.

5
For clarity, we only show

the change in sensitivity for a stream dispersion of

5 km s−1, where the sensitivity increase is relatively large
and so can easily be observed on the log-scale plot.

C. Measuring properties of S1

Once a detection of axion DM has been made, a detailed
measurement of the frequency dependence of the signal can
be performed. We display examples of the power spectra in
Fig. 11 for two values of the stream dispersion. Comparing
the left hand panel with the right hand panel, which has a
colder dispersion velocity, we see clearly the importance of
σstr for detecting the stream. Power spectra spectra like the
ones shown in Fig. 11 could be straightforwardly obtained
in a resonant device by simply running the experiment at a
single resonant frequency, with no need to tune. The
frequency resolution is given by the inverse of the inte-
gration time for a single time-stream sample but once the

axion is detected this duration can be made much longer.
The potential signal-to-noise that can be obtained quickly is
extremely high. With resonant methods, covering the mass

ranges shown in Fig. 10 requires up to 106 mass points to be
scanned over a time of several years. Post-detection we
need only one. In fact the detection of the axion would only
require the peak be located above the noise to some decent
statistical level, like 3σ, at one mass point. This means that
the second phase fixed-frequency experiment with a
duration of the same timescale would effectively have a

3σ signal 106 times stronger. This would allow incredibly
fine-grained studies of the local axion field, and the for the
S1 stream to be measured down to even lower density
fractions than shown here [7,8].
Since the axion signal is directly given by the speed

distribution, the S1 stream can simply be fit from the power
spectrum. This kind of analysis has already been explored
in detail in Refs. [7,8,79]. The annual modulation phase
and amplitude enables very accurate measurements of the
stream velocity. Even though S1 is much wider and less
prominent in the power spectrum than the examples used in
previous studies (which are much closer to the right hand
side example of Fig. 11), a high signal-to-noise ratio can be
obtained once the axion mass (and therefore frequency) is
known and properties of S1 should be easily extracted from
the data. In stark contrast to the WIMP detectors discussed
in Secs. IV and V, the prospects for axion astronomy are
rather extraordinary.
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FIG. 10. The enhancement in the sensitivity of three experi-
ments: ABRACADABRA, ADMX and MADMAX, due to the
presence of the S1 stream. In each case we assume projections of
these setups to their final QCD sensitive configuration and scan
time. For clarity we have shown the result for a very cold
analogue of S1 with a stream dispersion of 5 km s−1. We also
show the already excluded regions of this space from the
helioscope CAST [205], and through high energy astrophysical
observation (Refs. [206–208] labelled Fermi, H.E.S.S. and SN-γ
respectively).

5
Only ADMX has published limits [183] in this plane so here,

we show projections for the next few upgrades.
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VII. SUMMARY

The S1 stream, recently discovered in the SDSS- Gaia
data set, hits the Solar system almost head-on in a low
inclination, counter rotating orbit (cf. Figs. 1 and 2). The
DM particles associated with S1 have a much larger
velocity in the laboratory frame compared with the DM
particles from the rest of the halo (cf. Fig. 3). The S1 stream
is more akin to a DM hurricane than merely a wind.
By matching the spatial and kinematic properties of the

S1 stream, its progenitor is believed to be a dwarf galaxy of
mass ≈1010 M⊙ in stars and DM. The present-day DM
content of S1 is not known, but is expected to be sig-
nificant. In this work, we have studied the effects of the S1
stream on WIMP and axion direct detection experiments
while remaining agnostic as to the precise fraction of the
local DM density contributed to by the S1 stream.
We have first examined the prospects for the detection of

S1 in upcoming multi-ton xenon-based WIMP detectors. In
this case, we find that S1 can only be unambiguously
detected for WIMPs with masses in the approximate range
between 5 and25GeV,when the streamdensity comprises an
Oð10%Þ fraction of the local density (cf. Fig. 5). Xenon
detectors are ultimately limited because much of the kin-
ematic information is lost through nuclear scattering. Over
much of the WIMP mass parameter space, the S1 and SHM
recoil spectra look extremely similar (cf. Figs. 4 and 6).
Next, we examined the prospects for CYGNUS, a future

directional detector. In this case, the detection prospects are

more promising since S1 creates characteristic ringlike
features in the angular recoil spectrum (cf. Fig. 7). We find
that S1 enhances the promise of directional detectors because
it increases the degree of anisotropy in theWIMP signal. For
spin-independent WIMP-nucleus scattering, CYGNUS is
complementary to future xenon detectors since it extends the
sensitivity to S1 down to approximately 0.8 GeV. For spin-
dependent scattering,CYGNUShas the potential to detect S1
over the full WIMP mass range (cf. Fig. 8).
Finally, we considered detecting S1 if DM was not a

WIMP but instead an axion. Relative to nuclear recoil
experiments, axion haloscopes have unmatched sensitivity
to the local DM velocity distribution. The S1 stream could
have two observable effects. First, depending on the
dispersion, it could improve the prospects for detecting
axion DM (cf. Figs. 9 and 10). Second, after the axion mass
has been identified, properties of the stream can essentially
be read from the power spectrum of an axion-induced
electromagnetic signal time-stream (cf. Fig. 11). The
detection of the S1 stream—or any other DM substructure
that may be present in our local halo—has truly excellent
detection prospects if the DM in our galaxy is made up of
axions.
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