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DATA-ACQUISITION SOFTWARE FOR THE L&lPF CONTROL SYSTE!!

Stuart C. Schaller and Patricia A. Rose
Los Alamos National hboratory

BOX 1663, MS-H810
Los A.lames, NM 87545

Abstract—-

As part of the upgrade of the Los Alamos Meson Phy6ics
Facility (LAMPF) control computer, the software providing the
interface between application program6 and the accelerator hardware
was redesigned. This new Data System design - which handles mort:
than 12,000 widely different devices - allows greater uniformity,
flexibility, maintainability, and hardware independence than
before. The Data System portion of the LAMPF Control System is
described in this paper.

Introduction

The original LAMPF Control System was written for a Systems
Engineering Laboratory (SE].)840 computer. Locally designed Remote
Instrumentation and Control Equipment (RICE) hardware provided
access to accelerator data and controls. ‘Eventually, additional
accelerator data was made available thrcugh CAMAC interface

addressed by remote PDP-11 computers. The remote PDP-lls were

linked to the SEL-840 via lacally designed CAMAC aata link modules.

Several years ago, a decision wan ❑ade to replace the SEL-840
with a VAX-11/780. At that time we recognized that there were
problems with the wtiymany application programs on the SEL-840

dealt with accelerator devic~.s. Often programs contained embedded
hardware addresses for accelerator do?vlce6. This made the programs
difficulL to maintain wh,?n wiring changes were ❑ade. It also made
the code difficult to read and update since the phy6ical meaning of
the data was cbscure. In addition, some application programs
contained explicit message formatting software.

A symbolic device-naming scheme using ten-character “operator
designators” was designed when the RICE system wa6 first
implemented. However, this naming convention was not
inclllde remote

extended to
PDP-11 CAMAC devices. This fact forced the use of

h~rclware addr~sses In programs dealing with CAMK, and made it
almost impossible for the accelerator operators to reference CAMAC
devicee directly.

●

One of the gonle of the VAX upgrade was to introduce a bta
System interface to make application programe aa hardware

*Work performed under the auspices of US Department of Energ)
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independent as possible and to allow more flzxible device
implementation and improvement. The next two sections of this
paper outline the VAX based LAMPF Control System context, and
describe the new Data System. Information about other a~pects of
the VAX upgrade ❑ay be found in [1] and [2].

LAMPF Control System Context.— —

Figure 1 shows the data acquisition and control hardware which
makes up the new LAMPF Control System. The VAX-11/780 - used as
the central control computer - is at the hub of a star network.
Ail application programs which communicate with the accelerator
operators run on this VAX.

The RIU-11 is a PDP-11/34 computer used to dual port the RICE
6ystem to the VAX and the SEL computer6 during the upgrade pxoceas.
The RIU-11 accepts ❑essages from the control computer and causes
RICE data takes and commands to be issued through the RIU (RICE
Interface Unit). The RIU-11 also receives timing signals and gate
information from the IAMPF Master Timer (MT). The6e signals allow
the RIU-11 to make timed and untimed RICE data take requests with
6pecific timing gate configurations

The NET-11 ts a PDP-11/34 which is used to dual port the
remote PDP-llu during the upgrade. It switches messages between
the control computer and the remote PDP-lls. The reroute PDP-lls

con~ain software which allows the control computer to directly
address CAMAC devices In the associated CAMAC crates. In addition,
the remote6 also contain software for extremely time-dependent data
acquisition tasks (such as acquiring beam profiles).

Figure 1 - LAMPF Control System Context
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Data Svstem Desi~—- —

At tl ‘Ime the VAX upgrade was started, the intention was to

convert atL r rewrite the application software which existed on
the SEL-840 ~trol computer. We did not have the re60urce6 to
rewrite or avily modify the 8aftware running on the remote
PDP-lls, so c, ‘ goal of u,aking application prograws hardware

. independent was limited to those applications which ran on the
control computer (We are currentl: studying the problem of making
the applicabio.la programe in the remote PDP-lls hardware
independent. )

We attacked the problem of hardware independence by
re-emphasizing the symbolic device naming that had been developed
for the RICE hardware device-. We insisted that all references to

accelerator devices by application programs must be by operator
designator. We also attempted to make the operator designators
reflect the actual physics of the accelerator itself as opposed to
reflecting accident8 of hardware address assignments. We hoped
this would make the application programs easier to understand.
(The only exceptions to the operator designator rule were hardware
level diagnostic programs.)

Device Tables

The Device Tables define the Data System devices available to
the application programs and provide the mapping from operator
designators to l~ardware information. A Device Table Entry contains
two kinds of information about a device. The first kind is device
characteristic information including the domain (digital or
analog), the dimension ( scalar or vector), allowable requests, the
equipnent type, and the hardware address.

The equipment type can be: RICE - for devices in the RICE
system; LWAC- for directly controllable UMX modules; Remote -
for devi~es defined by software in the remote YDP-lls; or Pseudo -

for devices defined by software in the VAX control computer.
Pseudo devices allow US to define new or experimental devicefi in
software. The defining software may make recursive Data S~stem
references to other devices aefined in the Device Tables. Pseudo

devices give u~ great flexibility in defining very hluh-level
devices. For instance, tht centroid of a hen~ profile COUICI be

defined as a pseudo device whose defining software reads an entire
profile and computes the centroid.

The second kind of Device Table Entry information degcribes
the default parameter to be used for read or command requests. If
a program requests a read on a device and specifies no additional

parameter, the read request will be defined by the defaultB
contained in the associated Device Table Entry. Default request
information includes: a delay gate ; timing type -

timed/non-RF/anytine; time relative to a specific edge of a
apeclfic Master Timer gnte; and required beam pulme gate

configuration . For example, the default paramete~’s for a beam
current ❑onitor might npeclfy timed data taken 500 micro-sccondfl
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before the end of the H+ beam gate on a beam pulst with H+ beam
gate and an RF gate present.

More information on the design of the Data System Device
Tables may be found in [2].

Applicat~on Program Interface

Application progr~s use the Data System in much the 8ame way
tha: they interface with :he operating system’~ file structure.
Operator designators must be “opened” by the application in order
to establish a connection with the appropriate Device Table Entry.
Eventually, the application program - or the Data System itself on
application program termination - must “close” the device~ that
have been opened.

After the device haa beev opened, the application program may
accesc or override default request information in the Ikvice Table
Entry before reqtiesting a read or command on the device. In
addition, the application program may specify information for
averaging data, error recovery, synchronous O( asynchronous
operation, eilgineering unit conversion, and increment, setpoint, or
limit commands.

Data System Request Handlin&.—

Figure 2 S!::’Js the Data System tequest handling software. In
the outline below, each word in Frackets corresponds to a box on
the diagrau. A tj”pical request (read or command) on a device
progresses as follows:

1. [INITIAL] ‘Ale request made by the application program is
validated, and a Data Request Packet (DRP) ‘s allocated

from a system-wide pool. The DRP cent.alns complete
I.lformation on the current state of the r~quest. The
initisl etate is determined by the Device Table Entry
[gEVT~ ] a~a~cia~ed with the device and by a puramecer
n:ray specified by the application program.

2. [NEXI] Batieci on the setting of program-specific,
device-specific, or system-wide flags, the request may be
legged. The aeccinR of rhene flags alao determines if the

request is Bent to the Imaginary Meson physics Facility
[IMPF] simulator. If it is not simulated, Q ❑eeeage

tranufer la started between the VAX and the RIU-11 or

NET-11 computers, or tl~ requent is sent to the ●auociated
pseudo device handler [PSEUDO]. Data take timing valueo
are resolved by interrogating ~he current state of the

Master Timer [Ml’].

3. [COMPIJ2TE] When the action IIIcompleted, ●rror returnc are

examined, rnnd - baaed on the current DRP ●tat,e- the
action may be repeated. If the action haa been
muccemsful , further actionn may be performed to acquire

svrrage dattior to complete command requeato. If the
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request is complece, then data, status, and completion
notification are sent to the application program.

Figure 2 - Data System Request Handling

I,mplcmentntion Concerns

The parallel with operating system file structures 16 even

more pronounced at the Datp,System implc.:entation level. Design
decisions included t;ledeslr:s: to have globul access to all Data
System data structures fo:- dlagnoetlc purposes; to prohibit
applications f~om ueing device hardware addressee; and to separate
the Device Table data base manager from the Data Syat>m request
handlinu software.

Global acceaa required: protection against accidental user
vrites; synchronization of competing programs using common data
structure; and clemnup of pro~ram-specific datn etructuree at
prcgram termination.

The prohibition of hardware addreaa use waa achieved by
requiring programa to have a special ~rivilege before being allowed
to talk to the Data System device drivers. This privilege is

granted by privileged Data System software to requegts which have
been made via operator denignator~.

The separation between Ikvice Table maintenance and Data
Syetem request handling wqa accomplished by an “object level”
Device Table at.ructure. The data base manager maintaine a symLolic

“source Ievcl” dnta bafie CCJliK13iIIing the device dcscript{ons. This

data b~~e iEI trartelated into an object level Ikvice Tnble

dc!~cription which ‘.s us~;d by tile Dntn System r{qucst hnndling

6oltware.
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Conclusions
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We have been able to take data and control RICE devices

through the new Data System. Several application programs have

been written including an accelerator summary sta:us display, an
analog slew program, and a program which produces a single line

display of the state of any device in the Device Tables. We passed
a milestone in late January when the summary 6tatus program was
used to turn the LAMPF H+ beam on and off.

We feel we have achieved our design goals of flexibility and
hardware independence. We have much left to implement in the way

of new devices and expanded simulation and diagnostic capabilities,
but our experience indicates that these extensions will fit in well
with our design.

Since application programs are independent of the hardware,
and Indeed of the actual algorithms used in the Data System
software, optimization can occur at either the hardware or software
levels with no detrimental impact on existing hpp~ications. We

expect that we will make optimization when areas needing them
become apparent as more application programs are written for the
new control COmputei ,

Given basic system correctness, we would rather work on making
a flexible system speedy than making a speedy system flexible.
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